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Preface

During the last fi ve years, the University of Texas at Arlington has been 
 independently conducting research on fuel cells as well as collaborating 
with Texas Christian University. The main research focus has been the 
modeling of polymer electrolyte membrane (PEM) fuel cells and nonlinear 
 control design using the exact linearization control method.

The present literature pays a lot of attention to the control design of fuel cell 
interfaces, while the research on control design for the fuel cell itself receives 
less attention than it should. This may be due to the complexities involved in  
control design. However, control is very important to fuel cell operation and 
effi ciency, and this book serves as an introduction to this topic.

This book should be of interest to faculty, students, consultants, manu-
facturers, researchers, and designers in the fi eld of renewable energy, as it 
provides a detailed discussion on fuel cell modeling, analysis, and nonlin-
ear control with simulation examples and test results. We assume its  readers 
already have a fundamental knowledge of control theory and fuel cell chem-
ical reactions.

It presents a comprehensive description of modeling and control of PEM 
fuel cells, depicting typical approaches and achievements in the modeling 
and control design strategies of PEM fuel cells. Both linear and nonlinear 
models and control designs are included.

For the reader’s convenience, this book is organized in a self-contained 
way to introduce, in suffi cient detail, the essence of recent research achieve-
ments in the modeling and control design of PEM fuel cells. Mathematical 
preliminaries in linear control and nonlinear control are provided in the 
appendix.

The book’s organization has been designed to refl ect the objective of this 
book. Chapters 1 and 2 start with a brief introduction to fuel cells and fuel 
cell power systems and lay down the fundamentals of fuel cell systems and 
their components. They serve as the background and preparation for the 
following chapters. Chapter 3 presents the linear and nonlinear modeling of 
fuel cell dynamics. It serves as preparation for the linear and nonlinear con-
trol designs covered in Chapter 4 where it discusses the typical approaches 
of linear and nonlinear modeling and control design methods for fuel 
cells. It also serves to compare the linear and nonlinear control designs 
and their effectiveness. Chapter 5 presents the Simulink implementation 
of fuel cells, which includes the modeling of PEM fuel cells and control 
designs and where simulation results of linear and nonlinear  controllers 
are presented and compared. Chapters 6 and 7 discuss the applications 
of fuel cells in vehicles, utility power systems, and stand-alone systems. 
Here also, details of typical models and control strategies are presented 
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and discussed. Chapter 8 discusses the modeling and analysis of hybrid 
renewable energy systems, which include the integration of fuel cells, wind 
power, and solar power. Details of confi guration and control schemes are 
presented and studied.

We have intended to preserve generality in discussing the advanced 
technology in the modeling and control of PEM fuel cells and the current 
applications of fuel cells in vehicles, utility power systems, and stand-alone 
systems.

We take this opportunity to acknowledge the University of Texas at 
Arlington (UTA) and Texas Christian University (TCC) as well as the U.S. 
Department of Energy (DOE) for their support. Our thanks also go to Dr. 
Kai S. Yeung from the Department of Electrical Engineering at UTA; for-
mer graduate students Yunzhi Chen and Dr. Zheng Hui from the same 
department at UTA; Dr. W. Carter from the Department of Mechanical and 
Industrial Engineering at the University of Texas at El Paso (UTEP); former 
graduate student Lu-Ying Chiu from UTEP; and Dr. Randall S. Gemmen 
from the DOE.

We also wish to express our gratitude to Taylor & Francis Group for giving 
us the opportunity to publish this book.

Bei Gou
Woonki Na
Bill Diong

Texas

For product information, please contact:

The MathWorks, Inc.
3 Apple Hill Drive
Natick, MA 01760-2098 USA
Tel: 508-647-7000
Fax: 508-647-7001
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1
Introduction

1.1 The Past, Present, and Future of Fuel Cells

1.1.1 What Are Fuel Cells?

A fuel cell operates like a battery by converting the chemical energy from 
reactants into electricity, but it differs from a battery in that as long as the 
fuel (such as hydrogen) and an oxidant (such as oxygen) is supplied, it will 
produce DC electricity (plus water and heat) continuously, as shown in 
Figure 1.1. In the 1960s, the fi rst practical fuel cells were developed and then 
used in the U.S. Gemini and Apollo programs for space applications. Since 
then, fuel cells have also been used increasingly for terrestrial applications 
although it remains a “new” technology in so far as its commercialization. 
As some of the fundamental obstacles are being overcome, fuel cells have 
become more feasible for several applications and are gradually being devel-
oped and commercialized.

For example, in 1993, Ballard Power Systems demonstrated fuel cell pow-
ered buses. Then all major automotive manufacturers developed fuel cell 
vehicle prototypes in the late 1990s and the early 2000s, which are undergo-
ing tests in the United States, Japan, and Europe. For stationary power appli-
cations, more than 2500 fuel cell stationary power systems have already been 
installed globally at hospitals, offi ce buildings, utility power plants, and so 
on. In 2005, Samsung Electronics also unveiled a prototype of fuel cells for 
portable power applications that can run a laptop about 15 h. However, there 
remain many challenges to the commercialization of fuel cells. The most 
signifi cant problems are reducing their cost as well as improving their 
operating reliability.

The recent increasing impetus in developing and commercializing fuel 
cells are due to its several advantages. These include “clean” by-products 
(e.g., water when operated on pure hydrogen), which means it is “zero emis-
sion” with extremely low (if any) emission of oxides of nitrogen and sulfur. 
They also operate quietly, not having any moving parts, even when working 
with extra fuel processing and supply equipment. Furthermore, they have 
high power density and high effi ciency, typically more than 40% effi ciency 
in electric power production, which is better than traditional combustion 
engine/generator sets, and the “waste” heat from a fuel cell can be used 
for heating purposes, thus increasing its overall effi ciency. Finally, they 
can increase national energy security, since different types of fuel cell can 
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operate on various conventional and alternative fuels such as hydrogen, 
ethanol, methanol, and natural gas, and hydrogen itself can be produced by 
harnessing a variety of renewable energy sources; such capability can help 
reduce U.S. dependence on foreign oil.

1.1.2 Types of Fuel Cells

Fuel cells are most commonly classifi ed by the kind of electrolyte being 
used. These include proton exchange/polymer electrolyte membrane fuel 
cells (PEMFCs), direct methanol fuel cells (DMFC), alkaline fuel cells (AFC), 
phosphoric acid fuel cells (PAFC), molten carbonate fuel cells (MCFC), solid 
oxide fuel cells (SOFC), zinc air fuel cells (ZAFC), and photonic ceramic fuel 
cells (PCFCs), which vary widely in their required operating temperature. 
But this book will focus only on PEMFCs, which are low operating tempera-
ture fuel cells intended for use in mass-production fuel cell vehicles that are 
currently under development by the major auto manufacturers, as well as in 
offi ces and residences.

1.2 Typical Fuel Cell Power System Organization

The fundamental components of a fuel cell power system are a fuel cell (most 
commonly a stack or multilayer connection of fuel cells), a fuel and oxidant 
supply, an electrical load, and an electric power conditioner (see Figure 1.2). 
The fuel and oxidant supply along with the electric power conditioner are 
typically lumped together with the fuel reformer, the thermal management 
subsystem, and the humidifi cation subsystem, when these are present, under 
the term balance-of-plant.

L
o
a
d

Hydrogen

Oxygen

Waste heat Water

Fuel cell
+

–
DC

FIGURE 1.1
A fuel cell’s inputs and outputs.
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1.3 The Importance of Fuel Cell Dynamics

For the successful commercialization of fuel cell vehicles, their perfor-
mance, reliability, durability, cost, fuel availability and cost, and public 
acceptance should be considered [1]. The most important disadvantage of 
fuel cells now is their cost. However, the performance of the fuel cell sys-
tems during transients is another key factor. Therefore, during transients, 
in order to generate a reliable and effi cient power response and to pre-
vent membrane damage as well as detrimental degradation of the fuel cell 
stack voltage and oxygen depletion, it is necessary to design better control 
schemes to achieve optimal air and hydrogen inlet fl ow rates—i.e., fuel cell 
control system that can perform air and hydrogen pressure regulation and 
heat/water management precisely based on the current drawn from the 
fuel cell [2,3].

This book essentially addresses the issue of fuel cells’ slow transient 
response to load changes, which is important since the dynamic behavior 
of a fuel cell is integral to the overall stability and performance of the power 
system formed by the fuel supply, fuel cell stack, power conditioner, and 
electrical load. Present-day fuel cells have transient (dynamic) responses that 
are much slower than the dynamic responses of the typical power condi-
tioner and load to which they are attached. As such, the fuel cell’s inability to 
change its electrical output (current) as quickly as the electrical load changes 
has signifi cant implications on the overall power system design. In particu-
lar, some form of energy storage with quick charge/discharge capability is 
needed to function as fi rm power backup during electrical load increases 
if the fuel fl ow to the fuel cell is not being kept constant at its maximum 
level (which is wasteful and ineffi cient). The slower the fuel cell’s response, 
the larger the amount of energy storage that is needed with the attendant 
increases in its size, weight, and cost; it also reduces the number of suitable 
energy storage options (ultracapacitor, fl ywheel, battery, etc.). Therefore, 
the fuel cell’s dynamic response is of signifi cant importance, particularly in 
mobile applications.

Fuel cell stack

Energy
storage

Load

Fuel processor

Power
conditionerOxidant

FIGURE 1.2
Block diagram of fuel cell power system interconnection.
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1.4 Organization of This Book

Chapter 2 describes PEMFCs and the fuel cell power system balance-of-plant 
components in more detail. Then Chapter 3 describes the modeling of a 
PEMFC’s dynamic behavior as an initial step towards prescribing control-
ler designs to improve its transient behavior. This is followed by Chapter 
4, which presents a few methods of control design for PEMFCs. Chapter 5 
features the Simulink® implementations of fuel cell models and controllers. 
Finally, Chapters 6, 7 and 8 discuss three important applications of fuel cells 
where dynamic response is important; for vehicles and for fi xed-voltage 
stand-alone and hybrid power generation systems. To make this a more com-
plete book for the reader, we have also included several appendices briefl y 
reviewing topics such as linear and nonlinear feedback control.

References

 1. F. Barbir and T. Gomez, Effi ciency and economics of PEM fuel cells, International 
Journal of Hydrogen Energy, 22(10/11), 1027–1037, 1997.

 2. A.M. Borbely and J.G. Kreider, Distributed Generation: The Power Paradigm for the 
New Millennium, New York: CRC Press, 2001.

 3. F. Barbir, PEM Fuel Cells: Theory and Practice, New York: Elsevier Academic Press, 
2005.
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2
Fundamentals of Fuel Cells

2.1 Introduction

The PEMFC, also called solid polymer fuel cell, was fi rst developed by 
General Electric in the United States during the 1960s, for use by NASA on 
their fi rst manned space vehicles [1]. This type of fuel cell depends primarily 
on a special polymer membrane that is coated with highly dispersed catalyst 
particles. Hydrogen is fed to the membrane’s anode side (possibly at a pres-
sure greater than atmospheric pressure) where the catalyst causes the hydro-
gen atoms to release their electrons and become H

+
 ions (protons):

 2
+2H 4H + 4e−→

 
(2.1)

as shown in Figure 2.1. The proton exchange membrane (PEM) only allows 
the H

+
 ions to pass through it, while the electrons are collected and utilized 

as electricity by an outside electrical circuit (doing useful work), before they 
reach the cathode side. There the electrons and the hydrogen ions diffusing 
through the membrane combine with the supplied oxygen (typically from 
air) to form water, a reaction that releases energy in the form of heat:

 
+

2 24e 4H + O 2H O− + →
 

(2.2)

This water by-product must be removed to prevent the cell from being fl ooded 
and rendered inoperative (more details later). In addition, any unused hydro-
gen and oxygen (air) are exhausted from the cell anode and cathode outlets, 
respectively. For this reaction to proceed continuously, the electrons pro-
duced at the anode must fl ow through a circuit external to the fuel cell, and 
the protons must fl ow through the PEM as shown in Figure 2.1.

The reaction in a single fuel cell produces an output voltage of around 
0.7 V; for general applications, several individual cells are connected in series 
to form a fuel cell stack to produce the desired voltage additively. The required 
operating temperature for PEMFCs is only 50°C–100°C, which enables fast 
start-up of operation. Thus, the PEMFC is particularly attractive for transpor-
tation applications, and also as a small- or mid-size distributed electric power 
generator because it has a high power density, a solid electrolyte, a long stack 
life, and low corrosion. Other advantages include its clean by-products (pure 
water when hydrogen is the fuel, which means “zero-emission”), high energy 
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effi ciency of more than 40% typically in electric power production, and quiet 
operation [3]. Hence PEMFCs are very likely be used to power automobiles, 
aircraft (auxiliary power), homes and small offi ces, and portable electronics 
(as replacements for rechargeable batteries).

2.2 PEMFC Components

The main parts of a practical PEMFC are illustrated in Figure 2.2. The 
 membrane electrode assembly (MEA) consists of the polymer membrane 
together with the electrodes and gas diffusion layers. Each electrode 

FIGURE 2.2
The main functional parts of a PEMFC.

Membrane

Bipolar plate

ElectrodeGas diffusion layer

Flow channel

O2

4H+

Positive ion 2H2O

4e–
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product gases 
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Electrolyte
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FIGURE 2.1
Electrochemical reaction in the PEMFC. (From Na, W., Dynamic modeling, control and opti-

mization of PEM fuel cell system for automotive and power system applications, PhD thesis, 

The University of Texas at Arlington, 2008. With permission.)
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essentially consists of a layer of catalyst particles (usually platinum deposited 
on the surface of larger particles of carbon support powder), and is affi xed 
to either the membrane or the gas diffusion layer. The gas diffusion layer is 
made of a porous and electrically conductive material, such as carbon cloth, 
to enable the reactants to diffuse into and out of the MEA, and to collect the 
resulting current by providing electric contact between the electrode and 
the outside bipolar plate. Furthermore, it allows the water formed at the cath-
ode to exit to the gas channels.

The bipolar plates, also called fl ow fi eld plates, distribute the reactant gas 
over the surface of the electrodes through fl ow channels on their surfaces; 
different channel geometries are available. They also collect the current and 
form the supporting structure of the fuel cell. For good electrical and ther-
mal conductivity, plus physical strength and chemical stability, solid graph-
ite is usually used as the material for these plates.

The composition and functions of the various PEMFC parts are further 
discussed in the following sections.

2.2.1 Membrane

The electrolyte membrane is the key part in any PEMFC. A proton con-
ducting polymer is used as the electrolyte, thus giving rise to this type 
of fuel cell’s name. The basic material used for the membrane is polyeth-
ylene, which has been modifi ed by substituting fl uorine for hydrogen to 
yield polytetrafl uoroethylene. The bonds between the fl uorine and the 
carbon make the membrane very durable and chemical-resistant (inert). 
The basic electrolyte is then complemented with sulfonic acid; the HSO3 
group added is ionically bonded (see Figure 2.3). The result is the ability to 
attract H

+
 ions into the electrolyte. This material, made by the DuPont Co. 

and sold under the trade name Nafi on®, has been very signifi cant in the 
development of PEMFCs.

FIGURE 2.3
Structure of a sulfonated fl uoroethylene.
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The main properties of these polymer membranes [3] are as follows:

They are resistant to chemical attacks.• 

They have very strong bonds, so they can be made into very thin • 
fi lms.

They are acidic.• 

They can absorb a lot of water.• 

The H• 
+
 ions they attract are well-conducted through them if the 

membranes are adequately hydrated (but not fl ooded).

2.2.2 Membrane Electrode Assembly

The performance of the PEMFC is largely determined by the MEA, which is the 
central part of the fuel cell. The MEA, as illustrated in Figure 2.4, consists of the 
electrolyte membrane sandwiched between the anode and cathode electrodes. 
These electrodes include the catalyst particles and the gas diffusion layers.

Since the fuel oxidation and the oxygen reduction reactions are kinetically 
slow, a noble metal such as platinum or one of its alloys is used as the cata-
lyst to increase the reaction rate; this catalyst is used at both the anode and 
the cathode. The platinum is formed into small particles which are spread 
onto the surfaces of larger particles of the carbon support. The most common 
carbon support used is a carbon-based powder XC72® (Cabot). The platinum 
spread into the carbon is highly divided to increase the surface area that it 
is in contact with the reactants, so as to maximize its catalytic effect. In the 
early days of PEMFC development, this catalyst was used at loadings of about 

Carbon support

Electrolyte

Gas diffusion layer

Catalyst particle

FIGURE 2.4
Membrane electrode assembly.
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50 mg of platinum per cm2 [4] but that has now been reduced to less than 1 mg 
of platinum per cm2 [5], thus signifi cantly lowering a PEMFCs overall cost.

The catalyst particles and carbon support are affi xed to a porous gas diffu-
sion layer made of an electrically conductive material such as carbon cloth or 
carbon paper. This carbon cloth or carbon paper diffuses the reactant gases 
to the surfaces of the catalyst particles, while diffusing the water produced 
at the cathode away from the electrolyte membrane. In addition, it also pro-
vides the electrical connection between the electrode and its corresponding 
current-conducting bipolar plate.

2.2.3 Bipolar Plates

The bipolar (also known as fi eld fl ow) plates that form a signifi cant part of 
the weight and volume of a PEMFC are used to bring the reactant gases via 
machined fl ow channels (grooves) to the MEA. They help distribute the reac-
tants onto the surface of the electrodes. In addition, they collect the current pro-
duced by the electrochemical reaction. The bipolar plates require good electrical 
and thermal conductivity, good mechanical strength, and chemical stability. 
Graphite is the most common material used for these plates at present, although 
extensive research is performed to develop new materials that can reduce the 
bipolar plate weight, thereby increasing the fuel cell’s power density.

It is important to note that the geometry of the fl ow channels varies depend-
ing on the needs and design of each fuel cell. The specifi c geometry is also a 
signifi cant factor in a PEMFCs operating performance. Figure 2.5 illustrates 
the different geometries used for the bipolar plates.

(a) (b)

(c) (d)

FIGURE 2.5
Different geometries of the fl ow channels (a) serpentine, (b) parallel, (c) parallel serpentine, 

and (d) discontinuous.
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2.2.4 Heating or Cooling Plates

These plates may be used to either heat the PEMFC or cool it in order to keep 
its temperature close to the one that yields optimal operating performance. 
Heating plates typically rely on the use of electricity and ohmic (resistive) 
heating. Cooling plates are used when air cooling is insuffi cient; then liquid, 
such as water, is actively circulated through these plates to cool the stack.

2.3 The Balance-of-Plant Components

A practical fuel cell stack may get the hydrogen fuel from a pressurized 
tank through regulated valves, or the hydrogen is obtained indirectly from 
a hydrogen-rich fuel like natural gas via a fuel processor called the reformer. 
The additional components, such as the above, that may be needed in oper-
ating a PEMFC stack are collectively known as the balance-of-plant (BOP). 
They help with the functions of fuel storage and processing, water manage-
ment, thermal management, and power conditioning, to achieve the design 
requirements of the fuel cell system. These are only briefl y described below 
as they are not the main focus of the rest of this book.

2.3.1 Water Management

Without adequate water management, an imbalance will occur between 
water production by and water removal from the fuel cell. It is critical to 
ensure that all parts of the cell are suffi ciently hydrated, since adherence of 
the membrane to the electrode and also membrane lifetime will be adversely 
affected if dehydration occurs. Furthermore, high water content in the elec-
trolyte membrane ensures high ionic conductivity, which improves the over-
all operating effi ciency of the fuel cell. Since the electrochemical reaction 
produces heat, which increases evaporation, humidifi ers are used to (pre)
humidify the incoming gases, particularly on the anode side. The humidifi er 
may be as simple as a bubbler or else something more sophisticated like a 
membrane humidifi er or water evaporator [4].

Due to the PEMFCs operation at less than 100°C and at atmospheric pres-
sure, water is produced at the cathode as a liquid. While suffi cient hydration 
is important for optimal PEMFC operation as noted above, this water must 
not be allowed to fl ood the electrode because it would impede gas diffusion 
to that electrode and reduce the cell’s operating performance.

2.3.2 Thermal Management

Most PEMFCs at present use cast carbon composite plates for current collec-
tion and distribution, gas distribution, and also thermal management. Active 
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air cooling can be achieved through the use of fans. Liquid cooling requires 
the use of pumps to circulate the fl uid through the cooling plates of the stack. 
These fans and pumps are typically driven by electric motors.

2.3.3 Fuel Storage and Processing

Currently, the most common way to store hydrogen for use as PEMFC fuel 
is as a gas requiring pressurized cylinders or tanks. Then pressure-reducing 
regulators are also needed. Storing hydrogen in liquid form requires “only” 
adequate insulation, but this is a more ineffi cient way of storing and trans-
porting hydrogen than as a gas.

An alternative to using hydrogen as the primary fuel is to use a hydrocar-
bon or an alcohol compound as the source of hydrogen. But then a fuel proces-
sor or reformer is needed to chemically convert that hydrocarbon or alcohol 
to a hydrogen-rich gas. Furthermore, as PEM and reformer catalysts are prone 
to inactivation by sulfur and CO (and also CO2 to a lesser extent), other sub-
systems are also needed to remove the sulfur from the primary fuel and the 
CO from the hydrogen-rich reformate. All of these various components add 
weight, volume, and expense to the overall system, and reduce its effi ciency.

2.3.4 Power Conditioning

The power conditioner is an electronic system that is needed to convert the 
variable low DC voltage produced by a fuel cell into usable DC power (typ-
ically at a regulated higher voltage) or AC power, as appropriate to meet 
the operating requirements of the intended application. Various types of 
power converters, such as DC–DC converters and DC–AC inverters, may be 
employed in fuel cell power conditioning systems.

For powering DC loads, typically a step-up DC–DC converter (to increase 
the voltage level) is employed. On the other hand, a switch-mode DC–AC 
inverter is typically used to convert a PEMFCs output DC voltage to regu-
lated AC voltage at 60 Hz (or other) frequency. A fi lter at the output of such 
an inverter attenuates the switching frequency harmonics and produces a 
high-quality sinusoidal voltage suitable for typical AC loads.

For many important applications, such as powering vehicle propulsion, 
a 5:1 or better peak-to-average power capability [4] is desired, e.g.,  compare 
the power needed for accelerating a vehicle as compared to cruising at 
constant speed. Since present-day fuel cells typically cannot change their 
power output as quickly as most of these load demand changes, they are 
thus designed to satisfy the average power requirements and then any addi-
tional amount of power must be supplied from another energy source such 
as a battery or an ultracapacitor. The power conditioning unit must there-
fore also provide the means for interfacing to this energy storage device 
and a control scheme is needed to properly coordinate its charging and 
discharging based on the fuel cell output and load demand conditions.
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3
Linear and Nonlinear Models 
of Fuel Cell Dynamics

3.1 Introduction

For preliminary fuel cell power system planning, stability analysis, control 
strategy synthesis, and evaluation, an appropriate dynamic model of a fuel 
cell system is desired. Since the existing control-oriented models [1–3] do not 
contain all water components, which are one of the important factors of fuel 
cell systems [4], it is diffi cult to design an accurate dynamic fuel cell model 
based on the existing models. The main motivation for developing dynamic 
models of PEMFCs is to facilitate the design of control strategies with such 
objectives as to ensure good load-following performance, to prevent fuel 
cell stack damage, and to prolong the stack life by controlling the anode 
and cathode gas pressures. In this chapter, various models of PEMFCs are 
described. Using these models of PEMFCs, appropriate  controllers of fuel 
cell systems can be designed as described in Chapter 5.

3.2 Nomenclature

E0 Cell open circuit potential at standard pressure
N Number of cells in stack
E Fuel cell (stack) output voltage
L Sum of cell voltage losses
i Cell output current density
in Cell internal current density corresponding to 
  internal current losses
io Cell exchange current density corresponding 
  to activation losses
il Cell limiting current density corresponding to 
  concentration losses
r Cell area-specifi c resistance corresponding to 
  resistive losses
a Constant associated with cell activation losses 
  (slope of Tafel line)
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b Constant associated with cell concentration 
  losses
T Stack operating temperature
PH2

 Partial pressure of hydrogen inside cell anode
PO2

 Partial pressure of oxygen inside cell cathode
PH2Oa

 Partial pressure of water vapor inside cell 
  anode
PH2Oc

 Partial pressure of water vapor inside cell 
  cathode
PN2

 Partial pressure of nitrogen inside cell cathode
Pcathode Summation of partial pressures inside cell 
  cathode
R Universal gas constant (8.3144 J/mol-K)
F Faraday’s constant (96,439 C/mol)
Pstd Standard pressure (101,325 Pa)
Pop An assumed constant cell operating pressure
H2in, H2OAin Anode inlet molar fl ow rates of hydrogen and 
  water vapor
Anodein Summation of anode inlet molar fl ow rates
O2in, N2in, H2OCin Cathode inlet molar fl ow rates of oxygen, 
  nitrogen, and water vapor
Cathin Summation of cathode inlet molar fl ow rates
H2out, H2OAout Anode outlet molar fl ow rates of hydrogen and 
  water vapor
O2out, N2out, H2OCout Cathode outlet molar fl ow rates of oxygen, 
  nitrogen, and water vapor
H2used, O2used, H2OCproduced Molar usage and production rates of hydrogen, 
  oxygen, and water vapor (in cathode)
I Cell output current
Ac Cell-active area
VA Volume of the cell anode channels
VC Volume of the cell cathode channels
FH2

, FO2
, FH2Oc

 Pressure fractions of hydrogen, oxygen, and 
  water vapor (in cathode) inside the fuel cell
YH2

 Molar fraction of H2 at the anode inlet
YO2

 Molar fraction of O2 at the cathode inlet
YH2Oc

 Molar fraction of water vapor at the 
  cathode inlet
ΔPH2

, ΔPO2
, ΔPH2Oc

 Perturbations of the partial pressures of 
  hydrogen, oxygen, and water vapor (in cathode) 
  inside the fuel cell
ΔH2in, ΔO2in, ΔH2OCin Perturbations of the inlet fl ow rates of hydrogen, 
  oxygen, and water vapor (to cathode)
Δi Perturbation of the output current density
ΔE Perturbation of the fuel cell stack output voltage
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3.3 Nonlinear Models of PEM Fuel Cell Dynamics

3.3.1  Unified Model of Steady-State and Dynamic 
Voltage–Current Characteristics

The performance of a fuel cell can be expressed by the polarization curve, 
which describes the cell voltage–load current (V–I) characteristics of the 
fuel cell that are highly nonlinear [1–9]. Optimization of fuel cell operating 
points, design of the power conditioning units, design of simulators for fuel 
cell stack systems, and design of system controllers depend on such charac-
teristics [10]. Therefore, the modeling of the V–I characteristics of fuel cells 
is important.

It is observed that the known steady-state V–I characteristics computed 
from the formulated electrochemical modeling are divided into two compo-
nents: one of which is named as the steady component including the ther-
modynamic potential and the ohmic overvoltage; the other is named as the 
transient component consisting of the activation and concentration overvolt-
ages. Then, the former is fi tted by a low-order least squares polynomial and 
the latter is described by a high-order least squares polynomial. The coef-
fi cients in the polynomials can be estimated by using the least squares tech-
nique. The sum of these two components can be used to accurately model the 
steady-state V–I characteristics of PEM fuel cells. Furthermore, by introduc-
ing the fi rst-order time delay to describe the dynamic response of PEM fuel 
cells, the developed mathematical modeling can also be used to accurately 
predict the dynamic V–I characteristics.

For PEM fuel cells, steady-state V–I characteristics of a fuel cell are deter-
mined by [1,4,5]:

 cell N a c ohm st trV E V V V V V= − − − = −

where
Vcell represents the output voltage of the fuel cell
EN represents the reversible voltage of the fuel cell (also named as the 

thermodynamic potential)
Va represents the voltage drop due to the activation of the anode and 

cathode (also named as the activation overvoltage)
Vc denotes the voltage drop resulting from the reduction in concentration 

of the reactants’ gases or from the transport of mass of oxygen and 
hydrogen (also named as the concentration overvoltage)

Vohm denotes the ohmic voltage drop resulting from the resistance of 
the conduction of protons through the solid electrolyte and of the 
electrons through its path (also named as the ohmic overvoltage)

Vst = EN − Vohm is the steady component of the cell voltage
Vtr = Va + Vc is the transient component of the cell voltage
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The unifi ed mathematical model of the steady-state and dynamic voltage–
current characteristics of fuel cells is
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Icell is the cell current
pk are the coeffi cients determined by using the least squares technique
Icell m are the known discrete current values
Nst is the number of the given discrete current data for the steady compo-

nent (Nst ≥ 3)
qk are the coeffi cients determined by using the least squares technique
Ntr is the number of the given discrete current data for the transient 

component (Ntr ≥ 6)

3.3.2 Simulation Results

The Ballard Mark V PEM fuel cell is used to test the proposed model 
(Figures 3.1 and 3.2). Tables 3.1 and 3.2 show the computed coeffi cients in 
the steady and transient component polynomials, respectively. These coef-
fi cients are computed by using the least squares technique, based on the data 
from the formulated electrochemical modeling and the parameters of the 
Ballard Mark V PEM fuel cell listed in Table 3.3.

3.3.3 Nonlinear Model of PEM Fuel Cells for Control Applications

A PEM fuel cell consists of a polymer electrolyte membrane sandwiched 
between two electrodes (anode and cathode) in Figure 3.3. In the electro-
lyte, only ions can pass by, and electrons are not allowed to go through. 
So, the fl ow of electrons needs a path like an external circuit from the anode 
to the cathode to produce electricity because of potential difference between 
the anode and cathode. The overall electrochemical reactions for a PEM fuel 
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FIGURE 3.1
Computed and given steady-state V–I characteristics for the Ballard Mark V PEM fuel cell (dot-
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TABLE 3.1

Steady Coeffi cients for the Ballard Mark V PEM 
Fuel Cell

k 0 1 2

pk .110149E+01 −.297366E−02 −.183457E−04

TABLE 3.2

Transient Coeffi cients for the Ballard Mark V PEM Fuel Cell

k 0 1 2 3 4 5

qk .516228E+00 .298822E−02 .265448E−04 −.323092E−05 −.603896E−07 .349527E−08

Source: Larminie, J. and Dicks, A., Fuel Cell Systems Explained, Wiley, New York, 2002. With 

permission.

TABLE 3.3

PEMFCs Ballard Mark V Voltage Parameters

Parameter Value and Defi nition

N Cell number: 35

Vo Open-cell voltage: 1.032 [V]

R Universal gas constant [J/mol-K]: 8.314 [J/mol-K]

T Temperature of the fuel cell [K]: 353 [K]

F Faraday constant [C/mol]: 96,485 [C/mol]

α Charge transfer coeffi cient: 0.5

M Constant in the mass transfer voltage: 2.11 × 10−5 [V]

N Constant in the mass transfer voltage: 8 × 10−3 

[cm2/mA]

Rohm 2.45 × 10−4 [kΩ cm2]

Afc Fuel cell active area: 232 [cm2]

I0 Exchange current density [A/cm2]

In Internal current density [A/cm2]

cell fed with hydrogen-containing anode gas and oxygen-containing cathode 
gas are as follows:

 2Anode: 2H 4H 4e+ −↔ +

 2 2Cathode: O 4H 4e 2H O+ −+ + ↔

 2 2 2Overall reaction: 2H O 2H O + electricity + heat+ ↔

In practice, a 5 kW fuel cell stack, such as a Ballard MK5-E PEMFC stack, uses 
a pressurized hydrogen tank at 10 atm and oxygen taken from atmospheric 
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air [11,12]. In case of using reformer, on the anode side, a fuel processor called 
reformer that generates hydrogen through reforming methane or other fuels 
like natural gas can be used instead of the pressurized hydrogen tank.

A pressure regulator and purging of the hydrogen component are also 
required. On the cathode side, an air supply system containing a compressor, 
an air fi lter, and an airfl ow controller are required to maintain the oxygen 
partial pressure [2,4,7,13]. On both sides, a humidifi er is needed to prevent 
dehydration of fuel cell membrane [2,4,7]. In addition, a heat exchanger, a 
water tank, a water separator, and a pump may be needed for water and heat 
management in the fuel cell systems [2,4,7].

To produce a higher voltage, multiple cells have to be connected in series. 
Typically, a single cell produces voltage between 0 and 1 V based on the 
polarization I–V curve, which expresses the relationship between the stack 
voltage and the load current [2,4,7]. Figure 3.4 shows that their relationship is 
nonlinear and mainly depends on current density, cell temperature, reactant 
partial pressure, and membrane humidity [2,4,7].

The output stack voltage Vst [4] is defi ned as a function of the stack current, 
reactant partial pressures, fuel cell temperature, and membrane humidity:

 st activation ohmic concentrationV E V V V= − − −  
(3.1)

In the above equation,

( )⎡ ⎤= ⋅ +⎣ ⎦� � 2 2 2 cH O H O( 2 )lnE N V RT F P P P  is the thermodynamic potential 
of the cell or reversible voltage based on Nernst equation [4]

Vactivation is the voltage loss due to the rate of reactions on the surface of the 
electrodes

O2

4 H+

Positive ion 2H2O

4e–

4e– 4e–

4e–

Fuel in 2H2 Oxidant (air) in 

Depleted fuel and 
product gases 

+H2O

Depleted oxidant
and product gases 

+H2OAnode Cathode 
Electrolyte

Load

FIGURE 3.3
Schematic of fuel cell operation.
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Vohmic is the ohmic voltage drop from the resistances of proton fl ow in the 
electrolyte

Vconcentration is the voltage loss from the reduction in concentration gases or 
the transport of mass of oxygen and hydrogen

Their equations are given as follows:

 

fc n
activation

o

ln
2

I IRT
V N

F Iα
⎛ ⎞+

= ⋅ ⋅ ⎜ ⎟
⎝ ⎠  

(3.2)

 ohm fc ohmV N I R= ⋅ ⋅  
(3.3)

 concentration fcexp( )V N m n I= ⋅ ⋅  
(3.4)

In Equation 3.1, PH2
, PO2

, and PH2Oc
 are the partial pressures of hydrogen, oxygen, 

and water, respectively. Subscript “c” means the water partial pressure, which is 
vented from the cathode side.

3.4 State Space Dynamic Model of PEMFCs

To derive a simplifi ed nonlinear dynamic PEMFC model, the following 
assumptions are made:

Due to slower dynamics of the stack temperature, the average stack • 
temperature is assumed to be constant.

The relative humidity can be well controlled to a little over 100%, and • 
thereby the liquid water always forms the stack. This liquid water is 
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perfectly managed by the water tank and water separator, and the 
water fl ooding effects can be controlled.

A continuous supply of reactants is fed to the fuel cell to allow oper-• 
ation at a suffi ciently high fl ow rate.

The mole fractions of inlet reactants are assumed to be constant • 
in order to build the simplifi ed dynamic PEMFC model. In other 
words, pure hydrogen (99.99%) is fed to the anode, and the air that is 
uniformly mixed with nitrogen and oxygen by a ratio of, say, 21:79, is 
supplied to the cathode.

The full state has to be measured to utilize feedback linearization [14].• 

The ideal gas law and the mole conservation rule are employed. Each par-
tial pressure of hydrogen, the water from the anode, and the oxygen, nitrogen, 
and water from the cathode are defi ned as state variables of the PEMFC. The 
relationship between inlet gases and outgases is described in Figure 3.5 [15].

The partial-pressure derivatives are given by the following equations:

Anode mole conservation
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Cathode mole conservation
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FIGURE 3.5
Gas fl ows of PEMFCs.
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where H2in, O2in, N2in, H2OAin, and H2OCin are the inlet fl ow rates of hydrogen, 
oxygen, nitrogen, the anode-side water, and the cathode-side water, respec-
tively. In addition, H2out, O2out, N2out, H2OAout, and H2OCout are the outlet fl ow 
rates of each gas. H2used, O2used, and H2OCproduced are the usage and the produc-
tion of the gases, respectively. In general, the membrane water inlet fl ow rate 
H2Ombr across the membrane is a function of the stack current and the mem-
brane water content λm. By assuming that λm = 14 [7,16], H2Ombr is defi ned 

as a function of the current density only, and 2 mbr fc fcH O 1.2684( )N A I F= ⋅ ⋅  
[7,16], where Afc (cm2) is the fuel cell active area, N is the number of the fuel 
cells, and Ifc is the fuel cell current density. Furthermore, in order to describe a 
more accurate dynamic model, the back-diffusion of water from the cathode 
to the anode can be defi ned with H2Ov,back = γ . H2Ov,mbr [2]. The back- diffusion 
coeffi cient β is measured as 6×10−6(cm2/s) with the water content being 
λm = 14 [2]. The fl ow rates of liquid water leaving the anode and cathode are 
given by H2Ol,Aout and H2Ol,Cout, which are dependent upon the saturation 
state of each gas [7]. To estimate the liquid water, the maximum mass of 
vapor has to be calculated from the vapor saturation pressure as follows:

 

v s A  or C
v,max,A or C

v st

p V
m

R T
=

 

(3.6)

The saturation pressure pvs is calculated from an equation presented in [17]:

 
10 4 7 3 4 2

10 vslog ( ) 1.69 10 3.85 10 3.39 10 0.143 20.92p T T T T− − −= − × + × − × + −  
(3.7)

where the saturation pressure pvs is in kPa and temperature T is in Kelvin. If 
the mass of water calculated in Equations 3.5a and b is greater than the maxi-
mum mass of vapor in Equation 3.6, the liquid water formation occurs simul-
taneously. The mass of liquid water and vapor is calculated as follows [7]:

Logic 1

if mw,A or C ≤ mv,max A or C → mv,A or C = mw,A or C, ml,A or C = 0;
if mw,A or C > mv,max A or C → mv,A or C = mv,max A or C;
ml,A or C = mw, A or C − mv, max A or C .

Thereby, βA or C can be used to estimate the liquid water formation in 
Equation 3.8. According to logic 1, if mw,A or C ≤ mv,max A or C, then βA or C = 0; 
otherwise βA or C = 1, and therefore H2Ol,Aout and H2Ol,Cout are defi ned by

 

2 A or C

2

H O A or C  vs A or C 
2 l,A or C out a or c H O

v st v st

H O
p V p V

M
R T R T

= β −
 

(3.8)

where MH2O is the water molar mass, 18.02 g/mol. All units of fl ow rates, 
usage, and the production of gases are defi ned in mol/s. However, because 
the liquid water is considered based on our assumption that each relative 
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humidity stays over 100%, βa or c will be 1, which means that pH2OA or C > Pvs 
during the simulation. Va and Vc are the anode and cathode volumes, respec-
tively, and their units are m3. According to the basic electrochemical relation-
ships, the usage and production of the gases are functions of the cell current 
density Ifc [4], as follows:

 

fc fc
2used 2used 2 CproducedH 2O = H O =

2

N A I
F

⋅ ⋅
=

 
(3.9)

For simplicity, let us defi ne

 

fc fc
1 2and 1.2684

2

N A N A
C C

F F
⋅ ⋅

= =

Thus, in Equations 3.5a and b, H2Ombr and H2Ov,back can be simplifi ed with C1 
and C2. With the measured inlet fl ow rates and the stack current, the outlet 
fl ow rates are given by the summation of the anode and cathode inlet fl ow 
rates, that is, Anodein and Cathin, minus the usage and production of gases 
as well as the pressure fraction proposed by [13]. The Anodein is defi ned by 
H2in + H2OAin, and the Cathin is defi ned by O2in + N2in + H2OCin.

The outlet fl ow rates on the anode side are

 

2

2 A

2out 2 in 1 fc H

2 Aout 2 Ain 2 fc 2 fc H O

H = (H )

H O (H O )

C I F

C I C I F

− ⋅
= − ⋅ + γ ⋅ ⋅

 

(3.10)

and the outlet fl ow rates on the cathode side are

 

2

2

2 C

1
2out 2in fc O

2out 2in N

2 Cout 2 Cin 1 fc 2 f c 2 fc H O

O O
2

N N

H O = (H O + )

C
I F

F

C I C I C I F

⎛ ⎞= −⎜ ⎟⎝ ⎠
= ⋅

⋅ + ⋅ − γ ⋅ ⋅
 

(3.11)

where FH2
, FH2OA

, FO2
, FN2

, and FH2Oc
 are the pressure fractions of gases inside 

the fuel cell, given as follows [18]:
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2 2 A 2
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(3.12)

To analyze the transient behavior of fuel cells, we take into account the pres-
sure fraction of each gas proposed by Chiu et al. [18]. In [18], only the three 
pressure fractions FH2

, FO2
, and FH2OC

 are considered, but in our study, by 
considering all pressure fractions of gases, a more accurate dynamic fuel 
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cell model is achieved and a better analysis of the transient behavior of 
fuel cells is possible than in previous studies [3,7,18,19]. The state equations 
(Equations 3.13 and 3.14) are obtained by substituting Equations 3.10 and 3.12 
into Equations 3.5a and b.

The new state equations on the anode side are
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2 a
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H
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H O

2 Ain 2 Ain 2 f c 2 fc H O 2 fc 2 f c
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P RT
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t V
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(3.13)

and the state equations on the cathode side are
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(3.14)

Because the initial mole fractions YH2
, YO2

, and YN2
 are set to be 0.99, 0.21, and 

0.79, respectively [3,7,19], the input values H2in, O2in, and N2in are defi ned by 
the mole fractions, which are given as
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2

2

2 in H in

2in O in

2in N in

H = Anode

O Anode

N Cath

Y

Y

Y

⋅
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= ⋅

 

(3.15)

The water inlet fl ow rates on the anode and the cathode are expressed in 
terms of the relative humidity, saturation pressure, and total pressure on 
each side, as follows [2]:

 

a vs
2 Ain in

A a vs

c vs
2 Cin in

C c vs

H O Anode

H O Cath

P
P P

P
P P

ϕ
= ⋅

− ϕ
ϕ

= ⋅
− ϕ

 

(3.16)

where ϕa and ϕc are the relative humidity on the anode and the cathode 
sides, respectively; PA = PH2

 + PH2OA
 is the summation of partial pressures of 

the anode; and PC = PO2
 + PN2

 + PH2OC
 is the summation of partial pressures of 
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the cathode. Pvs is the saturation pressure, which can be found in the ther-
modynamics tables [20]. The relative humidity ϕa and ϕc are defi ned from the 
water injection input ua_h for the anode and uc_h for the cathode. Furthermore, 
Anodein and Cathin are defi ned as the products of the input control variables 
ua and uc and the conversion factors ka and kc [11,18] on each side, which are 
translated from standard liters per minute (SLPM) to mol/s. In other words

 

in a a

in c c

Anode   

Cath      

u k

u k

= ⋅
= ⋅

 

(3.17)

where the conversion factors ka and kc are 0.065 mol/s, respectively. The 
hydrogen and the air stoichiometric ratios are assumed to be constant to 
keep the reactants fl owing through the stack [20]. Hence, both of these reac-
tants are able to be fed to the fuel cell continuously and the fuel cell  control 
system can be mainly dependent upon the input control variables ua and uc. 
First, the anode gas pressure Pa = PH2

 + PH2OA
 and the cathode gas  pressure 

Pc = PN2
 + PO2

 + PH2O will be controlled by ua and uc, respectively, to avoid 
unwanted pressure fl uctuation and prevent MEA damage; thus it can lead 
to prolong the fuel cell stack life [15]. In terms of control for the relative 
humidity on both sides, the fi rst-order time-delay water injection inputs ua_h 
and uc_h will be applied because the water injection system has a very slow 
time constant τd of about 70 s [21]. Thus, in our dynamics model of PEMFC, 
the fi rst-order time-delay model for the water injection is considered and the 
state equation from the relationship between the water injection input and 
relative humidity is derived as follows:

 
a  a _h b b _h

d d

1 1
;

1 1
u u

s s
ϕ = ϕ =

+ τ + τ
 

(3.18)

where ϕ is relative humidity. As seen in Equation 3.16, because each water 
input is a function of humidity, the water injection inputs also affect the 
pressure controls. So, we can establish a dynamic model of PEMFCs and the 
details of control design will be described in Chapter 4.

3.5 Electrochemical Circuit Model of PEM Fuel Cells

3.5.1 Equivalent Circuit

Another important modeling method of PEM fuel cells is to use equivalent 
electrical circuits. The benefi t of this kind of models is that the analysis, 
simulation or study of PEM fuel cells can be simplifi ed by using equivalent 
electrical circuits to replace PEM fuel cells. In this section, we will introduce 
a typical electrical circuit as proposed in [22].
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A mathematical approach is presented for building a dynamic model for a 
PEM fuel cell stack. The following assumptions are made [2,4,8,18,23]:

One-dimensional treatment.• 

Ideal and uniformly distributed gases.• 

Constant pressures in the fuel cell gas fl ow channels.• 

The fuel is humidifi ed and the oxidant is humidifi ed air. Assume the • 
effective anode water vapor pressure is 50% of the saturated vapor 
pressure while the effective cathode water pressure is 100%.

The fuel cell works under 100°C and the reaction product is in liquid • 
phase.

Thermodynamic properties are evaluated at the average stack temper-• 
ature, temperature variations across the stack are neglected, and the 
overall specifi c heat capacity of the stack is assumed to be a constant.

Parameters for individual cells can be lumped together to represent • 
a fuel cell stack.

A schematic diagram of a PEM fuel cell and its internal voltage drops is 
shown in Figure 3.6. For details of the working of PEM fuel cell, the reader is 
referred to [18,23,24].

After the effective partial pressures of H2 and O2 are studied, and the 
instantaneous change in the effective partial pressures of hydrogen and oxy-
gen is also considered through the ideal gas equations as given in [25], the 
fuel cell output voltage can be written as follows [22]:

 out c act1 ohmV E V V V= − − −

where
E is the reversible potential of each cell (in volt)
Vc is the voltage across the capacitor
Vact = Vact 1 + Vact 2, where Vact 1 = η0 + a(T − 29) is the voltage drop affected 

only by the fuel cell internal temperature, while Vact 2 = bT ln(I) is both 
current and temperature dependent

Vohm is the overall ohmic voltage drop

According to the above voltage output equation, an equivalent circuit is 
obtained, as in Figure 3.7.

In the above circuit, C is the equivalent capacitor due to the double-layer 
charging effect.

3.5.2 Simulation Results

To validate the models built in Simulink and PSPICE, real input and out-
put data were measured on the 500 W SR-12 Avista Labs PEM fuel cell. The 
Chroma 63 112 programmable electronic load was used as a current load. 
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Schematic diagram of a PEM fuel cell and voltage drops across it.
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P–I characteristics of SR-12 and models.

Current signals were measured by LEM LA100-P current transducers; the 
output voltage was measured by a LEM LV25-P voltage transducer, and the 
temperature was measured by a k-type thermocouple together with an ana-
log connector. The current, voltage, and temperature data were all acquired 
by a 12-b Advantech data-acquisition card in a PC (Figures 3.8 and 3.9).

3.6 Linear Model of PEM Fuel Cell Dynamics

We restrict our attention to models of PEMFC “dynamic” behavior and so 
will not focus on models of their “static” behavior, as described by [26–28]. 
Of course, the static equations are obtainable as a limiting case from the 
dynamic equations, and the differences between the modeling performances 
of those derived static equations can be compared, as in [29]. These steady-
state models are able to simulate solely the cells’ steady-state behavior, and 
cannot be used for describing and for model-based feedback control of tran-
sient conditions that are important for some specifi c applications. This is the 
case, especially, for vehicle applications, given the rapid changes of mechani-
cal and electrical quantities.

Furthermore, our focus is on the fuel cell stack itself, and thus we will not 
be describing the behavior of the balance of plant (systems), which include the 
hydrogen and air supplies, the thermal management unit, humidifi ers, etc.
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Since the PEMFCs dynamic behavior is inherently nonlinear, any linear 
model of those dynamics is only an approximation of the original nonlin-
ear equations. The different linear approximating models studied thus far 
include the following.

3.6.1 Chiu et al. Model

This was one of the earliest proposed linear models of PEMFC dynamic 
behavior [18]. It is based upon a set of nonlinear dynamic equations as the 
starting point. In order to linearize these equations, a small-perturbation 
method was used to model the fuel cell dynamics around particular oper-
ating points as an approximating linear system. Such a model is useful for 
transient response analysis and for control design by linear system tech-
niques subject to the constraint of small perturbations.

The output voltage of the PEMFC is defi ned as in Larminie and Dicks [30], 
which gives the stack voltage equation as

 

2 2

2 c

1/2
H O std

0

H O

( / )*
     ln

2

P P PR T
E N E L

F P

⎛ ⎞⎧ ⎫⎪ ⎪⎜ ⎟= + −⎨ ⎬⎜ ⎟⎪ ⎪⎩ ⎭⎝ ⎠  

(3.19)

where E, N, E0, T, and L denote the stack output voltage, number of cells in 
stack, cell open-circuit voltage at standard pressure, operating temperature, 
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and voltage losses, respectively. In addition, PH2
, POc

, and Vohm PH2Oc
 represent 

the partial pressure of each gas inside the cell. Also R is the universal 
gas constant, F is Faraday’s constant, and Pstd is the standard pressure. 
Note the implicit assumption in the equation that all the cells in a stack 
are identical.

The PEMFCs voltage losses L consist of the following:

Activation losses—due to the slowness of the reactions taking place • 
in the cell, which can be minimized by maximizing the catalyst 
contact area for reactions.

Internal current losses—due to the leakage of electrons passing • 
through the membrane to the cathode side instead of being collected to 
be utilized, which has a signifi cant effect on the open-circuit voltage.

Resistive losses—caused by current fl ow through the resistance of the • 
whole electrical circuit including the membrane and various intercon-
nections, with the biggest contributor being the membrane; effective 
water management to keep it hydrated reduces its ohmic loss.

Mass transport or concentration losses—caused by gas concentra-• 
tion changes at the surface of the electrodes.

Hence, the voltage losses L can be expressed as

 

n n
n

o l

( ) ln ln 1
i i i i

L i i r a b
i i

⎛ ⎞ ⎛ ⎞+ += + + − −⎜ ⎟ ⎜ ⎟
⎝ ⎠⎝ ⎠  

(3.20)

where
i is the output current density
in is the internal current density related to internal current losses
io is the exchange current density related to activation losses
il is the limiting current density related to concentration losses
r is the area-specifi c resistance related to resistive losses
a and b are constants

3.6.1.1 Fuel Cell Small-Signal Model

From Equations 3.19 and 3.20 we can see that there are some nonlinear terms 
in the equations. In order to linearize the cell voltage equation, we use a 
small-perturbation method to model the fuel cell dynamics around particu-
lar operating points as an approximately linear system. Then, we can easily 
obtain the dynamic response of the cell’s output voltage at these operating 
points for small input variable perturbations.

3.6.1.1.1 State Equations

First, we defi ne the partial pressures of hydrogen, oxygen, and water (on the 
cathode side) as the three state variables of the system. Since the water man-
agement is a factor to affect the performance, we have to use humidifi ers on 
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both the anode and cathode sides to control the humidity inside the cell. The 
consideration of water on the cathode side is more complicated than on the 
anode side because it includes not only the water supplied from the humidi-
fi ers, but also the by-product of the reaction. Figure 3.10 illustrates the vari-
ous gas/vapor fl ows in and out of the cell.

Based on the ideal gas law P * V = n * R * T, the partial pressure of each gas 
is proportional to the amount of the gas in the cell, which is equal to the gas 
inlet fl ow rate minus gas consumption and gas outlet fl ow rate. Thus the 
state equations are

 

( )2H

2in 2used 2out

A

d *
H H H

d

P R T
t V
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(3.23)

where H2in, O2in, and H2OCin are inlet fl ow rates of hydrogen, oxygen, and 
water on the cathode side, respectively; H2out, O2out, and H2OCout are outlet 
fl ow rates of each gas. Furthermore, H2used, O2used, and H2OCproduced represent 
usage and production of the gases, which are related to output current I by

 2used 2used 2 Cproduced r r cH 2 O H O 2 2K I K A i= = = =
 

(3.24)

where
Kr = N/4 F
Ac is the cell active area
i is the cell current density

Since we can measure the inlet fl ow rates and output current, we can defi ne 
the outlet fl ow rates by the equations

Anode

Cathode

Fuel cell

H2in + H2OAin

N2in + O2in + H2OCin

H2out + H2OAout

N2out + O2out + H2OCout

FIGURE 3.10
Illustration of gas fl ows of the PEMFC.
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 22out in r c HH (Anode 2 )K A i F= −
 

(3.25)

 22out in r c OO (Cath )K A i F= −
 

(3.26)

 2 c2 Cout in r c H OH O (Cath 2 )K A i F= +
 

(3.27)

where Anodein and Cathin are the summations of anode inlet fl ows and 
cathode inlet fl ows, respectively, as defi ned by Anodein = H2in + H2OAin 
and Cathin = N2in + O2in + H2OCin, while FH2

, FO2
, and FH2Oc

 are the pressure 
fractions of each gas inside the fuel cell. At this juncture, we point out the 
subtle but signifi cant difference between the proposed model and the original 
U.S. Department of Energy (DoE) model [31] for defi ning the pressure 
fractions.

For the original DoE model,
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but for the model proposed by [32],
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In the original DoE model, it is assumed that the cell anode and cathode 
pressures remain constant and equal at Pop, which is the steady-state operat-
ing pressure. But because we are using the model to analyze the transient 
behavior of fuel cells, we have to account for the perturbation of each gas 
pressure as soon as we change some conditions. Thus, we use the summa-
tion of the gas partial pressures in Equations 3.31 through 3.33 instead of 
assuming a constant operating pressure.

In order to get the state equation matrices, we substitute Equations 3.24 
through 3.33 into Equations 3.21 through 3.23 and then differentiate both 
sides.
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For example, we substitute Equations 3.25 and 3.28 into Equation 3.21, 
which becomes
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Then, performing linearization (fi rst-order approximation) about the given 
steady-state operating point yields
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(3.34)

where ΔPH2
, ΔH2in, and Δi are the perturbations of each variable, and YH2

 is 
the molar fraction of H2 at the anode inlet defi ned by H2in/Anodein. Moreover, 
the state and input variables in the equation need to be replaced by their 
steady-state values at the chosen operating point.

Following this example, we obtained the remaining equations for the DoE 
and Chiu et al. models as

(i) Original DoE model
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where YO2
 is the mole fraction of O2 at the cathode inlet defi ned by O2in/

Cathin, and YH2Oc
 is the mole fraction of water at the cathode inlet defi ned by 

H2OCin/Cathin; so Cathin = O2in + H2OCin/YO2
 + YH2Oc.
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(ii) Chiu et al. model
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where
PH2Oa

 is the partial pressure of water vapor in anode
PN2

 is the partial pressure of the nitrogen in cathode
Pcathode = PN2

 + PO2
 + PH2Oc

For the fuel cell output, we substitute Equation 3.20 into Equation 3.19 and 
differentiate both sides. Then we obtain a linear equation for the perturba-
tion of the stack output voltage ΔE in response to the system state changes 
due to input perturbations at particular operating points as
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3.6.1.1.2 Linear State-Space Model

From Equations 3.34 through 3.40, we can form a linear small-signal state 
space model of the hydrogen PEMFC described by

 Δ = Δ + Δx uA B

 Δ = Δ + Δy x uC D

 
Δ = Δ Δ Δ

2 2 2 c

T
H O H O[ ]x P P P

 Δ = Δ Δ Δ Δ T
2in 2in 2 Cin[ H O H O ]u i

 y EΔ = Δ

where the three system states in Δx are the perturbations of the partial pres-
sures of hydrogen, oxygen, and water vapor inside the cells, and the four 
inputs in Δu are the perturbations of the inlet fl ow rates of hydrogen, oxygen, 
water vapor, and also the output current density, while the system output Δy 
is the perturbation of the fuel cell stack voltage.

For the DoE model, the matrices A, B, C, and D are
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For the Chiu et al. model, the matrices A, B, C, and D are
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3.6.1.2 Correspondence of Simulation and Test Results

MATLAB® was used to perform simulations of PEMFC dynamic response 
based on the small-signal linear state-space models described above. The 
values of the fuel cell models’ main parameters, corresponding to a PEMFC 
stack (comprised of four cells) that was tested at the DoE National Energy 
Technology Lab in Morgantown, WV, are listed in Table 3.4. From auxiliary 
tests, it was also estimated that the coeffi cient of Δi in Equation 3.40, yielding 
the instantaneous voltage change for a unit perturbation in current density, 
equaled 30.762 μΩ m2. Furthermore, the state variables’ steady-state values 

TABLE 3.4

Fuel Cell Parameters

Cell active area Ac = 136.7 cm2

Volume of anode VA = 6.495 cm3

Volume of cathode VC = 12.96 cm3

Number of cells N = 4

Operating pressure (for original DoE model) Pop = 101 kPa
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at the chosen operating point of 40 A load current were calculated from the 
input and output steady-state values, and then substituted into the matrices 
A, B, C, and D.

The following fi gures compare the responses between the test fuel cell 
stack, the original DoE model, and the Chiu et al. model. They are of the out-
put voltage response to a step change of the load current with the input fl ow 
rates held constant. For the fi rst test case with the results shown in Figure 3.11, 
the stack was operating at a steady-state condition with H2in = 3,664 mL/min, 
N2in + O2in = 11,548 mL/min (assumed to be equally distributed between the 
four cells), T = 338.5 K, and load current of 40 A, when the load current was 
abruptly increased to 50 A at the fi fth second. The measured stack output 
voltage (with data acquisition rate of 0.2 samples/s) shows a rapid decrease 
followed by a steady state that appears to be a constant accompanied by some 
“noise.” Simulations of this load current perturbation from the 40 A operat-
ing value were then performed using the DoE and the Chiu et al. small-
signal dynamic models described by Equations 3.41 and 3.42, respectively. 
As shown in Figure 3.11, the Chiu et al. model predicts the transient response 
starting from the output voltage operating value of 2.813 V (the voltage drop 
at the instant of current change being given by 30.762*Δi) and also the steady-
state response of the measured output voltage better than the DoE model. 
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FIGURE 3.11
Comparison of simulated and test results. Operating condition: H2in = 3664 mL/min, N2in + 

O2in = 11,548 mL/min, T (operating or cell temperature) = 338.5 K; Perturbation: I at 40 A then 

stepped up to 50 A at fi fth second.
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Note that the discrepancy in steady-state values is mainly due to the non-
linear functions found in the exact output voltage equation (Equation 3.19), 
that is, the linear models used are only a fair approximation of the stack’s 
exact behavior due to the fairly large perturbation involved in this test, as to 
be expected.

For the second test case with the results shown in Figure 3.12, the stack was 
operating at a steady-state condition with H2in = 3000 mL/min, N2in + O2in = 
10,000 mL/min (assumed to be equally distributed between the four 
cells), T = 338.5 K, and load current of 40 A, when the load current was 
abruptly increased to 42 A at 0.1 s. The measured stack output voltage 
(with data acquisition rate of 100 samples/s) shows a rapid decrease fol-
lowed by a gradual increase accompanied by some “noise.” Simulations 
of this (smaller) load current perturbation from the 40 A operating value 
were then performed again using the DoE and the Chiu et al. small-signal 
dynamic models. As shown in Figure 3.12, the Chiu et al. model again 
predicts the transient response and the steady-state response of the out-
put voltage better than the DoE model. However, their difference has been 
reduced as has the difference between them and the measured response, 
which was expected because of the smaller perturbation from the chosen 
operating point.
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FIGURE 3.12
Another comparison of simulated and test results. Operating condition: H2in = 3000 mL/min, 

N2in + O2in = 10,000 mL/min, T (operating or cell temperature) = 338.5 K; Perturbation: I at 40 A 

then stepped up to 42 A at 0.1th second.
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Note that the test response showing the output voltage slowly increas-
ing over time after the initial drop was also observed consistently at vari-
ous operating conditions after a load increase; this was more noticeable for 
smaller perturbations (when a fi ner voltage scale was used) than for larger 
perturbations. But the phenomenon does not appear to represent an under-
shoot and subsequent recovery as they pertain to a linear dynamic system. 
It may be that the membrane conductivity changes as its level of hydration 
increases after a load change leading to the gradual increase in cell voltage. 
This will need to be addressed in future research.

3.6.2 Page et al. Model

A different approach from [32] was adopted toward obtaining a linear model 
of PEMFC dynamics in [33]. This approach is based upon acquisition of test 
data from a single cell or a multiple-cell stack, followed by a least squares 
estimation of the parameters (component values) for the proposed equiva-
lent circuit model (Figure 3.13). But this is an input–output model where 
the equivalent circuit internal variables do not actually correspond to actual 
physical quantities.

3.6.3 University of South Alabama’s Model

A partially linearized model of PEMFC dynamics is applied, where the par-
tial pressures of the hydrogen, oxygen, and water in the fuel cell were each 
modeled as having fi rst-order dynamics [34,35]. But the PEMFC output volt-
age still depends nonlinearly on these partial pressures in their model.

3.6.4 Other Models

Pasricha and Shaw [36] also adopt a small-signal approach toward modeling 
the dynamics of PEMFCs, but choose to ignore the dynamics of all variables 
except temperature, as being the dominant (slowest evolving) system vari-
able. In any case, this approach does not lead to a strictly linear model of 
PEMFC dynamics.

Rc

Ca
Ra

Rb

Cb

FIGURE 3.13
Page et al. equivalent circuit model.
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In [37], the dynamic model presented (essentially amounting to a single 
equivalent capacitance) was not validated with respect to transient responses 
from actual PEMFCs, although the steady-state values predicted by the model 
were compared to the polarization curves of actual PEMFCs.

3.7 Parametric Sensitivity of PEMFC Output Response

There is signifi cant motivation to identify which fuel cell parameters have 
greater impact on the cell’s steady state and transient responses so as to facili-
tate improved simulations and designs (internal modifi cations as opposed to 
external controller designs) of such cells. A sensitivity analysis was described 
in [38] using a PEMFC electrochemical model and data from a 500 W PEMFC 
stack manufactured by BCS Technology [39]. The goal was to identify the 
relative importance of each parameter to the fuel cell model simulation’s 
accuracy. To investigate this, the parametric sensitivity of the fuel cell electro-
chemical model was calculated using a multiparametric sensitivity analysis 
approach. To represent the fuel cell stack electrochemical behavior, a fi rst-
order (one capacitor) electrical circuit was used to model the fuel cell dynamic 
behavior. But the main focus was on fuel cell “steady-state” response and 
evaluating the parameters effects on the stack polarization curve. To evaluate 
accuracy of the model’s “dynamic” response, since the charge double-layer 
effect is responsible for a delay in the fuel cell voltage change after a change 
in its current, the parameter used to describe this behavior is an equivalent 
capacitance, so its effect on the model’s step response (representing a real-
world current interruption test) was studied. This capacitance does not infl u-
ence the stack polarization curve, because each point of this curve is obtained 
after the voltage has reached its steady-state value. As expected, the results of 
the transient response analysis were similar to that of a basic RC circuit.

The remainder of this section describes the results obtained by [40,41] from 
a sensitivity analysis performed on an input–output transfer function (which 
is a linear systems concept) that is derived from the linear small-signal model 
of PEM fuel cell dynamics previously described in Section 3.6.1 [42]. These 
provide greater insight into the issue of which physical parameters have the 
greater impact on fuel cell dynamic response.

The transfer function being investigated represents the fuel cell’s out-
put voltage response (system output) to a perturbation of the load current 
(system input), which is equivalent to its output impedance. It is well known 
that this impedance has long been studied, usually through AC measurements 
termed impedance spectroscopy, as a means to characterize a cell’s physical 
processes, electrical properties, and transient response [43–45]. But in this 
chapter, we describe a slightly different use of PEMFC output impedance.

Sensitivity is defi ned mathematically as the partial derivative of a function 
with respect to one of its parameter divided by the ratio of the function to 
that parameter. Here, it gauges the effect of a unit change in a given fuel cell 
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parameter on the cell’s input–output transfer function (for small load current 
changes). The sensitivity of the PEMFCs dynamic response can be evaluated 
for the following parameters: cell active area, parameter associated with cell 
activation losses (slope of Tafel line), parameter associated with cell concen-
tration losses, cell limiting current density (corresponding to concentration 
losses), cell internal current density (corresponding to internal current losses), 
cell exchange current density (corresponding to activation losses), number of 
cells in stack, cell area-specifi c resistance (corresponding to resistive losses), 
stack operating temperature (actually an operating condition parameter), 
cell anode volume, and cell cathode volume. Several plots are presented in 
the following to illustrate and compare these sensitivity functions.

3.7.1 Fuel Cell Dynamic Response and Sensitivity Analysis

Now note that the fuel cell’s output impedance represents its output voltage 
response to a perturbation of the load current, which is the system transfer 
function of main practical interest. This impedance function can be obtained 
from Equation 3.42 as
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where
s represents complex frequency
I3 is the 3 × 3 identity matrix
B4 and D4 represent the fourth columns of B and D, respectively
mij refers to the element in the ith row and jth column of the corresponding 

matrix M

3.7.1.1 The Sensitivity Function

A sensitivity analysis can be performed on the PEMFC output impedance. 
This analysis quantitatively characterizes the effect that each particular 
parameter and operating point variable of the fuel cell have on that imped-
ance. Such information can then be used for prescribing design changes to a 
fuel cell system in order to improve its dynamic behavior.

The sensitivity function is defi ned here as the ratio of the partial derivative 
of the transfer function (Equation 3.43) with respect to a particular param-
eter to the transfer function divided by that parameter, i.e.,

 

Vi ViG G
Sθ

∂=
∂θ θ  

(3.44)

where θ represents any parameter or operating point variable of the fuel cell. 
It shows how sensitive the system is to different parameters and variables as 
a function of frequency.
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As examples, we present the sensitivity functions for GVi(s) with respect to 
H2in and for GVi(s) with respect to VA, which were among the simplest of the 
derived functions, as
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TABLE 3.5

Fuel Cell Parameter and Input Values for Sensitivity Analysis

Parameter 

or Input Description Value

N Number of cells in stack 4

T Stack operating temperature 338.6 K

H2in Anode inlet fl ow rate of hydrogen 3,000 mL/min

Airin Cathode inlet fl ow rate of air 10,000 mL/min

I Cell output current 40.25 A

Ac Cell active area 136.7 cm2

i Cell output current density 2926 A/m2

VA Volume of the cell anode channels 6.495 cm3

VC Volume of the cell cathode channels 12.96 cm3

L Sum of cell voltage losses −36 μV/cell 

(for a 2.2 A change)

a Constant associated with cell activation losses 

(slope of Tafel line)

0.06 V

b Constant associated with cell concentration 

losses

0.05 V

in Cell internal current density corresponding to 

internal current losses

20 A/m2

io Cell exchange current density corresponding 

to activation losses

il Cell limiting current density corresponding 

to concentration losses

9000 A/m2

r Cell area-specifi c resistance corresponding to 

resistive losses
3 μΩ m2

YH
2

Molar fraction of H2 at the anode inlet 0.9

YO
2

Molar fraction of O2 at the cathode inlet 0.189 (=0.9 * 0.21)

where
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3.7.1.2 Sensitivity Function Plots

The various sensitivity functions for the PEMFCs output impedance were 
evaluated using MATLAB and then plotted. Since the calculated sensitivity 
functions are complicated expressions and the parameters and input vari-
ables are many, only a few representative plots are presented here.

The baseline parameter and input values that were used are given 
in Table 3.5. These correspond to a PEMFC stack at the DoE’s National 
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Energy Technology Laboratory, Morgantown, WV, that underwent 
testing in 2003. This stack had four cells and ran on air (rather than pure 
oxygen).

These sensitivity function plots for the DoE NETL model were derived 
for the anode and cathode volume, cell’s active area, output current density, 
cell’s temperature, inlet fl ow of hydrogen, inlet fl ow of air, and voltage loss 
constants, based on the NETL fuel cell’s parameter values and one set of 
operating conditions.

We fi rst present the output impedance sensitivity plot with respect to the 
fuel cell’s anode volume (Figure 3.14). From the plot, we can notice that the 
overall impedance function is more sensitive to changes in the anode vol-
ume at frequencies around 1 rad/s.

We next present the output impedance sensitivity plot with respect to the 
fuel cell’s cathode volume (Figure 3.15). From the plot, we can notice that the 
overall impedance function is more sensitive to changes in the cathode vol-
ume at frequencies around 1 rad/s.

We next present the output impedance sensitivity plot with respect to the 
fuel cell’s active area (Figure 3.16). From the plot, we can notice that the over-
all impedance function is more sensitive to changes in the cell’s active area 
at low frequencies.

We next present the output impedance sensitivity plot with respect to the 
fuel cell’s output current density (Figure 3.17). From the plot, we can notice 
that the overall impedance function is more sensitive to changes in the cell’s 
output current density at frequencies above 10 rad/s.
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FIGURE 3.14
Output impedance sensitivity plot with respect to cell anode volume.
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FIGURE 3.15
Output impedance sensitivity plot with respect to cell cathode volume.
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We next present the output impedance sensitivity plot with respect to the 
inlet fl ow rate of hydrogen (Figure 3.18). From the plot, we can notice that the 
overall impedance function is more sensitive to changes in the fl ow rate of 
hydrogen at a frequency range below 10 rad/s.

We next present the output impedance sensitivity plot with respect to the 
inlet fl ow rate of air (Figure 3.19). From the plot, we can notice that the overall 
impedance function is more sensitive to changes in the fl ow rate of oxygen at 
frequencies below about 1 rad/s.

We next present the output impedance sensitivity plot with respect to the 
fuel cell’s temperature (Figure 3.20). From the plot, we can notice that the 
overall impedance function is more sensitive to changes in temperature at 
frequencies around 0.1 rad/s.

We next present the output impedance sensitivity plot with respect to the 
voltage losses constant a (Figure 3.21). From the plot, we can notice that the 
overall impedance function is more sensitive to changes in the voltage losses 
constant a at frequencies above 10 rad/s.

We next present the output impedance sensitivity plot with respect to the 
voltage losses constant b (Figure 3.22). From the plot, we can notice that the 
overall impedance function is more sensitive to changes in the voltage losses 
constant b at frequencies above 10 rad/s.
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FIGURE 3.18
Output impedance sensitivity plot with respect to the hydrogen inlet fl ow.
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FIGURE 3.20
Output impedance sensitivity plot with respect to the cell temperature.
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FIGURE 3.22
Output impedance sensitivity plot with respect to the voltage losses constant b.

We next present the output impedance sensitivity plot with respect to the 
internal and fuel crossover current density constant in (Figure 3.23). From the 
plot, we can notice that the overall impedance function is more sensitive to 
changes in the internal current density at frequencies above 10 rad/s.

We next present the output impedance sensitivity plot with respect to the 
limiting current density constant il (Figure 3.24). From the plot, we can notice 
that the overall impedance function is more sensitive to changes in the limit-
ing current density at frequencies above 10 rad/s.

We next present the output impedance sensitivity plot with respect to the 
specifi c area resistance r (Figure 3.25). From the plot, we can notice that the 
overall impedance function is more sensitive to changes in the specifi c area 
resistance r at frequencies above 10 rad/s.

Comparing plots of the output impedance sensitivities with respect to the 
cell’s anode volume and to its cathode volume in Figures 3.14 and 3.15, respec-
tively, note that the plots are somewhat similar to each other. However, the 
magnitude of the function for cathode volume is greater at higher frequencies 
above 1 rad/s than the corresponding function for anode volume, and vice 
versa for frequencies below 1 rad/s. Hence, we infer that the high frequency 
component of the cell’s dynamic response is more sensitive to changes in its 
cathode volume than to its anode volume under typically expected operating 
conditions. Considering the impedance sensitivity function with respect to 
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FIGURE 3.23
Output impedance sensitivity plot with respect to the internal current density constant in.
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the fuel cell active area, as graphed by Figure 3.16, we can see that the overall 
impedance function is also more sensitive to changes in the fuel cell’s active 
area at lower frequencies than at frequencies higher than about 1 rad/s. The 
impedance sensitivity functions with respect to the inlet fl ow rates of hydro-
gen and air are shown in Figures 3.18 and 3.19. From these plots, we can see 
that the impedance is more sensitive to changes in the fl ow rate of hydrogen 
at a frequency range lower than 0.1 rad/s. On the other hand, for the fl ow 
rate of air, the impedance has higher sensitivity at frequencies below about 
1 rad/s.

3.7.2 Summary

In this section, we have described the results obtained from a sensitivity 
analysis performed on an input–output transfer function that is derived from 
the linear small-signal model of PEMFC dynamics proposed by [42]. These 
results provide greater insight into the important design issue of which fuel 
cell parameters have greater impact on the cell’s dynamic response. As one 
example, it was determined that the fuel cell’s dynamic response at higher 
frequencies is typically more sensitive to changes in its cathode volume 
than to its anode volume, which implies that the former is a more signifi cant 
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parameter for infl uencing the higher frequency component of transient 
response than the latter.
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4
Linear and Nonlinear Control 
Designs for Fuel Cells

4.1 Introduction

Fuel cell-based power systems present a wide range of challenging prob-
lems for control and systems integration. Considerable research and 
development efforts have been devoted to fuel cell operation and systems, 
in particular, in the area of PEMFCs for mobile and stationary applica-
tions. Control plays a critical role in the fuel cell operation and systems. 
The objective of a control system is to modify the natural response of the 
fuel cell electrochemical reactor and maintain desired operation in case 
of uncertainties and disturbances. Moreover, the control system attempts 
to diagnose abnormal operation, monitors heath of stack, and adapts 
operation to address material and electrode degradation. A wide range of 
operating conditions that the fuel cell system needs to operate also makes 
the controls challenging.

Due to the complexity of the fuel cell system, control strategies are applied 
in various aspects, including compressor motor control, pressure control, 
humidity control, temperature control, ratio control, control of output volt-
age and current, etc. Both linear and nonlinear control approaches have been 
developed for fuel cell systems in the literature. This chapter introduces the 
linear and nonlinear control designs for PEMFCs, and the modeling of fuel 
cells is also covered accordingly.

4.2 Linear Control Design for Fuel Cells

A robust control strategy is critical to satisfy high power density demand in 
PEMFCs. In this section, we introduce a linear ratio control strategy based 
on the distributed parameter model of fuel cells that includes the effect of 
spatial variations.

4.2.1 Distributed Parameter Model of Fuel Cells

Figure 4.1 shows the distributed parameter model of fuel cells proposed in [1]. 
In the model, a fuel cell is modeled along its channel. The model considers 
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the heat transfer between the solid and the two gas channels, and between 
the solid and the cooling water. The water content is also modeled to calcu-
late the condensation and evaporation, water drag through the membrane, 
and water generation at the cathode. The energy balance on the solid is mod-
eled dynamically, but all the other equations are assumed to be at quasi-
steady state for a given solid temperature profi le.

Based on the work in [1,2], the energy balance equation is given by [3]:
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Schematic diagram of fuel cell channel.
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The Vcell is given as
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4.2.2 Linear Control Design and Simulations for Fuel Cells

4.2.2.1 Power Control Loop

For the power control loop, the average power density in the PEMFC is con-
trolled by manipulating the inlet molar fl ow rate of hydrogen and the inlet 
molar fl ow rate of oxygen. Here we only cover the control using the inlet 
molar fl ow rate of hydrogen [3].

The control scheme is given in Figure 4.2. The controller for the hydrogen 
fl ow to the power density loop is designed by using the internal model con-
trol (IMC)-based proportional integral derivative (PID) method. The result-
ing controller is of PI form. The performance of the PI controller along with 
the manipulated variable actions are shown in Figure 4.3. The settling time 
for this control strategy is approximately 275 s. This large settling time could 
be attributed to severe nonlinearities present in the PEMFC.

4.2.2.2 Power and Solid Temperature Control Loop

The rate of reaction has to be kept at a high value to achieve maximum power 
density. However, the high rate of reaction increases the heat produced from 
the reaction, which fi nally increases the solid temperature of the PEMFC. 
Furthermore, increasing the solid temperature beyond a specifi c value will 
adversely affect the conductivity of the membrane and also the catalyst 
activity, which in turn affects the rate of reaction. Therefore, it is necessary to 
control the average solid temperature within specifi ed limits.

The linear control design is given in Figure 4.4. To control the average 
solid temperature, the steady-state relative gain array (RGA) analysis rec-
ommends that the inlet coolant fl ow rate be the manipulated variable. The 

FIGURE 4.2
Schematic of power control loop using the inlet molar fl ow rate of hydrogen as the manipu-

lated variable.
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average solid temperature is controlled by using a cascade control loop with 
the inlet molar fl ow rate of coolant as the manipulated variable.

This strategy in Figure 4.4 provides an additional advantage of distur-
bance rejection. The performance of the cascade control design is shown in 
Figure 4.5. Further simulation results can be found in [3].

FIGURE 4.3
Performance of the power control loop using the inlet molar fl ow rate of hydrogen as the 

manipulated variable.
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4.2.2.3 MIMO Control Strategy

The PEMFCs can also be considered a multi-input and multi-output (MIMO) 
system where the average power density and average solid temperature are 
the two controlled outputs. The MIMO control design is shown in Figure 
4.6.

Figure 4.7 shows that the response of the MIMO controller is faster than 
that of the single-input and single-output (SISO) controller. The settling time 
for the MIMO controller is approximately 90 s, while the settling time for the 
SISO controller is 275 s. In addition, the MIMO control strategy also avoids 
the unwanted effect of a rise in temperature.

A simulation using air instead of oxygen at the cathode was taken and its 
performance is shown in Figure 4.8. The results demonstrate that the MIMO 
control strategy can provide satisfactory control performance for hydrogen–
air fuel cells.

4.2.2.4 Ratio Control

A ratio control strategy was also implemented in [3] to avoid the problem of 
oxygen starvation and to satisfy the maximum power density demand. In the 
ratio control design, the inlet molar fl ow rate of oxygen is used as a depen-
dent manipulated variable and changed in a constant ratio with respect to 
the inlet molar fl ow rate of hydrogen.

FIGURE 4.5
Performance of cascade control using the inlet molar fl ow rate of coolant as the manipulated 

variable.
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FIGURE 4.6
MIMO control schematic.
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FIGURE 4.7
Performance of the proposed MIMO control strategy in response to changes in the set points 

for the average power density and the average solid temperature.
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The ratio control design is given in Figure 4.9. In this strategy, the measured 
manipulated variable is the inlet molar fl ow rate of hydrogen. The inlet fl ow 
rate of oxygen is changed in proportion to the inlet fl ow rate of hydrogen.
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FIGURE 4.8
Performance of the proposed MIMO control strategy in response to changes in the set points 

for the average power density and the average solid temperature using air at the cathode.
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Schematic for ratio control along with cascade control for temperature.
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Figure 4.10 shows the performance of the ratio control strategy. To improve 
the performance of ratio control, the average solid temperature is also con-
trolled using the previously described cascade control strategy. Simulation 
results show that the response of this ratio controller is faster than the 
MIMO strategy using only hydrogen as the manipulated variable. The ratio 
controller is faster because, on loop closure, the initial input molar fl ow rate 
of oxygen is lower than that of the base case fl ow rate. Figure 4.11 shows 
that in the proposed ratio control strategy, the problem of oxygen starvation 
has been circumvented due to an increase in the input molar fl ow rate of 
oxygen.

In summary, simulation results show that the ratio control strategy 
provides a faster response than a MIMO control strategy. This ratio control 

FIGURE 4.10
Performance of the multivariable controller with ratio control for oxygen in response to changes 

in the set points of the average power density and the average solid temperature.
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strategy is able to circumvent the problem of oxygen starvation, and the 
increase in average solid temperature is small as compared to the MIMO 
control strategy.

Methekar et al. [3] state that a ratio control strategy is able to overcome the 
problem of oxygen starvation; however, the performance of the linear con-
trollers is slow due to the presence of nonlinearities in the dynamic response 
of the PEMFC. Hence, a nonlinear controller is essential and necessary for 
effective control of the PEMFC over a wide range of power densities.

4.3 Nonlinear Control Design for Fuel Cells

An MIMO dynamic nonlinear model of PEMFC is derived in this section, 
and it is then used to design a nonlinear controller by using feedback lin-
earization in order to minimize the difference ΔP between the hydrogen 
and oxygen partial pressures. The main purpose of keeping ΔP in a certain 
small range is to protect the membrane from damage and therefore prolong 
the fuel cell stack life [4,5]. In addition, the pressures have a bigger impact 
on the performance of the fuel cells than other parameters [4,5]. Because 
the fuel cell voltage is a function of the pressures, each pressure needs to 
be appropriately controlled to avoid a detrimental degradation of the fuel 

FIGURE 4.11
Output fl ow rate of oxygen from the PEMFC with ratio control, corresponding to the results 

shown in Figure 4.27.
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cell voltage. To achieve this goal, it is necessary to minimize the pressure 
deviation between the anode and the cathode by using precise actuators like 
an accurate valve controller. Normally, the optimal pressure controller con-
sists of a pressure sensor and a solenoid fl ow-control valve. In this book, we 
mainly focus on developing a pressure control algorithm for the whole fuel 
cell system instead of designing the pressure sensors and fl ow controllers 
inside the fuel cell. Furthermore, the fuel cell voltage is not considered a 
control output because of the characteristics of the V–I polarization curve, 
which makes it diffi cult to perform voltage control in a short period of time 
and, normally, the fuel cell system needs a secondary energy storage for a 
short period of time control. Therefore, only the partial pressures of hydro-
gen and oxygen are chosen as the outputs. The stack current is considered a 
disturbance to the system instead of an external input [5].

Consider the following MIMO nonlinear system with a disturbance:
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where
X ⊂ Rn is the state vector
U = [u1, u2, …, um] ⊂ Rm is the input or control vector
y ⊂ RP is the output vector
f(x) and g(x), i = 1, 2, …, m, are n-dimensional smooth-vector fi elds
d represents the disturbance variables
p(x) the dimensional vector fi eld directly related to the disturbance

Consider the following MIMO nonlinear system with a disturbance, and 
the nonlinear dynamic system model of PEMFC is rewritten as follows:
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Equation 4.2 implies that the input–output behavior of the system is non-
linear and coupled. Two steps are needed in order to achieve the control 
objective:

Obtaining a nonlinear control law that not only can compensate • 
nonlinearities but also can decouple and linearize the input and out-
put behaviors.

Imposing the poles of the closed loop so that the outputs • PH2
 and 

PO2
 track asymptotically the desired trajectory by adding a PI 

controller.

Equation 4.2 presents an MIMO nonlinear system that makes us ready to 
develop a nonlinear control law. Normally, the disturbance d in Equation 4.2 
cannot be directly used in the control design because an additional necessary 
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condition—that the disturbance is able to be measured and the feed-forward 
action is allowed—has to be satisfi ed [6,7]. Otherwise, the linearized map 
between the new input v and the output y does not exist. The condition ren-
ders the following control law by using the measurement of the disturbance:

 
− − −= − + −1 1 1( ) ( ) ( ) ( ) ( )U A x b x A x v A x p x d

 
(4.3)

As shown in Equation 4.2, f(x) = 0 leads to r
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law is written as
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Because each control variable u shows up after the fi rst derivative of each 
y1 = x1 and y2 = x3, the relative degree vector [r1 r2] is [1 1] and the decoupling 
matrix A(x) is defi ned as
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which is nonsingular at x = x0. Additionally, the matrix v and p(x) in Equation 
4.4 are given as follows:
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The control law given in Equation 4.4 yields a decoupled and linearized 
input–output behavior (see Figure 4.1):
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The outputs PH2
 and PO2

 are decoupled in terms of the new inputs v1 and v2. 
Thus, two linear subsystems, which are between the input v1 and the hydro-
gen partial pressure y1 = PH2

, and between the input v2 and the oxygen partial 
pressure y2 = PO2

, are obtained. Furthermore, note that y
.
1 = x

.
1 and y

.
2 = x

.
3, and 

so in order to ensure that y1 and y2 are adjusted to the desired value 3 [atm] 
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of y1_S and y2_S, the stabilizing controller is designed by linear control theory 
using the pole-placement strategy [8]. The new control inputs are given by
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where e1 = y1 − y1_S and e2 = y2 − y2_S.
Even though the nonlinear system PEMFC is exactly linearized by feedback 

linearization, there may exist a tracking error in the variation of the param-
eters, especially when the load changes. To eliminate this tracking error, the 
integral terms are added in the closed-loop error equation as in [7,8]:
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From Equation 4.9, the error dynamics can be obtained as follows:
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By appropriately choosing the roots of the characteristics of s2 + k11s + k12 
and s2 + k21s + k22, asymptotic tracking is achieved, so that PH2

 → y1_s and 
PO2

 → y2_S, as t → ∞. The overshoots also become small by choosing >>2
11 124k k  

and >>2
21 224k k  [7,8].

As shown in Figure 4.12, the main objective of this control scheme is to 
design a nonlinear controller by appropriately defi ning a transformation 
mapping that transforms the original nonlinear system into a linear and con-
trollable (closed) system, at which point a linear controller can be designed 
using the pole-placement technique for tracking purposes. However, the 
control law in Equation 4.4 will be unobservable because the entire dynamics 

FIGURE 4.12
Overall control block diagram of PEMFC.
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has fi ve orders (PH2
, …, PH2OC 

), whereas only two orders (PH2
 and PO2

) are 
observed in the outputs. So, we may have a problem of internal dynamics. 
In other words, the internal dynamics of PH2OA

, PN2
, and PH2OC

 must be stable 
so that the states of the tracking controllers in Equation 4.9 are held in a 
bounded region during tracking. Otherwise, with external as well as internal 
dynamics, this control law cannot enhance the overall system performance. 
However, it is diffi cult to directly determine the internal dynamics of the 
system because it is nonlinear, nonautonomous, and coupled to the external 
closed-loop dynamics, as seen in Equations 4.1 through 4.10. Here simulation 
is used to verify whether each state remains within the reasonable bounded 
area [9]. A comparison between the simulation results and experimental data 
in [10] was used to verify the performance of the control law.

4.4 Nonlinear Control Design for Interface

For the interface design of the fuel cell nonlinear controller, several main 
components have to be considered, especially in a fuel cell vehicle system. 
The following are the main components of a fuel cell vehicle [11]:

A fuel cell processor: gasoline or methanol reformer (in case of using • 
a direct hydrogen, a hydrogen storage tank is required).

The fuel cell stack, which can produce electricity and includes an air • 
compressor to provide pressurized oxygen to the fuel cell.

A cooling system, which can maintain the proper operating • 
temperature.

A water management system, which can manage the humidity and • 
the moisture in the system and keep the fuel cell membrane satu-
rated and, at the same time, prevent the water from being accumu-
lated at the cathode.

A DC–DC converter, which can condition the output voltage of the • 
fuel cell stack.

An inverter system, which can convert the DC to variable voltage • 
and the variable frequency to power for the propulsion motor.

A battery or an ultracapacitor, which can provide supplemental • 
power for the start-up of the system and can store excessive energy 
during deceleration. For the power management, a bidirectional con-
verter can be used between the DC–DC converter and the battery.

As seen in Figure 4.13, if using methanol or gasoline instead of the direct 
hydrogen, the fuel storage tank is needed before the reformer. For the direct 
hydrogen, a hydrogen tank is required. Both storage tanks should be fi t into 
the vehicle as small as possible by considering safety against hazards.
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When high power demand is required, such as acceleration, the battery 
will provide the required power. When low power is required, the fuel cell 
can generate the power and even charge the battery. Figure 4.14 shows the 
fuel cell converter control system. In Figure 4.14, a DC–DC boost converter 
is used to boost the fuel cell voltage to the required battery voltage of about 
300 V for the propulsion inverter. The DC–DC converter has to be designed 

FIGURE 4.13
A typical fuel cell vehicle system. (From Rajashekrara, K., Propulsion system strategies for fuel 

cell vehicles, SAE paper 2000-01-0369. With permission.)
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based on the maximum power capacity of the fuel cell stack. The blocking 
diode is needed at the output of the fuel cell stack so as to prevent the reversal 
current fl owing into the stack, which leads to damage to the fuel cell stack.

The power command from the vehicle controller is divided by the battery 
voltage and, therefore, it can generate the current reference, which is used 
for the DC–DC boost converter and the fuel cell controller. In the DC–DC 
boost converter, the reference signal is compared with the measured current 
to derive the duty cycle for controlling the output power of the DC–DC boost 
converter. Based on the battery voltage change, the fuel output power varies 
in a wide range. In the fuel cell controller, since the fuel cell output power is 
proportional to the hydrogen and oxygen fl ow rates, it has a wide bandwidth 
to stabilize the system under all operating conditions [11]. Hence, in order to 
have a constant power output in a wide range, a modifi ed fuel cell converter 
system is proposed [11]. By directly measuring the fuel cell current in Figure 
4.15, this fuel cell current is compared with the reference current, and the 
error in these currents can derive the duty cycle of the DC–DC converter and 
produce a constant current and voltage; thus the power remains constant 
and makes the system stabilized in a wide range.

4.5 Analysis of Control Design

Several nonlinear control approaches are compared with a PID controller, 
which is used to control the gas pressure loop for both input gases: hydrogen 
and oxygen. Among them are the feedback linearization-based-nonlinear 

FIGURE 4.15
Modifi ed fuel cell converter control system. (From Rajashekrara, K., Propulsion system strate-

gies for fuel cell vehicles, SAE paper 2000-01-0369. With permission.)
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control for both input gases [12] and the neural network-based optimal con-
trol (NOC) for the gas pressures. More details about these control designs can 
be found in [13]. Using the electrochemical and thermodynamic relationships 
in a PEMFC, a dynamic MATLAB®/Simulink® model of PEMFC was built 
[13] using the NOC scheme, which is shown in Figure 4.16. In this model, four 
inputs are fed to the fuel cell. The PID pressure control Simulink model can 
be found in Figure 4.17 [13]. According to the simulation results in Figures 
4.18 and 4.19, NOC can tune the gain automatically using

 
= α ⋅ − + β⋅ − −

2 2

2 2
ref H H( ) ( ( ) ( )) ( ( ) ( 1))U t V t V t P t P t

 
(4.11)

This cost criterion U(t) shows that the error between the desired state and the 
actual state must be minimized. As seen in Equation 4.11, fi ne tuning of the 
parameters α and β is required in order to have the minimum cost.

4.6 Simulation of Nonlinear Control for PEMFC

As to the feedback linearization-based nonlinear control of PEMFC derived 
in Equation 4.4, the dynamic PEMFC model and control method are tested 
through simulation in the MATLAB/Simulink environment [9]. For simplic-
ity, the fuel processor, water and heat management, and air compressor mod-
els, are not considered in the simulation. Experimental data in [10] are used 
to justify the validity of the proposed dynamic PEMFC model.

FIGURE 4.16
Dynamic MATLAB/Simulink PEMFC model. (From Anderson, C.A. et al., Design and control 

of fuel cells system for transport application, Aalborg University, Project Report, 2002. With 

permission.)

1

Temp

iFC

PH2

PH2

PO2

PO2
Temp
iFC

iFC1

++ +–

Fast dynamic response
to adjust model

1
0.1 s + 1 1

2

3
EficFCFuel coefficient OVER

Maximal voltage

-K-

Product PotFC

VFC

×

VAtiv

VConc

Temp

Temp
PO2

PH2
ENernst

Reversible voltage

Ohmic overpotential

Charge double layer

VAtiv
VConc

iFC

iFC

VDin
Activation overpotential

Concentration overpotential

VOhmico

2

3

4



72 Fuel Cells: Modeling, Control, and Applications

FI
G

U
R

E 
4.

17
P

ID
 p

re
ss

u
re

 c
o

n
tr

o
l.

Te
m

pe
ra

tu
re

dy
na

m
ic

s
Te

m
pe

ra
tu

re
 (3

33
 K

)

Lo
ad

 cu
rr

en
t

1
20

s+
1

11P H
2

P O
2

To
 w

or
ks

pa
ce

 2
To

 w
or

ks
pa

ce
 3

F 
Ce

ll 
ge

ne
ra

tio
n 

ef
fic

ie
nc

y

Ef
ic

FC
 (%

)

Po
t FC

 (W
)

V FC
 (V

)

000

Re
ac

tio
n 

te
m

pe
ra

tu
re

F 
Ce

ll 
po

w
er

To
 w

or
ks

pa
ce

 1

To
 w

or
ks

pa
ce

 

PI
D

tr
ai

nP
lu

s

O
ut

pu
t v

ol
ta

ge
,

se
tp

oi
nt

 v
ol

ta
ge

Te
m

pP
ot

PE
M

 fu
el

 ce
ll

P H
2

P O
2

V FC

   
   

   
   

   
   

   
   

   
   

   
   

   
   

   
   

   
   

   
   

   
   

   
   

Po
t FC

Ef
ic

FC

Te
m

p
i FC

Co
rr

Pr
es

s
Ef

ic
ie

nc
ia

FC

Lo
ad

 cu
rr

en
t,

F 
Ce

ll 
P H

2 an
d 

P O
2

Cl
oc

k
Vo

lta
ge

se
tp

oi
nt

(2
4.

28
V)

U
ni

fo
rm

 ra
nd

om
nu

m
be

r

PI
D

 co
nt

ro
l

of
 P

H
2 an

d 
P O

2

H
2 p

re
ss

ur
e

lim
ite

r

O
2 p

re
ss

ur
e

lim
ite

r
P O

2 ga
in

0.
5PI
D

– +

+ +



Linear and Nonlinear Control Designs for Fuel Cells 73

The fuel cell system Ballard MK5-E-based PGS105B system shown 
in Figure 4.19 is used to test the feedback linearization-based nonlinear 
controller. This system has a total of 35 cells, connected in series, with a 
cell surface area of 232 cm2. The membrane electrode assembly consists of 
a graphite electrode and a Dow™ membrane. The reactant gases (hydrogen 
and air) are humidifi ed inside the stack, and the hydrogen is recirculated at 
the anode side while the air fl ows through the cathode side. The hydrogen 
pressure is regulated to 3 atm at the anode inlet by a pressure regulator, and 
a back-pressure regulator at the air outlet also maintains 3 atm through the 
Ballard fuel cell stack. The oxidant fl ow rate is automatically adjusted to a 
constant value of 4.5 L/s, based on a programmable load, via a mass fl ow 
meter to ensure suffi cient water removal at the cathode. Hydrogen is replen-
ished at the same rate as it is consumed. The stack temperature measured 

FIGURE 4.18
PEMFC PID control: set point, output voltage, hydrogen pressure, oxygen pressure, and load 

current.
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at the air outlet is maintained between 72°C and 75°C to produce the maxi-
mum power output. A simplifi ed diagram of the Ballard system is depicted 
in Figure 4.20. The PGS105 system is more likely to be a presetting control 
system instead of a feedback control system. In the case of outer ranges of 
settings, the system automatically shuts down, and a higher-level control 
system is thus needed. The outline of the experimental setup of the non-
linear controller is explained in [9]. To implement this control scheme in 
the practical system, the sensors to measure the states PH2

, …, PH2OC
; the 

stack current; and the voltage must be installed, and a main controller such 
as a digital signal processor (DSP) needs to be implemented based on the 
nonlinear control law obtained using the tool of feedback linearization. With 
the help of the DSP, the fuel cell can communicate with the electronics rack 
and the PC for user interface monitoring, as shown in Figure 4.21. The safety 

FIGURE 4.19
PEMFC neural optimal control: set point, output voltage, hydrogen pressure, oxygen pressure, 

and load current. (From Anderson, C.A. et al., Design and control of fuel cells system for trans-

port application, Aalborg University, Project Report, 2002. With permission.)
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concerns for the fuel cell system must be solved with high priority before a 
control scheme is implemented. At least, the safety issues related to low cell 
voltage, stack overload, high temperature, hydrogen leaking, and pressure 
differences between the anode and the cathode must be considered in the 
fuel cell control system, to prevent a fatal accident and severe damage to the 
fuel cell system.

FIGURE 4.20
PEMFC stack based on PGS105B system. (From Hamelin, J. et al., Int. J. Hydrogen Energ., 26, 625, 

2001. With permission.)
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FIGURE 4.21
Simplifi ed experiment setup for the PEMFC nonlinear control. (From Na, W.K. and Gou, B., 

IEEE Trans. Energ. Convers., 23(1), 179, 2008. With permission.)
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To control the entire fuel cell system, sensors and temperature and humid-
ity control actuators must be added to the system. In the simulation, since 
the temperature and the humidity in the system have a very slow response 
time, a perfectly controlled humidifi er and heat exchanger are assumed to 
be applied. In addition, an automatic purge controller for the hydrogen exhaust 
is required, and with respect to the air and water exhaust, the back-pressure 
regulator must be coordinated with the air inlet fl ow-rate input as well as the 
hydrogen inlet fl ow-rate input to maintain the pressures for hydrogen and 
air at the same level. By assuming that the electrical capacitor is 1 F [12] and 
the sum of the activation and concentration resistances is from 0.2 to 0.3 Ω 
[13], the time constant of the fuel cell stack is approximately from 0.2 to 0.3 s. 
With the use of a fast actuator on the cathode side, whose performance set-
ting time is 10%–90% of 50 ms, and another actuator on the anode side whose 
performance setting time is 10%–90% of less than 20 ms, it becomes possible 
to maintain the anode and cathode pressures at a certain level. To ensure this 
performance, the anode pressure controller must be three times faster than the 
one on the cathode side as the anode pressure follows the cathode side pres-
sure [13]. Currently, these fast actuators are available in the market [14], yet, in 
reality, due to the uncertainties in the fuel cell model parameters and inaccu-
racy in the measurements, we may encounter a serious obstacle to achieve the 
desired responses. Moreover, the time delays of actuators, sensors, compres-
sor, and sampling period for the DSP are unavoidable for the design of the 
nonlinear control of PEMFCs. Even though we could not exactly calculate the 
time delays, they still can be compensated for by adapting a lead compensator 
in practical systems. However, since the lead compensation is very sensitive to 
noise, a multiple fi rst-order, low-pass noise fi lter is recommended [13]. In the 
simulation in [12], the time delays and other problems like uncertainty and 
inaccuracy in measurements are not considered.

The nominal values of the parameters for the simulation are shown in 
Table 4.1.

Experimental data from Hamelin et al. [10] were used to justify the validity 
of the proposed dynamic model of PEMFCs. The voltage and the current—the 
most important variables—were used for this comparison. In [10], a load pro-
fi le with rapid variations between 0 and 150 A was imposed on the PGS105B 
system. The corresponding stack current and voltage transients are plotted in 
Figure 4.22, where the experimental data [10] are indicated by solid lines.

The details of the load profi le are shown in Figure 4.23, where the load 
resistances were changed from 0.145 to 4.123 Ω during the simulation period. 
Figure 4.22 shows a good agreement between the experimental data and the 
simulated results, except for the time periods (13 s, 15 s) and (25 s, 29 s). The 
main reason for the voltage difference during these periods is the internal 
resistance variation of the PEMFC systems [12]. The rapid current increase 
can cause an immediate voltage drop across the internal resistor of the fuel 
cell, which is closely related to the temperature change that adversely affects 
this resistance. In this simulation, the stack temperature was assumed to be 
constant at 353 K. A small discrepancy between the simulation results and 
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experimental data is inevitable under the rapid current changes. In order 
to compare the effi ciency of the nonlinear controller, a linear controller 
(PI controller) is used in the fuel cell system.

To achieve fewer overshoot results, the feedback gains k11, k21, k12, and k22 in 
Equation 4.10 have to be tuned to 5 and 1, which are the optimal values in their 

TABLE 4.1

PEMFC Parameters for the Simulation

Parameter Value and Defi nition

N Cell number: 35

Vo Open cell voltage: 1.032 [V]

R Universal gas constant: 8.314 [J/mol-K]

T Temperature of the fuel cell: 353 [K]

F Faraday constant: 96485 [C/mol]

α Charge transfer coeffi cient: 0.5 [Ref 9]

M Constant in the mass transfer voltage: 2.11×10−5 [V]

N Constant in the mass transfer voltage: 8 × 10−3 [cm2/mA]

R 2.45 × 10−4 [kΩ cm2]

Afc Fuel cell active area: 232 [cm2]

Va Anode volume: 0.005 [m3] [Ref 15]

Vc Cathode volume: 0.01 [m3] [Ref 15]

ka Anode conversion factor: 7.034 × 10−4 [mol/s]

kc Cathode conversion factor: 7.036 × 10−4 [mol/s]

Pvs The saturation pressure: 32 [kPa] at the temperature 353 [K]

FIGURE 4.22
Voltage and current under load variations.
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feasible ranges [0.1, 10] for k11 and k21 and [0, 10] for k12 and k22, and being beyond 
the ranges can easily cause a violation of the MATLAB simulation limits.

For the voltage, current, and power shown in Figures 4.22 and 4.24, the dis-
crepancies between the nonlinear control and the linear control are not obvi-
ous due to the fast response times, which are less than a few milliseconds. 
However, other simulation results in Figures 4.25 through 4.29 indicate that 
better transient performances are observed when using a nonlinear control-
ler because the linear controller is more dependent upon the operating point, 
while the nonlinear controller is independent of the operating point due to the 
feedback linearization control design based on the differential geometry [16]. 
Figure 4.26 shows that the oxygen partial pressure has much bigger overshoot 
than the hydrogen partial pressure, which implies that the oxygen partial pres-
sure is more sensitive to the load variation than the hydrogen partial pres-
sure. Figure 4.27 displays the absolute value of the difference between the 
hydrogen and oxygen partial pressures. It is found in Figure 4.27 that the 
nonlinear controller has a better transient response than the linear controller. 
Generally, an increase in the stack current causes a decrease in the reactant 
pressures as more fuel consumption is required. However, the fl ow rates vary 

FIGURE 4.23
Load variation profi le.

6

5

4

3

2

1

0
0 5 10 15

Time (s)

Lo
ad

 ch
an

ge
 p

ro
fil

e (
oh

m
)

20 25 30

FIGURE 4.24
Fuel cell power demand under load variations.
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FIGURE 4.25
Variations of hydrogen pressure.
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FIGURE 4.26
Variations of oxygen pressure.
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FIGURE 4.27
Variations of pressure differences of H2 and O2.
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FIGURE 4.28
Variations of hydrogen fl ow rate.
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FIGURE 4.29
Variations of oxygen fl ow rate.
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with the stack current in the same way and compensate for the increased fuel 
consumption.

Figures 4.28 and 4.29 give the responses of the hydrogen and the oxygen 
fl ow rates under load variations. The hydrogen fl ow rate varies between 0 
and 5 slpm, while the oxygen fl ow rate varies from 0 to 16 slpm. It is observed 
that the oxygen fl ow rate has much bigger variations than hydrogen because 
the oxygen fl ow rate is more sensitive to the load variation than the hydrogen 
fl ow rate, as was seen with the pressure variations.

Although the nonlinear controller has slightly more overshoot in the 
oxygen fl ow rate than the linear controller in Figure 4.28, it shows that the 
response time of the nonlinear controller is faster than the linear controller. 
Figures 4.20 through 4.32 show that the states PH2OA

, PH2Oc
, and PN2

 are stable 
under load variations.

Figures 4.31 and 4.32 show that the nonlinear controller behaves approxi-
mately in the same way as the linear controller, under the water partial pres-
sure on the cathode side and the nitrogen partial pressure on the anode side. 
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FIGURE 4.30
Variations of water partial pressure on the anode.
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FIGURE 4.31
Variations of water partial pressure on the cathode.
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FIGURE 4.32
Variations of nitrogen partial pressure on the cathode.
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In addition, even though no tracking controllers are considered in the design 
of the nonlinear and linear controllers, Figures 4.20 through 4.32 show that 
PH2OA

, PN2
, and PH2Oc

 vary within bounded ranges (0–4 atm) with the load 
variations, which implies that the internal dynamics problem of the nonlin-
ear tracking controller in our design is not a concern. It is observed that the 
water partial pressure on the anode side remains a little more stable than the 
water partial pressure at the cathode and the nitrogen pressure. Furthermore, 
the water partial pressure on the anode side follows a pattern similar to that 
of the hydrogen partial pressure because of the high mole fraction of hydro-
gen, which is about 99%. Therefore, it can be concluded that the load varia-
tions have more infl uence on the cathode side than on the anode side, which 
implies a more sophisticated control strategy than the one proposed in this 
chapter needs to be applied on the cathode side.
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5
Simulink Implementation of Fuel 
Cell Models and Controllers

5.1 Introduction

The dynamic fuel cell models and controllers were developed using 
MATLAB®/Simulink® environment. Simulink is a toolbox extension of the 
MATLAB program by Mathworks Inc. Simulink is a very powerful tool in 
modeling and mathematical representation. We can choose a suitable inte-
gration method and set up the run-time and initial conditions in the Simulink 
environment. Systems are drawn on screen by block diagrams in Simulink. 
Elements of the block diagrams, such as transfer functions, summing junc-
tion, etc., as well as virtual input and output devices: function generators 
and oscilloscopes, are available. Because Simulink provides a graphical user 
interface, it is easy to build the block diagrams, perform simulations, and 
analyze the results. In Simulink, models are hierarchical so you can view a 
system at a high level, and details in each block can be viewed by double-
click on the blocks.

The Simulink simulations in the CD-ROM attached in this book were 
developed in MATLAB version 6.5. The details of Simulink implementa-
tion of the fuel cell model and controllers as well as related elements are 
described in this chapter.

5.2 Simulink Implementation of the Fuel Cell Models

The following assumptions are made to develop a fuel cell model in 
Simulink:

Due to a slow response time of the stack temperature (about 102 s [1]), • 
the operating stack temperature is assumed to be constant.

The fuel cell is well humidifi ed on both the anode and cathode sides.• 

For water management, it is assumed that the liquid water does not • 
leave the stack and that it evaporates into the cathode or anode gas if 
humidity on either side drops below 100% [2].
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Humidifi er and temperature controllers are assumed to be per-• 
fectly working [3].

The mole fractions of the inlet reactants are assumed to be constant • 
to build the simplifi ed dynamic PEMFC model (Figure 5.1). In other 
words, pure hydrogen (99.99%) is fed to the anode, and the air that is 
uniformly mixed with nitrogen and oxygen by a ratio of, say, 21:79 is 
supplied to the cathode side [3].

The ideal gas law and mole conservation rule are applied by suppos-• 
ing that all gases are ideal.

Therefore, the water management and temperature control are not a concern 
in this simulation. PEM fuel cell system composes of four blocks which are 
anode model, cathode model, fuel cell voltage model, and control block.

Let us consider the fuel cell voltage model block fi rst. The output fuel cell 
stack voltage Vst [1] is defi ned as a function of the stack current, reactant par-
tial pressures, fuel cell temperature, and membrane humidity:

 st activation ohmic concentrationV E V V V= − − −
 

(5.1)

In the above equation,

( )⎡ ⎤
⎢ ⎥⎣ ⎦

= +o o H O H Oc2 2 2
( 2 )lnE N V RT F P P P  is the thermodynamic potential of 

the cell or reversible voltage based on Nernst equation (Equation 5.1)
Vactivation is the voltage loss due to the rate of reactions on the surface of the 

electrodes
Vohmic is the ohmic voltage drop from the resistances of proton fl ow in the 

electrolyte
Vconcentration is the voltage loss from the reduction in concentration gases or 

the transport of a mass of oxygen and hydrogen

Their values are given as follows:

 

fc n
activation

o

ln
2

I IRT
V N

F I
⎛ ⎞+

= ⋅ ⋅ ⎜ ⎟α ⎝ ⎠  
(5.2)

 ohm fcV N I r= ⋅ ⋅
 

(5.3)

 concentration fcexp( ).V N m n I= ⋅ ⋅
 

(5.4)

In Equation 5.1, PH2
, PO2

, and PH2Oc
 are the partial pressures of hydrogen, oxy-

gen, and water, respectively. Subscript “c” means the water partial pressure, 
which is vented from the cathode side.

A detailed explanation of each voltage loss is given in [2], and other voltages 
are also described in [1,3], where the fuel cell voltage is mainly expressed by 
the combination of physical and empirical relationships in which parametric 
coeffi cients of the membrane water content, humidity, and temperature, as 
well as the reactant concentrations are involved (Table 5.1). In this book, the 
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TABLE 5.1

Cell Voltage Parameters

Parameter Value and Defi nition

N Cell number

Vo Open cell voltage [V]

R Universal gas constant [J/g-mol-K]

T Temperature of the fuel cell [K]

F Faraday constant [C/mol]

α Charge transfer coeffi cient

Ifc Output current density [A/cm2]

I0 Exchange current density [A/cm2]

In Internal current density [A/cm2]

m and n Constants in the mass transfer voltage

r Area-specifi c resistance [kΩ cm2]

Source: Khan, M.J. and Labal, M.T., Fuel Cells, 4, 463, 2005. 

With permission.
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FIGURE 5.2
Fuel cell voltage model block.

general voltage formulation as given in Equation 5.1 will be used because 
water and temperature factors are assumed to be constant due to their slow 
response time. According to Equation 5.1, the fuel cell voltage block is built 
as shown in Figure 5.2.

The reactant fl ow rates at the anode and cathode sides are determined 
by the partial pressures and the stack current. Using the ideal gas law, each 
partial pressure block can be modeled as shown in Figure 5.3. As seen in 
Figure 5.3, the anode block consists of the hydrogen and water models.
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There are many limiters placed in the output of each pressure and even 
in the controller outputs to prevent problems caused by algebraic loops and 
extreme numerical values [1]. The detailed hydrogen and water models are 
shown in Figures 5.4 and 5.5, respectively.

The cathode model consists of the oxygen, water, and nitrogen models, as 
seen in Figures 5.6 through 5.9.

In the anode block, the hydrogen inlet fl ow rate (SLPM) is converted in 
to mol/s using a conversion factor (1 standard liter per minute: 7.034 × 10−4 
mol/s); the mole fraction of H2 is assumed to be 99%. In the cathode block, 
air is uniformly mixed with nitrogen and oxygen in a ratio 21:79, with con-
version factor 7.034 × 10−4 mol/s [1]. In order to analyze data in a short time, 
a fast ode solver is used. The ode45 method is based on Dormand–Prince, 
which is an explicit, one-step Runge–Kutta that is recommended as a fi rst 
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try method [4]. All simulations results are obtained and shown within 10 s 
even though the setup time is 100 s. During the time duration 0–0.5 s, the 
unrealistic values of the simulations can be seen due to the inadequacies of 
initial conditions.

The stack current is generated by the fuel cell voltage, Vfc and the load 
block, Rload. The road block is made by the timer; its time matrix [0, 15.0, 20.0, 
25.0, 30.0, 35.0, 40.0, 45.0, 50, 55 s] corresponds to the amplitude resistor matrix 
[1, 0.6, 0.3, 0.175, 0.3, 1, 2.5, 5, 1, 5 Ω].
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5.3 Simulink Implementation of the Fuel Cell Controllers

For pressure control of the fuel cell system, the hydrogen and oxygen pres-
sures are sensed and then compared with the reference pressure, 3 atm, in 
the linear PI controllers in Figure 5.10. In the case of feed-forward control, the 
stack current is fed to the controller, but in this simulation, the feed-forward 
control is not used (Figure 5.11).

Figure 5.12 shows a PI controller for the pressure control. Through trial 
and error, the optimized PI gain of 5 is obtained.
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For the design of the nonlinear pressure controller, feedback linearization 
algorithm is adapted as shown in Figure 5.13. The nonlinear control law is 
derived by using the decoupling matrix in Section 4.4.

The nonlinear control law vector U is obtained by feedback linearization, 
and the linear controller block is also used in this block to generate a control 
input V vector in Figure 5.13.

To implement the nonlinear controller law, the multiplexer and other math 
functions in the Simulink are used. A fi lter is used before generating the 
nonlinear control law, which can remove sudden variations in the anode and 
cathode fl ow rates (Figure 5.14).

5.4 Simulation Results

For the simulations, the load profi le is generated using a timer in the Simulink. 
The details of load profi le are shown in Figure 5.15.

In terms of the fuel cell voltage control, the fuel cell voltage will be kept 
varying based on the load profi le as in Figure 5.16, because the fuel cell sys-
tem cannot compensate for a fast power demand, such as an acceleration 
and deceleration, or other fast load changes of the fuel cell vehicle without a 
secondary power source such as battery or ultracapacitor.

Based on the load change, the current varies from 6.5 to 160 A, and the fuel 
cell system can generate up to 4.6 kW.

For the voltage, current (Figure 5.17), and power (Figure 5.18), the discrep-
ancies between the nonlinear control and the linear control are not obvi-
ous due to the fast response time, which is less than a few milliseconds, as 
reported in [5].

In Figures 5.19 and 5.20, the hydrogen fl ow rate varies between 0 and 5 
SLPM, while the oxygen fl ow rate varies from 0 to 14 SLPM. It can be seen 
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Fuel cell voltage under load variations.

that the oxygen fl ow rate has much larger variations than that of the hydro-
gen because the oxygen fl ow rate is more sensitive to the load variation than 
the hydrogen fl ow rate.

According to Figures 5.21 and 5.22, the results show that the linear and 
nonlinear controllers for the pressure of the fuel cell system keep tracking 
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Fuel cell current under load variations.

the reference value 3 atm. These simulation fi les can be found in the attached 
CD. The load profi le is likely to be changed and different results can be 
obtained based on the new load profi le.

In this section, a 5 kW PEM fuel cell dynamic model has been built in 
MATLAB/Simulink, and its linear and nonlinear controllers and simulation 
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Variations of oxygen fl ow rate.

results have been analyzed and discussed. As seen in Figure 5.16, the fuel 
cell system should be coordinated with a secondary energy system to avoid a 
voltage drop due to a load change. To integrate this fuel cell system with a sec-
ondary energy system, power electronics devices and electrical components 
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Variations of hydrogen pressure.

such as capacitor, resistor, and reactor are needed. Since the switching devices 
make the simulation slower, it is easier to have a conversion error due to its 
high switching frequency over 1 kHz. For example, for 30 s simulation dura-
tion, it takes over 5–6 h to fi nish the simulation, and this book does not deal 
with the hybrid power fuel cell system simulation.
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6
Applications of Fuel Cells in Vehicles

6.1 Introduction

Fossil fuels including coal, oil, and gas, which we heavily depend on, can 
cause air pollution and greenhouse gas problems. Recent study [1] shows 
that about 18% of CO2 (carbon dioxide), greenhouse gas, is emitted by motor 
vehicles. The development of fuel cell vehicles is very important to our envi-
ronment and even our economy, especially for a soaring oil price at present. 
The fuel cell system is widely regarded as one of the most promising energy 
sources, thanks to its high energy effi ciency, extremely low emission of oxides 
of nitrogen and sulfur, very low noises, and the cleanness of its energy pro-
duction. Furthermore, a fuel cell system can operate with other conventional 
and alternative fuels, such as hydrogen, ethanol, methanol, and natural gas. 
Based on the types of electrolytes currently used, fuel cells are classifi ed into 
PEMFCs, solid oxide fuel cells (SOFCs), phosphoric acid fuel cells (PAFCs), 
molten carbonate fuel cells (MCFCs), alkaline fuel cells (AFCs), direct metha-
nol fuel cells (DMFCs), zinc air fuel cells (ZAFCs), and photonic ceramic fuel 
cells (PCFCs) [1].

To date, PEMFCs have been considered the most promising candidate for 
the fuel cell vehicle and small- and mid-size distributed generators because 
of their high power density, solid electrolyte, long stack life, and low corro-
sion. PEMFCs can operate at low temperatures (50°C–100°C), which enables 
fast start-up. PEMFCs are hence particularly attractive for transportation 
applications that require rapid start-up and fast dynamic responses over 
transient times (stopping and running, acceleration, and deceleration).

The fuel cell has higher effi ciency than an internal combustion engine 
(ICE). It is noted in [2] that the effi ciency of a fuel cell vehicle using direct 
hydrogen from natural gas is two times greater than that of an ICE vehicle. 
However, for the commercialization of fuel cell vehicles, their performance, 
reliability, durability, cost, fuel availability and cost, and public acceptance 
should be considered [3]. Especially, the performance of the fuel cell sys-
tems during transients, the cost of fuel cells, and availability of hydrogen 
for the success of commercialization of fuel cell vehicles are critical issues. 
In this chapter, fuel cell vehicle components are discussed in Section 6.2. 
Hybrid fuel cell system design and control for electric vehicles are presented 
in Sections 6.3 and 6.4, respectively. The fault diagnosis of hybrid fuel cell 
system is discussed in Section 6.5.
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6.2 Fuel Cell Vehicle Components

Fuel cell power electric vehicle (FCV) uses hydrogen fuel as the major source 
of electric power to drive its electric traction motor through a fuel cell sys-
tem. There are three major components in the FCV system. The fi rst is the 
fuel cell and fuel cell subsystem, the second is the hydrogen storage or the 
fuel processor, and the third is the electric drive system.

6.2.1 Fuel Cell and Fuel Cell Subsystem

Since the principle of fuel cell operation has already covered in Chapter 2, 
this section will mainly focus on the fuel cell subsystems—gas fl ow manage-
ment, water management, and heat management systems.

6.2.1.1 Gas Flow Management Subsystem

Oxygen and hydrogen are fed to the fuel cell system at an appropriate rate 
according to the current drawn from the load. Oxygen on the cathode side is 
often supplied with a higher stoichiometric fl ow rate because the cathode reac-
tion is much slower than the anode reaction. Since the fuel cell voltage heavily 
relies on the air stoichiometric fl ow rate, the role of the compressor is very 
important to blow more air through the system. Another issue is related to 
the pressure control between the anode and cathode sides, which is to prevent 
the membrane from collapsing. With the help of a fast actuator on the cath-
ode side whose performance setting time is 10%–90% of 50 ms, and another 
actuator on the anode side whose performance setting time is 10%–90% of less 
than 20 ms, it becomes possible to maintain the anode and cathode pressures 
at a certain level. To ensure this performance, the anode pressure control-
ler must be three times faster than the one on the cathode side because the 
anode pressure follows the cathode side pressure [4]. An air compressor with 
an optimal speed can supply varying amounts of air for the power demand. 
Since an electric motor driving the compressor produces parasitic power loss, 
the compressor must be coordinated with the power management system in 
the fuel cell system, in order to reduce the power loss. For the direct hydrogen 
fuel cell system, hydrogen needs to be controlled at 100% relative humidity by 
the humidifi er before entering the anode side of the fuel cell stack for proper 
operation. The recirculation of hydrogen is needed to improve the utiliza-
tion of hydrogen. In order to avoid accumulation of gas and impurities at the 
inserts, a purging valve of hydrogen is also required.

6.2.1.2 Water Management Subsystem

To achieve high effi ciency of a PEMFC, water management is crucial to the 
fuel cell system. Water management system has three main functions:
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 1. Proper hydration of the membrane

 2. Removal of the produced water in the stack

 3. Cooling of the stack to control the operating temperature

First, proper hydration of the membrane is related to the membrane con-
ductivity, which greatly affects the stack performance at high power density 
operation. Second, proper removal of the produced water in each cell can 
keep the air fl ow passage from being blocked by the accumulated water and 
therefore avoid cell performance degradation. For the cooling of the system, 
it is closely related to the temperature control, which will be considered in 
the following section.

6.2.1.3 Heat Management Subsystem

The heat management, one of the important factors for the fuel cell mech-
anism and the warranty to maintain the stack temperature to the desired 
level, is directly related to the fuel cell performance [1,5,6].

Figure 6.1 shows that the polarization curve is shifted upward as the tem-
perature increases. A number of control-oriented fuel cell models [4–21] have 
been developed under the assumption that the operating temperature is con-
stant. Although controlling the temperature is vital for the fuel cell opera-
tion, those models proposed in [4–21] do not consider the temperature as a 
state variable due to its complexity. In [22], the temperature is defi ned as one 
of state variables and a control strategy is developed based on the transient 
thermal model of PEMFC [11,12,15].
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Several thermal models of PEMFC have been reported in [11,12,15]. However, 
those models are not proposed for the purpose of control design, but for the 
mathematical analysis and their experimental validation instead. Based on 
the transient thermal models in [11,12,15], the control-oriented dynamic ther-
mal model is developed in this section.

A transient energy balance is described by
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where
Q̇   stack is the rate of heat absorption (J/s) by the stack
Ct is the thermal capacitance (J/C)
Ptot is the total power released by chemical reaction (W)
Pelec is the power consumed by the load (W)
Q̇   cool is the heat fl ow rate of the cooling system (heat exchanger)
Q̇   loss is the heat fl ow rate through the stack surface

The total energy can be calculated using the rate of hydrogen consumption:
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where
ΔH is the enthalpy change for hydrogen (285.5 kJ mol/s)
ṁ   H

2  _used
 is the hydrogen consumption rate

The electrical power output is given by

 elec st fcP V I=  
(6.3)

The rate of heat removal by the cooling water is directly related to the water 
fl ow in the heat exchanger. The relationship is given as follows [4]:

 cool cool_water spQ m c T= ⋅ ⋅ Δ� �
 

(6.4)

where
ṁ   cool_water is the water pump fl ow (SLPM)
cp is the specifi c heat coeffi cient of water (4182 J/kg K)
ΔTs is the allowable temperature rise (10 K)

The water pump fl ow can be described by the time delay and conversion 
factor:
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where τc is the time delay constant, 70 s, kc is the conversion factor with a 
value 1.5, which means that if the control input ucl for the heat exchanger 
ranges 0–10(V), ṁ   cool_water takes a value in the range between 0 and 15 (SLPM) 
with a 70 s delay.

The heat loss by the stack surface is calculated by the following equation:
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where
hAstack, stack heat transfer coeffi cient, is 17 W/K [11,12,15]
Tamb is the ambient temperature of about 25°C (298.15 K) ± 5%
Rt, the thermal resistance of the stack, which is the reciprocal of hAstack, is 

0.0588 K/W

The thermal time constant of the fuel cell is given by
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where MC is the product of stack mass and average specifi c heat, 35 kJ/K, the 
thermal capacitance Ct is 35 kJ/K, and τ is 2059 s [10].

Equation 6.7 shows that the thermal equivalent circuit model can be devel-
oped by using the circuit analogy [17]:
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where the stack temperature corresponds to voltage, the energy fl ows (Ptot, 
Pelec, Q̇   cool, and Q̇   loss) correspond to current, and the thermal capacitance Ct 
corresponds to the capacitance.

In Figure 6.2, load variations cause the changes of the fuel cell stack tem-
perature, and the fuel cell voltage and current are used as external inputs 
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FIGURE 6.2
The thermal equivalent circuit of the fuel cell.
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or disturbances, and then the stack temperature can be used as an output 
when designing the controller. The total power, Ptot depends on the hydro-
gen consumption which is based on the load changes and the electrical 
power, while Pelec depends on the load current. The cooling power Q̇   cool and 
the heat loss by the stack surface Q̇       loss are functions of the fuel cell stack tem- 
perature change. For this reason, four dependent energy fl ow sources have 
to be considered in the thermal equivalent circuit of the fuel cell shown in 
Figure 6.2.

6.2.2 Hydrogen Storage and Fuel Processor

The PEMFC needs to be supplied with hydrogen, which is the most abun-
dant resource on Earth. It is a colorless and odorless gas, an ideal energy 
source because it has a very high energy density for its weight compared 
to an equivalent amount of gasoline, which means hydrogen generally pro-
duces much more energy than gasoline. For direct hydrogen fuel cell system, 
compressed gas or cryogenic liquid storage tank, or metal hydride energy 
storage (ES) needs to be installed in the vehicle.

The most common way to store hydrogen is to simply compress it in 
cylinders with high pressure to increase its density. The major concerns of 
compressed storage are the required large volume and the weight of gas 
containers which are normally made from steel alloy. Aluminum can be 
possibly used to make the body of the cylinder, but it is easy to be bro-
ken and currently expensive. Typically, storage pressures are between 200 
and 450 bars (3000–6000 psi) [6]. In practice, storage densities are between 
3% and 4% of hydrogen. The volume of these storage tanks ranges from 
30 to 300 L [6].

At a temperature of 20 K and vapor pressure of 0.5 MPa, liquid hydro-
gen can be obtained. Cryogenic liquid hydrogen storage can be used if a 
large amount of hydrogen is needed. This cryogenic technology has been 
demonstrated in vehicle applications by Bavarian Motor Works (BMW), and 
shows that it can reach a storage effi ciency of 14.2%. The main concerns of 
this technology are to maintain hydrogen at such low temperatures and to 
minimize hydrogen boil-off.

Metal hydride, in which metal atoms bond with hydrogen, is another 
means to store hydrogen. To release hydrogen from metal hydride, tempera-
ture over 100°C is required and therefore, it is not a good option for low-
temperature PEMFC application. Even though metal hydride can take a large 
amount of hydrogen per unit volume, it has the problem of high alloy cost 
and low gravimetric hydrogen density, and it is heavy and sensitive to gases 
impurities.

Hydrogen can also be produced from hydrocarbon fuel such as natural gas, 
gasoline, or methanol through chemical processes: steam reformation, partial 
oxidation, and autothermal reformation [6]. A fuel processor is required for 
these chemical processes. Using fuel processor in vehicle applications causes 
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another problem of slow dynamics due to the slow heat transfer processes, 
mass transfer and mixing delays [23]. To compensate the slow dynamics, a 
battery or an ultracapacitor is necessary for the ES during start-up, accelera-
tion, and deceleration in the vehicle operations.

As an example of the practical fuel cell system using direct hydrogen tank, 
the Ballard MK5-E-based PGS105B system shown in Figure 6.3 is used to test 
the proposed nonlinear controller. This Ballard MK-5E system has a total 
of 35 cells, connected in series with a cell surface area of 232 cm2. The mem-
brane electrode assembly consists of a graphite electrode and a Dow™ mem-
brane. The reactant gases (hydrogen and air) are humidifi ed inside the stack, 
and the hydrogen is recirculated at the anode while the air fl ows through 
the cathode. The hydrogen pressure is regulated to 3 atm at the anode inlet 
by a pressure regulator and the Ballard fuel cell stack is maintained at 3 atm 
through a back pressure regulator at the air outlet. The oxidant fl ow rate 
is automatically adjusted to a constant value of 4.5 L/s for a programmable 
load, via a mass fl owmeter to ensure suffi cient water removal at the cathode. 
Hydrogen is replenished at the same rate as it is consumed. The stack tem-
perature measured at the air outlet is maintained in a range from 72°C to 
75°C by internal water to produce the maximum power output. The simpli-
fi ed diagram of the Ballard system is depicted in Figure 6.3. PGS105 system 
is more likely to be a presetting control system instead of a feedback control 
system. If it is out of the ranges of setting, the system is automatically shut 
down. The safety concern for the fuel cell system and the person operating 
this system must be handled with a high priority before a control scheme is 
implemented. For instance, a low cell voltage, stack overload, high tempera-
ture, hydrogen leaking detector, and pressure difference between the anode 
and the cathode must be considered in the fuel cell control system to prevent 
a fatal accident and severe damage to the fuel cell system.

FIGURE 6.3
PEMFC stack based on PGS105B system. (From Hamelin, J. et al., Int. J. Hydrogen Energ., 26, 

625, 2001. With permission.)
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6.2.3 Electric Drives Subsystem

A fuel cell vehicle is an “electric drive” vehicle. The rotating torque of the 
traction motor in the FCV is powered by electricity generated by the fuel 
cell. Induction motors, permanent magnet (PM) synchronous motors, and 
switched reluctance motors (SRMs) can be used for FCV applications [23]. 
More details about control and integration of electric drives system in FCV 
will be explained in the following sections.

6.3  Hybrid Electric Vehicles and Fuel Cell 

System Design for Electric Vehicles

Today, combustion engine/hybrid electric vehicles (HEVs) such as the 
Toyota Prius and Honda Civic Hybrid are very successful. However, 
HEV still heavily depends on oil. FCVs will, therefore, be the next wave 
of  electric-drive vehicles after HEV, even though the issues of hydrogen 
refueling infrastructure and high cost of PEMFC have to be solved before 
commercialization. Before presenting the fuel cell vehicle architecture, it is 
necessary to describe hybrid vehicle architectures for a better understand-
ing of the fuel cell vehicle technology because, generally, FCVs also belong 
to the HEVs. Since hybrid vehicle uses ICE and electric motor/generator, 
there are several series and parallel confi gurations. These hybrid vehicle 
technologies can increase the effi ciency and fuel economy through the use 
of regenerating energy during braking and storing energy from the ICE 
coasting.

6.3.1 Series Hybrid Electric Vehicles

In series hybrid vehicles, the ICE mechanical output is fi rst converted into 
electricity by a generator and the onboard battery charger uses dynamic 
braking energy from the motor to charge the battery (Figure 6.4). So, the 
converted electricity either charges the battery or can bypass the bat-
tery to propel the wheels via the same electric motor and mechanical 
transmission.

In series hybrid vehicles, ICE is operated at its optimal speed and torque 
according to its speed–torque characteristics, because it is fully decoupled 
from the driven train wheel. Hence, low fuel consumption and high effi -
ciency can be achieved. The disadvantage of the series hybrid vehicle is 
that it has low effi ciency compared to other parallel and combination con-
fi gurations because it has two energy conversion stages (ICE/generator and 
generator/motor).
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There are six possible different operation modes in a series HEV [25]:

 1. Battery alone mode: engine is off, vehicle is powered by the battery 
only

 2. Engine alone mode: power from ICE/G

 3. Combined mode: both ICE/G set and battery provide power to the 
traction motor

 4. Power split mode: ICE/G power is split to drive the vehicle and 
charge the battery

 5. Stationary charging mode

 6. Regenerative braking mode

6.3.2 Parallel Hybrid Electric Vehicles

As shown in Figure 6.5, ICE and motor are connected in parallel to drive the 
wheels in the parallel HEV. It allows to choose from the three options: (1) 
both ICE and motor, (2) ICE alone, and (3) motor alone.

Normally at low speeds, the motor-alone drive strategy is preferred because 
it has a high effi ciency than the ICE; the ICE is used at high speeds. Similar to 
a series HEV, during regenerating braking, the electric motor can be used as 
a generator to charge the battery and this battery can also absorb power from 
the ICE when the output power is greater than the required power.

The advantage of the parallel HEV is that it has fewer energy conver-
sion stages than the series HEV, which leads to less power loss in the par-
allel HEV. Another advantage over the series HEV is that a smaller ICE 
and a smaller motor can be possible as long as enough battery energy is 

FIGURE 6.4
Series hybrid vehicle confi guration. (From Emadi, A. et al., IEEE Trans. Power Electron., 21(3), 

567, 2006. With permission.)
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provided. The following are the possible different operation modes of a 
parallel hybrid [25]:

 1. Motor alone mode: engine is off, vehicle is powered by the motor only

 2. Engine alone mode: vehicle is propelled by the engine only

 3. Combined mode: both ICE and motor provide power to the drive the 
vehicle

 4. Power split mode: ICE power is split to drive the vehicle and charge 
the battery (motor becomes generator)

 5. Stationary charging mode

6.3.3 Series–Parallel Hybrid Electric Vehicles

To achieve both advantages of the series and parallel HEVs, their combination 
is considered in Figures 6.6 and 6.7. An additional mechanical link between 
the generator and the electric motor can be seen in Figure 6.6. Although the 
complex hybrid in Figure 6.7 is similar to the series—parallel HEV, the main 
difference is that the complex hybrid has a bidirectional power fl ow of the 
generator and the motor, but the series and parallel HEVs have unidirec-
tional power from the generator.

Even though these drive strategies suffer from higher complexity and cost 
problems, many hybrid vehicles still use the combination confi gurations to 
adopt the advantages of series and parallel HEVs.

The following are the possible different operation modes of a complex hybrid:

 1. Motor alone mode: engine is off, vehicle is powered by the motor only

 2. Engine alone mode: vehicle is propelled by the engine only

FIGURE 6.5
Parallel hybrid vehicle confi guration. (From Emadi, A. et al., IEEE Trans. Power Electron., 21(3), 

567, 2006. With permission.)
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 3. Combined mode: both ICE and motor provide power to the drive the 
vehicle

 4. Power split mode: ICE power is split to drive the vehicle and charge 
the battery (motor becomes generator)

 5. Generating mode (if battery is necessary to be charged, the generator 
is in active mode)

FIGURE 6.6
Series–parallel hybrid vehicle confi guration. (From Emadi, A. et al., IEEE Trans. Power Electron., 

21(3), 567, 2006. With permission.)
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6.3.4 Fuel Cell Vehicle

As seen in Figures 6.8 and 6.9, FCV can be considered as a series type hybrid 
vehicle. A typical hybrid FCV is shown in Figures 6.8 and 6.9 where the direct 
hydrogen supply to fuel cell stack is employed. The hydrogen gas that feeds 
the fuel cell stack is stored in high-pressure tanks in the vehicle. The fl ow 
rates of hydrogen and oxygen vary according to the current drawn in the 
stack. The fuel cell output is fed to the power control unit (power converters) 
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FIGURE 6.8
Hybrid FCV confi guration (Toyota).
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Typical hybrid FCV confi guration. (From Emadi, A. et al., IEEE Trans. Power Electron., 21(3), 

567, 2006. With permission.)
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to control the traction motor and the distribution of electric power from the 
fuel cell secondary ES (battery or ultracapacitor). Secondary ES not only pro-
vides additional power to the motor when accelerating, but also stores the 
power generated by braking. The traction motor generates the force to propel 
the vehicle.

Power conditioners in the power control unit must have minimal losses 
and higher effi ciency up to 80%. This section discusses how to design and 
coordinate the energy management systems, including ES, electric motors, 
electric motor controller/inverter, and auxiliaries for FCV.

6.3.4.1 Energy Management Systems for Fuel Cell Vehicles

Detailed schematic diagram of the energy management system of the fuel 
cell vehicle is shown in Figure 6.10.

The fuel cell voltage is transferred to a higher level using DC–DC boost 
converter. The output of the boost converter is fed to a three phase DC–AC 
inverter. Because traction motor needs AC voltage, the DC–AC inverter con-
verts the voltage from DC to AC with three phase variable voltage/frequency. 
The fuel cell power is also provided to the load of the electric-driven com-
ponents in the balance-of-plant (BOP) systems such as pumps, fans, blowers, 
actuators, and so on, through another DC–DC converter in Figure 6.10. The 
fuel cell system needs to be equipped with a battery system to start up or 
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Detailed schematic diagram of the energy management system of the FCV. (From Emadi, A. 
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to supply peak load demand. The battery or ultracapacitor, serving as the 
secondary power source, can be used for both load leveling and regenerative 
brake energy capture. This secondary power source can be charged during 
the steady states from the fuel cell system and be discharged during the tran-
sient period when the fuel cell system responds to sudden load changes. The 
charging and discharging processes are carried out by the battery  discharge/
charge unit through the bidirectional DC–DC converter. For simplicity of the 
control design for the bidirectional converter, a simple buck/boost converter 
is used in Figure 6.11.

In the boost mode, the switch S2 and the diode D1 are on and then the ult-
racapacitor or battery can release the energy from the ES; in the buck mode, 
the switch S1 and the diode D2 are on and the energy from the braking can 
be stored in the ES unit.

6.3.4.2  Electric Motors and Motor Controller/Inverter 
for Fuel Cell Vehicle

A FCV consists of high-voltage components at a range of 300–400 V, such as 
traction motor, inverter drive systems, battery, DC–DC converter, and so on.

The power demand of the FCV electric motor ranges from 75 to 120 kW. 
With great progress in power electronics and microcontroller-based control-
lers, compact, cost effective and high-effi cient inverters make the utilization 
of AC induction motor and brushless PM (BPM) motor in FCVs possible. 
In general, both of these motors provide high effi ciency over a wide range 
of operations, but these motors require complicated control schemes such 
as space vector pulse width modulation (SVPWM) to produce the desired 
torque through processing of the feedback signals of the current and rotor 
position when compared to DC brush motors. Traction motor plays an 
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important role in the FCV. The main characteristics of traction motor for 
vehicle applications are [26]:

High torque density and power density• 

High torque for starting at low speeds and hill climbing, and high • 
power for high-speed cruising

Wide speed range, with a constant power operating range of around • 
three to four times the base speed being a good compromise between 
the peak torque requirement of the machine and the volt–ampere 
rating of the inverter

High effi ciency over wide speed and torque ranges, including low • 
torque operation

Intermittent overload capability, typically twice the rated torque for • 
short durations

High reliability and robustness appropriate for the vehicle • 
environment

Acceptable cost• 

The PM synchronous or PM brushless motors, induction motors, and SRMs 
in Figure 6.12 are used for traction applications.

Torque/power–speed characteristics required for traction applications are 
shown in Figure 6.13. Idealized torque/power–speed characteristics for these 
applications are illustrated in Figure 6.14.

In Figure 6.14, three torque/power regions are observed. In the constant 
torque region I, the maximum torque capability especially at low speed 
ranges is determined by the current rating of the inverter and the ratio of 
magnitude of inverter output voltage to inverter frequency is adjusted to 
maintain air-gap fl ux approximately constant in this region [27]. As the maxi-
mum available voltage of the inverter is reached, the constant torque region I 
is switched to the constant power region II. In this region, the stator voltage 

FIGURE 6.12
Main traction machine technologies [30]: (a) IM, induction machine; (b) SRM, switched reluc-

tance machine; (c) PMM, permanent magnet machine.
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is held at its rated value and the stator current is regulated to obtain constant 
power [28]. The motor operates in fl ux-weakening due to the inverter voltage 
and current limits. As the frequency continuously keeps increasing in this 
mode, it operates with reduced air-gap fl ux by increasing slip to maintain the 
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stator current at its limit. When slip is reached to a value corresponding to 
the pull-out torque, region II is switched to region III. In region III, the stator 
voltage is held at its rated value and the slip speed is regulated just below its 
pull-out torque value. Slip will be kept just below its pull-out torque value. 
The torque and the power reduce due to the increasing infl uence of the back 
electromotive force (EMF). In traction applications, a wide range of speed 
control and control beyond constant power range are also needed.

Since induction motors are simple and robust as well as having a wide 
speed range, it is desirable for traction application. Good dynamic torque 
control performance can be achieved by fi eld-oriented control (vector con-
trol) or direct torque control because an induction machine can be modeled 
with d–q model so as to behave just like a DC machine [25]. However, the 
effi ciency of an induction motor is lower than a PM motor due to the rotor 
loss and its size bigger than the same power- and speed-rated PM motor. 
The PM motor has a high effi ciency, high torque, and high power density, 
but has a short constant range which can limit its fi eld weakening capability 
when compared with an induction motor. The SRM is also a good candidate 
for traction application due to its simple and rugged construction, simple 
control, ability of extremely high speed operation, and harzard-free opera-
tion [25]. But, SRM has not been widely used and is much expensive than 
other motors. The motor controller–inverter system converts the power of 
the battery or the fuel cell DC power to AC power to control AC and BPM 
motors by insulated gate bipolar transistors (IGBTs) serving as the high 
power switching devices.

6.3.4.3 Auxiliary Systems in Fuel Cell Vehicles

Auxiliary systems in FCVs such as pumps, air conditioners, various sen-
sors and gauges in the electric drive systems can work at voltages of 12, 140, 
300 V or at the standard voltage of 42 V. The auxiliary systems as well as 
other systems must maintain high effi ciency, low electromagnetic interface 
(EMI), electromagnetic compliance (EMC), and low cost. The design change/
optimization of FCV varies based on the manufacturers and vehicle models. 
Basic design rules for hybrid FCV is to consider how to construct the energy 
management systems, electric motors, motor controller, and auxiliary sys-
tems as mention above. By downsizing the related electric drive systems and 
components, cost reduction is possible.

6.4 Control of Hybrid Fuel Cell System for Electric Vehicles

According to the FCV components described in Section 6.2, there are three 
major control modules of FCVs: drivetrain control including power control, 
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motor/inverter control, and fuel cell control including a fuel processor. Using 
a fuel processor may make the system very complex. The detailed control 
descriptions of fuel cell processor are out of scope of this book, however, 
a simplifi ed control of fuel cell processor will be described.

6.4.1 Drivetrain Control

Drivetrain control manages all signals of the driver and system operat-
ing condition signals such as key states (start-up or shutdown), accelerator 
pedal position, select gear or brake position, master cylinder pressure, tem-
perature, displays of speed, torque, current, mileage, and so on. Based on 
the power demand of the electric motor on the road condition and vehicle 
capacity, the desired current signal is calculated through the main micro-
processor, and then this calculated current signal is fed to the fuel cell 
control and power control modules. Since the drivetrain control is closely 
related to the power control in FCV, the following section will be helpful for 
the understanding of the drivetrain control.

6.4.2 Power Control

 1. Power control: Power control module controls the power fl ow 
between the fuel cell system, the ES (battery or ultracapacitor), and 
the drivetrain, based on the motor power command and the energy 
level of the ES. Three power control modes are given as follows [24]:

 i. Standstill mode: It is an idle mode. Neither the fuel cell system 
nor the ES is inactive.

 ii. Braking mode: The fuel cell system is inactive, but the regenera-
tive braking energy is absorbed into the ES until the ES is fully 
charged.

 iii. Traction mode: There are two cases in the traction model. One 
is the hybrid mode and the other is the sole mode. In the hybrid 
mode, if the command motor input power Pcomm is greater than 
the fuel cell total rated power Pfc, the hybridization mode is 
active. So, the fuel cell system produces the rated power within its 
optimal operating region and the remaining power (Pcomm − Pfc) 
is covered by the ES system. In the sole mode, if the com-
mand motor input power is less than the fuel cell-rated power, 
the energy difference between the fuel cell and the motor is 
absorbed by the ES system until it reaches its maximum charg-
ing level. In this case, the fuel cell system is the only source to 
drive the vehicle.

Once being fully charged, the ES system alone drives the vehicle until the 
energy level of the ES system reaches its minimum level.
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 2. Inverter control: Nowadays, the real-time microprocessor makes 
possible the advanced inverter switching method like SVPWM 
and vector control for AC induction motors. SVPWM is a special 
technique to determine the switching sequence of the upper level 
power of the three power transistors in a three-phase voltage 
source inverter. It can not only generate less harmonic distortions 
in the output voltages or current in the winding of the motor load, 
but also provides more effi cient use of the DC input voltage, when 
compared with the sinusoidal PWM. For vector control of an AC 
induction machine, the machine has to be modeled in detail. In 
Appendices C and E, induction machine modeling, vector con-
trol, and SVPWM for HEV applications are described in detail. 
In Appendix D, explanation for the coordinate transformation of 
induction machine modeling and vector control is given. Here, 
indirect and direct fi eld-oriented control schemes are introduced 
briefl y. Since the time of the introduction to the fi eld-oriented con-
trol, the indirect fi eld-oriented control method has become more 
popular, due to its feasibility, for achieving a reliable and accu-
rate speed and torque control than the direct method. The direct 
scheme electrically determines the rotor fl ux position using fi eld 
angle sensors, while the indirect scheme determines the rotor 
fl ux from the calculation of the slip speed of the rotor. This fi eld-
oriented control is based on three major factors: (1) the machine 
current and voltage space vectors, (2) the transformation of a 
three-phase speed and time-dependent system into a two coordi-
nate time invariant system, and (3) effective PWM pattern genera-
tion [28]. Because of these factors, AC machine can be modeled like 
DC machine and can achieve a good transient and steady-state 
control performance. Field-oriented controlled machines have two 
components: the torque component (aligned with the q coordinate) 
and the fl ux component (aligned with the d coordinate). In a con-
ventional indirect vector control mode shown in Figure 6.12, the 
d-axis current producing the fl ux is controlled to be constant and 
the q-axis current producing the torque is controlled to have the 
machine to operate at the speed at which the machine supplies the 
maximum output power. Torque can be controlled by regulating 
iq

e

s and slip speed ωe − ωr. Rotor fl ux can be controlled by i 
e

ds [27]. 
The main disadvantage of the indirect vector control is that it is 
too sensitive to motor parameters, and therefore, the accuracy of 
the control gain is highly required (Figure 6.15).

6.4.3 Fuel Cell Control

First of all, a fuel cell has a continuous supply of reactants adjusted by the 
load current. Hence, the internal states (humidity, temperature, and pressure) 
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and external inputs (hydrogen and oxygen) have to be properly controlled 
to prevent from reactant starvation. The temperature of a fuel cell system 
reaches the steady state through the humidity controller and the tempera-
ture controller. The energy for the cold start-up of the fuel cell can be sup-
plied by the backup battery (Figure 6.16).

Using a microprocessor or a DSP, the internal states and internal input 
can be controlled. The control scheme is shown in Figure 6.16. In Figure 
6.16, control commands are issued for opening and closing the hydrogen 
solenoid valve and purge valve of the system. The speed of the air compres-
sor varies according to the current demand. The speed of the cooling fan is 
controlled to regulate the fuel cell stack temperature through air compres-
sor. The fuel cell operating temperature is maintained at 65°C by varying 
the speed of the cooling fan. In addition, the pressure difference between 
the anode and the cathode can be minimized to prolong the stack life by 
controlling the actuator on both anode and cathode sides.

6.4.4 Fuel Processor or Reformer

In [30], a simple model of a reformer that generates hydrogen through reform-
ing methanol was introduced. Using a second-order transfer function model, 
the mathematical form of the fuel fl ow response to an input step of methanol 
fl ow is given as follows:
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where
qH2

, hydrogen fl ow rate [mol/s]
qmethanol, methanol fl ow rate [mol/s]
CV, conversion factor [kmol of hydrogen per mole of methanol]
τ1, τ2, reformer time constant [s]

A proportional integral (PI) controller determines the methanol fl ow into 
the reformer by controlling the hydrogen fl ow according to the current as 
shown in Figure 6.14. The oxygen fl ow is determined by the hydrogen– 
oxygen fl ow ratio rH–O (Figure 6.17).

6.5 Fault Diagnosis of Hybrid Fuel Cell System

Fault diagnosis is to detect, isolate, and identify an impending or incipient 
failure condition—the affected component in the hybrid fuel cell system 
is still operational even though at a degraded mode. In this section, fault 
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diagnostic issues and procedures will be described by using a practical 
system Nexa fuel cell stack of 1.2 kW [31].

6.5.1 Fuel Cell Stack

The 1.2 kW Nexa fuel cell stack output voltage varies with power, ranging 
from ~43 V without load to ~26 V with full load. During operations, the fuel 
cell stack voltage is monitored for fault diagnosis, control, and safety purposes. 
A cell voltage checker (CVC) system monitors the performance of individual 
cell pairs and detects the presence of a poor cell. The Nexa unit will shut 
down if a cell failure or a potentially unsafe condition is detected in the fuel 
cell stack.

6.5.2 Hydrogen Supply System

The fuel-supply system monitors and regulates the hydrogen supply to the 
fuel cell stack. The main concern of the fuel (hydrogen) supply system is the 
safety of hydrogen supply for the fuel cell. The fuel supply operation is taken 
into account in the following components:

A pressure transducer monitors fuel delivery conditions to ensure • 
an adequate fuel supply is present for Nexa system operation.

A pressure relief valve protects downstream components from over-• 
pressure conditions.

A solenoid valve provides isolation from the fuel supply when not • 
in operation.

A pressure regulator maintains appropriate hydrogen supply pres-• 
sure to the fuel cell.

No

k3

k3

CV

2FU
+ –

τ3s

τ1τ2s2 + (τ1 + τ2)s + 1

rH–O

1 qO2

qH2

qmethanol

I

FIGURE 6.17
Reformer and reformer controller model. (From El-Sharkh, M.Y. et al., IEEE Trans. Power Deliv., 

19(4), 2022, 2004. With permission.) Note: I, stack current [A]; No, number of series of fuel cells in 

the stack; F, Faraday’s constant [C/kmol]; U, fuel utilization factor; k3, PI controller gain; τ3, PI 

controller time constant; qO
2
, oxygen fl ow rate [mol/s]; rH–O, hydrogen–oxygen fl ow ratio.
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A hydrogen leak detector monitors the hydrogen levels near the fuel • 
delivery subassembly. Warning and shutdown alarms are imple-
mented for product safety.

The accumulation of nitrogen and water on the anode side degrades • 
the fuel cell performance monitored by the purge cell voltage, and a 
hydrogen purge valve at the stack outlet is periodically opened to fl ush 
out inert constituents in the anode and to restore performance.

Only a small amount of hydrogen purges from the system, less than one 
percent of the overall fuel consumption rate. Purged hydrogen is discharged 
into the cooling air stream before it leaves the Nexa system. Hydrogen 
quickly diffuses into the cooling air stream and is diluted to a level much 
less than the lower fl ammability limit (LFL). The hydrogen leak detector, 
situated in the cooling air exhaust, ensures that fl ammable limits are not 
reached.

6.5.3 Air, Humidifier, and Water Management Systems

Like the anode side, the cathode side needs two actuators to control both the 
pressure and the air fl ow. These two actuators can minimize the pressure 
difference between the anode side and the cathode side, and control the air 
fl ow through the compressor because the fuel cell output voltage is largely 
dependent on the air fl ow.

Oxidant air has to be humidifi ed for proper operation of fuel cells. Excess 
product water may cause fl ooding, which results in loss of cell potential. So, 
excess water needs to be evaporated passively into the surrounding environ-
ment, or alternatively, product water can be drained and collected through 
the water management system. However, small amount of water also causes 
membrane drying, which is one of the reasons to reduce cell potential. By 
monitoring the cell potential during the operation, fl ooding and drying will 
be alarmed.

6.5.4 Hydrogen Diffusion and Cooling Systems

The hydrogen quickly diffuses into the cooling air and is diluted to levels 
far below the LFL of hydrogen. For safety purpose, a hydrogen sensor is 
located within the cooling air outlet stream and it provides feedback to the 
control system. The control system generates warning and alarm signals if 
the hydrogen concentration approaches 25% of the LFL. The LFL of hydro-
gen is defi ned to be the smallest amount of hydrogen that will support a self-
propagating fl ame when mixed with air and ignited. At concentrations less 
than the LFL, there is insuffi cient fuel present to support combustion. The 
LFL of hydrogen is 4% by volume.
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6.5.5 Safety Electronics System

Unusual or unsafe operating conditions result in either a warning or alarm, 
and may cause an automatic shutdown, depending on the severity. During 
a warning, the Nexa power module continues to operate and the controller 
attempts to remedy the condition. During an alarm, the controller initiates a 
controlled shutdown sequence. There are two kinds of error levels [4].

First level errors

Lower cell voltage: Alarm if one cell voltage drops below 0.3 V.• 

Stack overload: It varies on the stack power capacity. If 125%–150% • 
rate current is drawn, an alarm signal is activated.

High temperature: The temperature exceeds 87.4°C.• 

Second level errors
These cases enforce the system to disconnect all power supply from the sys-
tem components and all valves are set to their initial conditions.

High-level hydrogen: According to the hydrogen sensor, when the • 
hydrogen level is 15% over the LFL, an early alarm is triggered, and 
when 25% over the LFL, an error signal is turned on.

Pressure difference protection: If the pressure difference between the • 
anode and cathode sides is over 0.5 bar, an error signal is initiated.
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7
Application of Fuel Cells in Utility Power 
Systems and Stand-Alone Systems

7.1 Introduction

Fuel cells ranging from subkilowatt portable power units to multimegawatt 
stationary power plants are emerging to deliver clean and effi cient power. 
This new technology is suitable for producing heat and power for residential, 
commercial, and industrial customers. Because of high fuel conversion effi -
ciency, combined heat and power generation fl exibility, friendly siting char-
acteristics, negligible environmental emissions, and lower carbon dioxide 
emissions, fuel cells are considered at the top of the desirable technologies 
for a broad spectrum of power generation applications. Among the available 
fuel cells, the polymer electrolyte membrane fuel cell (PEMFC) is seen as the 
system of choice for portable, vehicular, and residential applications.

In the United States, the Federal Energy Regulatory Commission has issued 
several rules and Notices of Proposed Rulemaking to set the road map for 
the utility deregulation. The California crisis has drawn great attention and 
sparked intense discussion within the utility industry. One possible solution 
is to rejuvenate the idea of integrated resource planning and promote the 
distributed generation (DG) via traditional or renewable generation facilities 
for the deregulated utility systems. The technology challenges of PEMFCs 
relating to the low-temperature operation include water management, heat 
removal, and anode poisoning by trace amounts of CO present in hydrocar-
bon-derived fuels.

Fuel cell is the most promising renewable generation technology for the 
residential and small commercial users. Fuel cells are static energy conver-
sion devices directly converting the chemical energy of fuel into electrical 
energy. Compared with conventional power generation systems, they have 
many advantages, such as high effi ciency, zero or low emission (of pollutant 
gases), and fl exible modular structure. Fuel cell is a promising energy form 
that is expected to play an important role in future DG applications.

It is desirable for these renewable generation facilities to be interconnected 
with the utility grid to perform peak shaving, demand reduction, and to 
serve as emergency and standby power supply. However, the emerging inte-
gration problems including control strategy design, energy management, 
mismatch between the utility tie protection and the equipment protection, 
etc., need to be studied and solved. Fuel cell DGs can either be connected to a 
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utility power system for network reinforcement or installed in a remote area 
to supply stand-alone power. This chapter is aimed to introduce the applica-
tions of fuel cells to the utility power systems and stand-alone applications.

7.2 Utility Power Systems and Residential Applications

One of the most important applications of fuel cells is utility power systems. 
The frequent occurrence of faults or big disturbances in power distribution 
systems causes the problem of loss of power supply; the energy transfer 
through the transmission network from generation plants in remote areas 
increase the energy cost. It is desirable to install renewable generation facili-
ties near the customers to avoid the frequent occurrence of loss of power 
supply and the high energy cost. This section will discuss the technologies 
of fuel cell installation in the distribution systems.

7.2.1  Modeling and Control of PEMFC-Distributed 
Generation System

Wang et al. [1] proposed a typical confi guration of fuel cell DG system, 
shown in Figure 7.1. The system confi guration ratings and parameters are 
given in Table 7.1. PEMFC power plant consists of 10 parallel-connected fuel 
cell arrays. Each array is rated at 48 kW, for a total of 480 kW. A boost con-
verter is used to adapt the output voltage of each fuel cell array to the DC bus 
voltage. In addition, a three-phase six-switch inverter is used to convert the 
power available at the dc bus to ac power. Following the inverter, a LC fi lter 
is applied, which is followed by a transformer to increase the ac voltage from 
208 V to 12.5 kV, the voltage level of the utility grid.

The parameters used in this structure are given in Table 7.1.

7.2.1.1 Modeling of PEMFCs

To simplify the analysis, the following assumptions are made [2]:

 1. One-dimensional treatment.

 2. Ideal and uniformly distributed gases.

 3. Constant pressures in the fuel cell gas fl ow channels.

 4. The fuel is humidifi ed and the oxidant is humidifi ed air. Assume 
that the effective anode water vapor pressure is 50% of the saturated 
vapor pressure while the effective cathode water pressure is 100%.

 5. The fuel cell works under 100°C and the reaction product is in liquid 
phase.
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 6. Thermodynamic properties are evaluated at the average stack tem-
perature, temperature variations across the stack are neglected, 
and the overall specifi c heat capacity of the stack is assumed to be a 
constant.

 7. Parameters for individual cells can be lumped together to represent 
a fuel cell stack.

7.2.1.2 Equivalent Electrical Circuit

According to the assumptions, the output voltage of fuel cell is given as

 
= − − −out C act1 ohmV E V V V

 (7.1)
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TABLE 7.1

Confi guration Parameters of the Proposed System

PEMFC power plant 216 V/480 kW

Ten 48 kW fuel cell arrays are connected in 

parallel

PEMFC array 216 V/48 kW, consisting of 8 (series) × 12 

(parallel) 500 W fuel cell stacks

Boost DC–DC converter 200 V/480 V, 50 kW each

10 units connected in parallel

3-Phase DC–AC inverter 480 V DC/208 V AC, 500 kW

LC fi lter Lf
 = 0.15 mH, Cf

 = 306.5 μF

Step-up transformer Vn = 208 V/12.5 kV, Sn = 500 kW

R1 = R2 = 0.005 p.u., X1 = X2 = 0.025 p.u.

Coupling inductor X = 50 Ω
Transmission line 0.5 km ACSR 6/0

R = 2.149 Ω/km, X= 0.5085 Ω/km

DC bus voltage 480 V

AC bus voltage 120/208 V
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where
R is the gas constant, 8.3143 J/(mol ⋅ K)
E0 is the standard reference potential at standard state, 298 K and 1 atm 

pressure
T is the temperature (in Kelvin)

2

*
Hp  is the effective value of partial pressure of hydrogen

2

*
Op  is the effective value of partial pressure of oxygen

I is the fuel cell current (A)
Ilimit is the limitation current (A)
z is the number of electrons participating
F is the Faraday constant (96,487 C per mole)
Rohm is the conducting resistance between the membrane and electrodes.
η0 is the temperature invariant part of Vact (in volts)
a are the constant terms in Tafel equation (in volts per Kelvin)

From Equation 7.1, we can get an equivalent circuit of the fuel cell voltage, 
as in Figure 7.2.

7.2.1.3 Energy Balance of the Thermodynamics

The net heat casing its temperature to vary, which is generated by the chemi-
cal reaction inside the fuel cell, can be expressed as follows:

 net chem elec sens+latent lossp p p p p= − − −� � � � �
 (7.2)

where p
.
net, p

.
chem, p

.
elec, p

.
sens+latent, and p

.
loss are net energy of fuel cell, chemical 

energy, electrical energy, sensible and latent heat, and the heat loss, respec-
tively. Their values are given in [2].

FIGURE 7.2
Equivalent electrical circuit of the double-layer charging effect inside the PEMFC.
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7.2.1.4 Control Design for PEMFCs

Two controllers are designed for the boost DC–DC converter and the three-
phase voltage source inverter.

7.2.1.4.1 Controller Design for the Boost DC–DC Converter

To design the controller for the boost DC–DC converter, we need to fi rst build 
its state space model.

The equivalent circuit of the boost DC–DC converter is given in Figure 7.3.
The small signal state space model for the boost DC–DC converter is given 

as follows [1]:
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(7.3)

where X1 and X2 are the steady-state values of iLdd
 and vCdd

, respectively, and 
D is the pulse duty ratio at the rated operating point. Other variables are 
given in Figure 7.3.

A PI controller is designed based on Equation 7.3, whose parameters are 
given in Table 7.2.

7.2.1.4.2 Controller Design for the Three-Phase Voltage Source Inverter

A three-phase pulse-width modulation controller is designed for the inverter 
to satisfy voltage regulation as well as to achieve real and reactive power 
control. A voltage regulator is used in this design to take the error signals 
between the actual output voltage in dq frame (Vd,q) and the reference voltage 

FIGURE 7.3
Boost DC–DC converter.
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(Vd,q(ref)) and generates the current reference signals (Id,q(ref)) for the current 
control loop. The overall control design is given in Figure 7.4 [1].

7.2.2 Operation Strategies

In this section, we will introduce a concept of cogeneration of fuel cells for resi-
dential applications, proposed in [3]. Residential fuel cells have been launched 
recently. However, studies regarding hydrogen networks, hydrogen energy 
society, use of recovered heat from fuel cells in combined heat and power 

TABLE 7.2

Parameters of the Boost DC–DC 
Converter

Ldd 1.2 mH

Cdd 2500 μF

DN 0.5833

R (equivalent load) 4.608 Ω
X1 250 A

X2 480 A

Kdi 20

Kdp 0.02

FIGURE 7.4
Overall control design for the three-phase voltage source inverter.
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mode, and production and delivery of hydrogen are required. Neither a clear 
blueprint nor a clear path exists for achieving a future hydrogen energy soci-
ety [4,5]. A cooperative and coordinated manner of operation and a hierarchi-
cal control of DG are necessary to avoid disorder and to sustain the reliability 
of power systems when a large number of DG systems are employed.

The concept of cogeneration via networked fuel cells is presented in Figure 7.5 
[3]. Five homes are connected to the energy network, which provides the elec-
tricity interchangeable between the existing grid and fuel cells. Hot water pip-
ing is installed, and three homes are equipped with fuel cell stacks. Hydrogen 
is interchangeable between them via hydrogen piping. Two of these homes are 
also equipped with fuel processors that are constantly operated at their rated 
load without any interruption while producing hydrogen effi ciently. The fuel 
cell stacks are operated depending on the load of the homes.

Based on the structure of the cogeneration network, four operation strat-
egy (OS) rules were proposed and studied in [3].

OS Rule 0: The electricity dispatch of each fuel cell is generated to match the 
electricity demand of the home in which the fuel cell is installed. Electricity 
interchange is not available between them.

OS Rule 1: All the fuel cells equally share the total electricity demand of the 
homes.

OS Rule 2: A logic similar to that used for internal combustion engines and 
unit controls is applied. The fuel cells are switched on one by one as the elec-
tricity demand increases and vice versa.

FIGURE 7.5
Example of proposed energy network for residential homes.
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OS Rule 3: The fuel cells are switched on one by one as the electricity demand 
increases, similar to Strategy 2; however, all the fuel cells, which are switched 
on, equally share the total electricity demand. In this strategy, Strategies 1 
and 2 are combined.

Rule 0 is proposed as a baseline case of the analysis in this structure. 
Rule 1 deals with partial load operations, which provide higher electricity 
generation effi ciencies and fuel cells can be operated for longer periods 
than in other Rules. Thus, Rule 1 provides effi cient electricity supply rather 
than hot water supply. In Rule 2, the fuel cells are operated at partial load 
while the others at the rated load, which provides the highest heat recovery 
effi ciency. This rule attempts to recover hot water (heat) from the fuel cells 
in the most effi cient manner. Rule 3 is the intermediate one between Rules 
1 and 2.

Details of this cogeneration concept and the simulation results can be 
found in [3].

7.3 Stand-Alone Application

The available power of a fuel cell power plant may not be able to meet 
load demand capacity, especially during peak demand or transient events 
encountered in stationary power plant applications. Normally, fuel cells 
need to work together with other sources to meet high load demand capacity. 
An ultracapacitor (UC) bank is commonly chosen for this purpose, which 
can supply a large burst of power, but it cannot store a signifi cant amount of 
energy. Uzunoglu and Alam [6] proposed the modeling and control strate-
gies for a combination of a fuel cell and an UC bank.

7.3.1  Dynamic Modeling of Fuel Cells and 
Ultracapacitor Bank

7.3.1.1 Modeling of Fuel Cell

A dynamic model was proposed in Figure 7.6 [6]. In this model, relation-
ship between the molar fl ow of any gas (hydrogen) through the valve and its 
partial pressure inside the channel, and three signifi cant factors—hydrogen 
input fl ow, hydrogen output fl ow, and hydrogen fl ow during the reaction—
are considered.

Assuming constant temperature and oxygen concentration, the fuel cell 
output voltage can be expressed as follows:

 cell act ohmicV E= + η + η
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where

 
η = −act FC'ln( )B CI

 
η = − int

ohmic FC'R I

and

 

⎡ ⎤⎡ ⎤
⎢ ⎥⎢ ⎥= +
⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦

22 O
0 0

2

H
log

2 H O

p pRT
E N E

F p

The cell voltage is a sum of three voltages, which can be seen in Figure 7.6.

7.3.1.2 Modeling of Ultracapacitor Bank

The classical equivalent model of UC is given in Figure 7.7. It consists of an 
equivalent series resistance, an equivalent parallel resistance, and a capaci-
tor. Due to the limited capacitor of an UC, a bank of UCs needs to be used via 
series and parallel connections.

7.3.2  Control Design of Combined Fuel Cell 
and Ultracapacitor Bank

In this structure, the fuel cell system and the UC bank are connected through 
a power diode, which is shown in Figure 7.8.

The fuel cell system, which decides the voltages of the UC bank and the 
load, prevents the power capability of the UC bank from being fully utilized. 
The power sharing between the fuel cell system and UC bank is determined 
by the total resistance between these two systems. The main control strategy 
for the combined system can be summarized as follows [6]:

FIGURE 7.7
Classical equivalent model of ultracapicator.

ESR

EPR C
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 1. During low power demand periods (< 5 kW), the fuel cell system 
generates up to its load limit and the excess power is used to charge 
the UC. The charging or discharging of the UC bank occurs accord-
ing to the terminal voltage of the overall load requirements.

 2. During high power demand periods (≥ 5 kW), the fuel cell system 
generates the rated power and the UC is discharged to meet the extra 
power requirements that cannot be supplied by the fuel cell system.

 3. Short-time power interruptions in the fuel cell system can only be 
supplied by the UC bank.

 4. The UC bank is designed to avoid overcharge or undercharge 
conditions.

 5. About 75% of the initial energy stored in the UC bank can be utilized 
if the terminal load voltage is allowed to decrease to 50% of its initial 
value.

To realize the control system of the above mentioned combined system, PI 
controllers, ideal switching elements, and current and voltage sensors are 
used in the simulation model.

7.3.3 Active and Reactive Control for Stand-Alone PEMFC System

Based on the real power and reactive power of synchronized generators in 
power grids, a similar model for real power and reactive power control was 
proposed in [7].

Assume a lossless inverter and a small phase angle sin(δ) ≅ δ, using the 
output voltage and the output power and electrochemical relationships, the 
relationship between output voltage phase angle δ and hydrogen fl ow qH2 is 
obtained:

FIGURE 7.8
Combination of fuel cell system and UC Bank.

FC 
system 

UC 
bank 

Diode 

Control strategy for the combined system 

DC bus 



Application of Utility Power and Stand-Alone Systems 137

FI
G

U
R

E 
7.

9
R

ea
l 

p
o

w
er

 a
n

d
 r

ea
ct

iv
e 

p
o

w
er

 c
o

n
tr

o
l 

fo
r 

fu
el

 c
el

l 
sy

st
em

. 
(F

ro
m

 E
l-

S
h

a
rk

h
, 

M
. 

et
 a

l.
, 

IE
E

E
 T

ra
ns

. P
ow

er
 S

ys
t.,

 1
9(

4)
, 
20

0
4
. 

W
it

h
 p

er
m

is
si

o
n

.)

2k
r

k r
Rin

t
B 

ln
 (C

I)

s
s

k
k

6
5

+

r H
–O1

K H
2

1+
τ H

2s
1

K H
2O

1+
τ H

2O

1
K O

2

1+
τ O

2s
1

p H
2O

p H
2 p O

2
FRT

E=
N

0 
 E

0+
0.

5

lo
g

2

N
0m

V s

2F
U

X

CV
k 3 sk 33 τ

N
0

2F
U

Li
m

it
Sw

itc
h

D
C–

AC
In

ve
rt

er
eq

s(
7.

2–
7.

4)

+ 

+ 

+ 

+ 
+ 

_
_

_ 

_ 

_ 
_ 

re
f

m
et

h
q

q m
et

ha
ne

q H
e

q O
e

I

p H
2

p H
2O

p O
2

ce
ll

V
m

V a
c

V r QP a
c

τ 1
τ 2

s2 +
(τ

1+
τ 2

)s
+

1



138 Fuel Cells: Modeling, Control, and Applications

 
δ = 2

s o

2
H

FUX
q

mV N

As we know, for synchronized generators, to increase the amount of steam 
input to the turbine can increase the output power, which is used to con-
trol the output power of synchronized generators. A similar scenario can be 
adopted to control the output power from the fuel cell system, the only dif-
ference is that there is no speed change, which can affect the frequency.

In the fuel cell system, the frequency is fi xed at 60 Hz by the inverter. 
Figure 7.9 shows that the amount of hydrogen fl ow can be controlled manu-
ally or automatically according to the methane reference signal and the 
current feedback signal, respectively, and the current feedback signal is pro-
portional to the terminal load. A limit switch is added to control the amount 
of hydrogen, which simulates the actual switch setting of the fuel cell sys-
tem. Using the methane reference signal, qmethref 

, the operator can manually 
set the power output from the fuel cell system to a value less than the maxi-
mum value set by the limit switch.

For a synchronized generator, controlling its reactive power is achieved by 
controlling the excitation voltage, which controls the generator output volt-
age and the amount of reactive power fl owing in or out of the generator. In 
the fuel cell system, the reactive power can be controlled by the modulation 
index m. The modulation index controls the terminal voltage value, which 
also controls the reactive power output from the fuel cell system. The modu-
lation index m can be set manually using the voltage reference signal Vr.
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8
Control and Analysis of Hybrid 
Renewable Energy Systems

8.1 Introduction

Due to its capacity and operating characteristics, fuel cells normally work 
together with other alternative sources, for instance, the wind and the solar. 
Several main issues, including system confi guration design, control methods, 
and power conditioning system design, need to be considered. Hybrid renew-
able energy power systems (HREPSs) combine two or more energy conver-
sion devices, or two or more fuels for the same device, that when integrated, 
overcome limitations inherent in either. Characteristics of distributed energy 
resources are (1) normally located at or near the point of use, (2) locational 
value, and (3) distribution voltage [1].

The advantages of hybrid renewable energy systems are [1]:

Enhanced reliability• : Incorporating heat, power, and highly effi cient 
devices (fuel cells, advanced materials, cooling systems, etc.) can 
increase overall effi ciency and conserve energy for a hybrid system 
when compared with individual technologies.

Lower emissions• : HREPS can be designed to maximize the use of 
renewable resources, resulting in a system with lower emissions 
than traditional fossil-fueled technologies.

Acceptable cost• : HREPS can be designed to achieve desired attributes 
at the lowest acceptable cost, which is the key to market acceptance.

Different alternative energy sources can complement each other to some 
extent; multisource hybrid alternative energy systems (with proper control) 
have great potential to provide higher quality and more reliable power to 
customers than a system based on a single resource. Because of this feature, 
hybrid energy systems have caught worldwide research attention [2–12].

8.1.1 Wind Power

Wind power has been available for centuries as a source of mechanical 
power, and since the 1890s as a source of electrical power. Producing power 
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from the wind is now more important than ever. It is currently one of the 
fastest growing sources of renewable energy in the United States with an 
approximately 30% annual increase over the last several years.

As a result of recent advances in technology, wind is becoming economi-
cally competitive with fossil fuels for power generation, especially in areas 
where electricity is expensive [13]. Lighter and stronger materials allow for 
greater energy capture and increase the lifespan of mechanical components. 
The newer generation of power and control electronics used in the conver-
sion of wind to electricity includes the insulated gate bipolar transistor 
(IGBT) and the digital signal processor (DSP). The latest IGBTs have both 
faster switching times and higher power ratings than previous generations, 
and the modern DSPs have more computing power and higher speeds than 
previous digital controllers. Faster switching and higher speed processing 
means higher quality power is generated with less harmonic distortion. 
Higher power ratings and greater computing capability in a single chip 
allow for reduction in total number of electronic components, which means 
smaller, less expensive systems.

Technological advances are not the only reason for the recent growth in the 
wind industry. Today, we are much more aware of the environmental and 
political problems that are associated with using fossil fuels than we were a 
few decades ago. Although there is a wide spectrum of positions on environ-
mental issues such as air pollution, global warming, and holes in the ozone 
layer, the debate now centers on the extent of the damage, not whether the 
damage is actually occurring. No one seriously believes that humans are not 
doing at least some damage to our environment. We will inevitably have to 
address this problem. Wind is obviously a much more environment-friendly 
source of energy than fossil fuels. No harmful emissions are produced and 
no water is consumed when generating power from the wind. One fact not 
widely known is that fossil fuel power generation consumes as much as 39% 
of the domestic freshwater used in the United States [14,15]. In the drier areas 
of the country, for example west Texas, optimizing water usage is critical for 
the sustainability and future growth of the populated areas, both urban and 
agricultural.

In addition to the environmental advantages of wind over fossil fuels, 
there are also political benefi ts to using wind power. Wind is both plentiful 
and renewable—the fuel is free and does not need to be conserved. There is 
more than enough wind available within our own borders to meet all our 
power demands far into the future. With the continued development and 
expansion of electric and hydrogen powered vehicles, we could reduce the 
amount of time, effort, and money spent on securing our foreign oil and gas 
supplies, which are also part of the hidden costs of fossil fuels. By producing 
a larger portion of the country’s required power from domestically avail-
able resources, we could greatly reduce the potential for problems related to 
international politics.
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8.1.2 Hybrid Power

The energy content of the wind varies with the cube of the wind speed. From 
Newton’s laws, it is known that the kinetic energy of a given mass is propor-
tional to the square of the velocity. Added to this is the fact that increasing 
the speed of the wind also increases the mass of the wind passing through a 
given plane proportionally. The result is that doubling the wind speed yields 
an eightfold increase in available energy.

However, the main disadvantage of the wind as a source of energy is its 
inherent variability. Wind energy comes in a form that typically varies with 
time. The energy can be collected only when it is available, which makes it 
unsuitable as a primary source. The traditional solution to this problem, par-
ticularly for isolated rural systems, is to supplement the wind turbine with 
a diesel generator; however, the wind–diesel combination does not entirely 
eliminate the problems associated with fossil fuel use.

8.1.3 Fuel Cell Power

An alternate remedy is to supplement the wind with hydrogen fuel cells, 
which offer the availability lacking in the wind while retaining many of the 
advantages. Wind turbines are effi cient for the collection of energy, while fuel 
cells are effi cient at producing electrical energy from hydrogen. Moreover, 
fuel cells continue to operate effi ciently under part load conditions, while 
the effi ciency of diesel generators drops substantially when operating away 
from the rated capacity.

Pure hydrogen is a clean, nonpolluting fuel. But it should be noted that the 
source of the hydrogen is an important consideration for a truly renewable 
power source. Hydrogen is potentially renewable if an electrolyzer is used 
with renewable sources like wind or solar power. Effectively, water (for the 
electrolyzer) is the only required fuel for such systems. Also, the hydrogen 
generated from electrolysis is generally of much greater purity than hydro-
gen from steam reformation of hydrocarbons.

Fuel cells alone could supply clean energy reliably, but at a much higher cost 
than the wind. Fuel cells typically cost three to fi ve times more per kilowatt of 
generating capacity than wind turbines at present, and they require fuel [16]. 
An integrated system would use wind and fuel cells in a complementary fash-
ion, offering the chance to provide steady renewable power at a lower cost. 
This can be achieved when hydrogen is generated by an electrolyzer and 
stored whenever wind power exceeds the load demand. Such a hybrid system 
could be connected to the utility network, adding reliability and security to it 
through distributed generation. A stand-alone version of the system could also 
provide power on demand for locations that are remote from the utility grid.

In this chapter, we introduce several typical designs of hybrid renewable 
energy systems.
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8.2  Hybrid System Consisting of Wind 

and Fuel Cell Sources

8.2.1 Hybrid System Simulation Components and Equations

Figure 8.1 illustrates the hybrid wind turbine–fuel cell system model con-
sidered in a recent study [17], and Table 8.1 contains the associated system 
parameters and their values. The system is modeled using MATLAB® and 

TABLE 8.1

Parameter List for Wind Turbine–Fuel Cell System

Parameter Value Description

R 3.25 m Wind turbine rotor radius

θP 2° Fixed pitch of rotor blades

Jeq 85 kg · m2 Drivetrain moment of inertia

Beq 0.5 N · m · s/rad Drivetrain damping factor

N 14 Gearbox ratio

Ra 2.639 Ω Armature resistance

La 34.6 mH Armature inductance

Rf 335 Ω Field winding resistance

Lf 156 H Field winding inductance

Kg 0.08912 Generator constant

Kf 56 Field circuit voltage gain

N 220 Number of cells in fuel cell stack

AC 136.7 cm2 Cell-active area

VA 6.495 cm3 Volume of anode

VC 12.96 cm3 Volume of cathode

Lfc 25 mH System interconnection inductance

C 25 mF System interconnection capacitance

LoadDC–AC
inverter

PEM
fuel cell

Electrolyzer H2

ifcia

DC
generator

Wind
turbine

Wind Lfc
C

H2
storage

FIGURE 8.1
Complete hybrid wind turbine–fuel cell system.
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Simulink® software and is similar to that previously described by Iqbal 
[18] with some modifi cations and corrections. In particular, the following 
changes were made to the simulation model presented in [18]:

Fuel cell stack equations replaced with a model provided by the U.S. • 
Department of Energy (DoE) [19,20], with the DoE fuel cell controller 
modifi ed to regulate stack voltage instead of fuel utilization.

DC load replaced with a DC–AC inverter and AC load model.• 

A wind turbine and fuel cell system interconnection (not specifi ed • 
by Iqbal), consisting of a fi lter capacitor and inductor, was added.

Mathematical errors in the wind turbine model derivation were • 
corrected.

A description of each of the subsystems and the governing equations is pre-
sented next.

8.2.1.1 Wind Turbine Subsystem

Wind energy is converted to electricity through the variable speed turbine 
and DC generator. The point wind speed ui, as measured by an anemometer, 
is fi rst translated to an effective wind speed ue for use in the wind turbine 
model to account for the variations in forces and torque applied to the entire 
swept area of the turbine rotor. The effective wind speed is found by using a 
spatial fi lter in state-space form [21]:

 

2
1 1 2

2 1

d /d  0.6467 0.084335

d /d  

i i iu t u u u u u

u t u

= − − +
=  

(8.1)

where u1 and u2 are the state variables used to calculate the effective wind 
speed:

 
2

e 1 20.2242 0.084335i iu u u u u= +  (8.2)

The power coeffi cient CP is the ratio of the mechanical power removed from 
the wind to the total power available in the wind passing through the tur-
bine. The instantaneous CP for a given wind turbine geometry is based on 
the tip speed ratio λ [22], which is the ratio of the speed of the rotor blade 
tip to the incoming wind speed: λ is one of the defi ning quantities used to 
determine the aerodynamic performance of a wind turbine. The tip speed 
ratio is thus given by

 0R/Vλ = ω  (8.3)

where
ω is the rotational speed of the turbine
R is the rotor radius [22]
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By allowing the rotor to change its speed as the wind speed changes, λ can 
be held constant, which means the CP also remains constant, an important 
factor for maximum energy capture. A typical maximum CP for real wind 
turbines is 0.4 due to losses.

The corresponding torque coeffi cient Cq may be found by

 q P/C C= λ 
(8.4)

The aerodynamic torque Tw induced on the rotor is defi ned as

 = ρπ λ θ3 2 2
w e q(1/2) ( ) cos ( )T R u C  (8.5)

where Cq is a function of λ. The θ in Equation 8.5 refers to the yaw mis-
alignment angle between the wind velocity and the turbine axis. In [17], the 
yaw misalignment is assumed to be zero. The following equation is used 
to determine the torque coeffi cient Cq from the manufacturer’s data for the 
considered wind turbine:

 
2 3

q ( ) 0.0281+0.0385 0.0046 0.000148C λ = − λ − λ + λ  
(8.6)

The maximum value of Cq corresponds to a tip speed ratio of approximately 
5.8. The torque calculation is subject to modifi cation due to unsteady aerody-
namics. The expected torque Twe on the rotor shaft is calculated from the aero-
dynamic torque Tw using a lead-lag fi lter in state-space form as given by [21]:

 

= − +
= − +

1 e 1 w

we e 1 w

d /d 0.0793

0.0293 1.37

T t u T T

T u T T  
(8.7)

Finally, the equation describing the complete drivetrain torque balance on 
the wind turbine side is given as

 eq eq we e(d /d )J t B T NTω + ω = −
 

(8.8)

where
Jeq is the equivalent moment of inertia for the drivetrain
Beq is the equivalent frictional damping coeffi cient
Te is the electrical torque from the generator, which is multiplied by the 

gearbox ratio N (the gearbox is used to step up the shaft speed of the 
generator)

Wind speed input to the model is introduced as a constant speed, a step 
change in speed, or a variable speed profi le. The variable speed wind is simu-
lated by the SNwind v1.0 program, originally developed at Sandia National 
Laboratories and subsequently modifi ed by the National Renewable Energy 
Laboratory. The SNwind program generates full-fi eld turbulent wind data 
in three dimensions for specifi ed meteorological conditions. The desired 
conditions for the SNwind simulation are given in an input parameter fi le. 
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The parameters include turbulence intensity, turbulence spectral model, 
 average wind speed at a reference height, and height of the turbine rotor hub.

8.2.1.2 DC Generator Subsystem

A 5 kW DC generator with a separately excited fi eld circuit is assumed to be 
used for converting the mechanical energy from the wind turbine to electrical 
energy. The armature circuit is connected to an external load through a com-
mutator and brushes for unidirectional current fl ow. The DC generator pro-
vides good speed and torque regulation over a wide operating range and is 
more easily implemented for variable speed operation than an AC generator.

The fi eld circuit is a series R–L circuit independent of the armature circuit. 
The differential equation describing the fi eld circuit is

 f f f f i f fd d (1/ )( )i / t L K V R i= −  (8.9)

where
if is the fi eld current
Rf is the fi eld winding resistance
Lf is the fi eld inductance

Vfi  is the input voltage to the fi eld controller and is multiplied by the gain Kf 
to give the actual voltage Vf applied to the fi eld circuit as

 f f f i V K V=  (8.10)

The armature circuit located on the rotor is also modeled as an inductance 
and a resistance in series with a voltage. The voltage Ea across the armature, 
also called the air gap voltage, is related to the current in the fi eld windings 
by the equation:

 
3 2

a g m f f f(206.7 760.75 982.3 5.26)E K i i i= ω − + +
 

(8.11)

Equation 8.11 is derived from the generator saturation characteristics pro-
vided by the manufacturer: Kg is a constant that depends on the construction 
of the generator–rotor size, number of rotor turns, and other details, and 
ωm is the generator rotor speed, which is N times faster than the wind tur-
bine rotor speed ω as a result of the gearbox ratio. The differential equation 
describing the armature circuit is

 [ ]a a a a L ad /d (1/ ) ( )i t L E i R R= − +  (8.12)

where
ia is the armature current
Ra is the armature resistance
La is the armature inductance
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Equation 8.12 is similar to Equation 8.9 for the fi eld circuit; however, the 
equivalent load resistance RL is added to the armature resistance Ra in the 
case of the armature circuit. The electrical torque generated is found by 
dividing the electrical power (voltage Ea times the armature current ia) in the 
armature circuit by the generator rotor speed so that

 e a a m/T E i= ω  (8.13)

8.2.1.3 Wind Turbine and DC Generator Controller

The controllers used for the generator portion of the combined wind–fuel 
cell system model in [17] are discrete-time proportional–integral–derivative 
(PID) controllers derived by the backward difference method. The backward 
difference method is based on Euler’s method, and is unconditionally stable 
[23]. The general transfer function for the controller is [24]:

 
1 2 1

0 1 2( ) ( )/(1 )G z q q z q z z− − −= + + −  (8.14)

The form of the controller used in the simulation is

 0 1 2( ) ( 1)+ ( ) ( 1) ( 2)y k y k q e k q e k q e k= − + − + −
 

(8.15)

where
e(k) is the error (controller input) signal
y(k) is the controller output signal

The q terms are obtained from the PID constants:
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(8.16)

where Kp, Ti, and Td are the proportional, integral, and derivative constants, 
respectively. A sampling time of Ts is used for the controller. The origi-
nal form of the controller used by Iqbal was retained; only the gains were 
adjusted. All PID control parameters are listed in Table 8.2.

For the below rated wind speed condition, the wind turbine is operated in 
a variable speed mode. The lambda-controller attempts to maintain a con-
stant tip speed ratio of λ = 6.5 by adjusting the fi eld voltage applied to the 
generator. The value of λ = 6.5 rather than the optimal value of 5.8 was used 
for convenience, since proper regulation to this lambda value then results in a 
rotor speed (in rad/s) that is simply twice the wind speed (in m/s). Above the 
rated wind speed of ue = 8 m/s, the wind turbine is regulated by the omega-
controller to a constant rotor speed of ω = 16 rad/s. Again, control is achieved 
by adjusting the generator fi eld voltage.
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8.2.1.4 Polymer Electrolyte Membrane Fuel Cell Subsystem

This is described here for the sake of completeness. The model of the PEMFC 
in [17] begins with the ideal potential defi ned by the Nernst equation as 
described in Larminie and Dicks [25], which relates the concentrations of 
reactants and products to the potential difference produced by an electro-
chemical reaction under equilibrium conditions. The fuel cell model provided 
by the DoE for the 2001 Future Energy Challenge student design competition 
[19,20], was then used to construct the cell voltage equation as

 

1/2
2 2 std

2

H ( O / )
 ln

2 H O

P P PRT
V N OCV L

F P

⎡ ⎤⎛ ⎞
= + −⎢ ⎥⎜ ⎟

⎝ ⎠⎣ ⎦  

(8.17)

which has also been previously described in Chapter 3.
The actual voltage produced by the PEMFC is derived by subtracting 

the irreversible losses L from the ideal potential defi ned above [25]. These 
irreversible losses fall into four primary categories: activation losses, ohmic 
losses, concentration losses, and internal current losses. The voltage losses L 
can be described by
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o l
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(8.18)

as discussed in Chapter 3.
The partial pressures of hydrogen, oxygen, and water are defi ned as the 

three state variables of the system. Also, since water management affects 
the fuel cell’s performance, humidifi ers are used on both anode and cathode 

TABLE 8.2

Parameter List for Discrete- and Continuous-Time PID 
Controllers

Parameter Value Description

Kp 0.003 Omega-control proportional constant

Ti 5 Omega-control integral constant

Td 1 Omega-control derivative constant

Ts 0.25 Omega-control sample period

Kplm 2.5 × 10−4 Lambda-control proportional constant

Tilm 0.08 Lambda-control integral constant

Tdlm 0 Lambda-control derivative constant

Tslm 0.25 Lambda-control sample period

Kpfc 4 Fuel fl ow-control proportional constant

Kifc 1 Fuel fl ow-control integral constant

Kdfc 1 Fuel fl ow-control derivative constant
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sides to control the humidity inside the cell. The consideration of water on the 
cathode side is more complicated than on the anode side because it includes 
not only the water supplied from the humidifi ers, but also the by-product of 
the reaction.

Figure 8.2 is an illustration depicting how these gases fl ow in and out of 
the cell.

Based on the ideal gas law PV = nRT, the partial pressure of each gas is 
proportional to the amount of the gas in the cell, which is equal to the gas 
inlet fl ow rate minus gas consumption and gas outlet fl ow rate. Thus the 
state equations are

 

( )

( )

( )

2
2in 2used 2out

A

2
2in 2used 2out

C

2 C
2 Cin 2 Cproduced 2 Cout

C

d H
 H H H

d

d O
 O O O

d

d H O
 H O H O H O

d

P RT
t V

P RT
t V

P RT
t V

= − −

= − −

= + −
 

(8.19)

where
H2in, O2in, and H2OCin are the inlet fl ow rates of hydrogen, oxygen, and 

water on cathode side, respectively
H2out, O2out, and H2OCout are the outlet fl ow rates of each gas

Furthermore, H2used, O2used, and H2OCproduced represent usage and produc-
tion of the gases, which are related to output current I by

 2used 2used 2 Cproduced r r cH 2O H O 2 2K I K A i= = = =
 

(8.20)

where
Kr = 4N F in mol/C
Ac is the cell-active area in cm2

i is the current density in A/cm2

Anode

Cathode

Fuel cell

H2in + H2OAin

N2in + O2in + H2OCin

H2out + H2OAout

N2out + O2out + H2OCout

FIGURE 8.2
Illustration of gases fl ow of the PEMFC.
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Since the inlet fl ow rates and output current are measurable, the outlet 
fl ow rates can be defi ned by the equations:

 

2out in r c 2

2out in r c 2

2 Cout in r c 2 C

H (Anode 2 ) H

O (Cathode ) O

H O (Cathode 2 ) H O

K A i F

K A i F

K A i F

= −
= −
= +  

(8.21)

where
Anodein and Cathodein are the summations of anode inlet fl ow and 

cathode inlet fl ow, respectively, as defi ned in Figure 8.2
FH2, FO2, and FH2OC are the pressure fractions of each gas inside the 

fuel cell

For this DoE model
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(8.22)

where it is assumed that the cell pressure remains constant at Pop, a steady-
state operating pressure of 101 kPa.

8.2.1.5 Fuel Cell Controller

A continuous PID controller adjusts the fuel fl ow rate of the hydrogen at the 
fuel cell inlet to control the fuel cell stack voltage. The controller transfer 
function is described by

 pfc ifc dfc( ) ( / )G s K K s sK= + +
 

(8.23)

Again, the controller parameter values are listed in Table 8.2.
The fl ow rate for the air in the simulations performed in [17] was fi xed at a 

large enough value that is more than suffi cient to match the hydrogen fl ow 
needed to satisfy the given fuel cell current demands. The fuel fl ow control-
ler’s objective is to regulate the inverter input voltage to a steady-state value 
of 200 V after the stack is activated to supplement the available wind power. 
If the voltage starts to fall below this value, the hydrogen fl ow rate is increased 
to compensate. If the voltage starts to rise above this value (when the wind 
power is suffi cient to supply the load), the fl ow rate signal is reduced by the 
controller, and fuel cell current drops to zero.
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8.2.1.6 Electrolyzer Subsystem

When the available wind power is insuffi cient to supply the load, the fuel cell 
delivers additional electricity by converting the stored hydrogen. But if the 
wind is strong enough to completely supply the load, the fuel cell becomes 
inactive, and any excess wind energy can then be sent to the electrolyzer to 
recharge the hydrogen storage.

The unipolar Stuart electrolyzer’s operation is governed by the equation:

 2

6
H elec5.18eX i−=  

(8.24)

where
XH2

 is the fl ow rate of hydrogen in mol/s
ielec is the current through the electrolyzer [26], which is equivalent to 0.0128 

moles per second per ampere

8.2.1.7 Equivalent Load and System Interconnection

For the hybrid wind–fuel cell system described in [17], the equivalent load is 
in parallel with a fi lter capacitor C. A series inductor Lfc is used to allow for a 
voltage difference at the interconnection of the DC generator and the fuel cell 
during transient events. The combined current from each subsystem fl ows to 
the load. The capacitor and inductor are ideal components and consume no 
real power. Figure 8.3 illustrates the details of this interconnection.

The next equation shows the calculation for the current ifc drawn from the 
fuel cell through the inductor as

 fc fc stack L fc(1/ ) ( ) d (0) i L V V t i= − +∫  
(8.25)

where
Vstack and VL are the stack voltage and load voltage, respectively
ifc(0) is the inductor’s initial current

VL is equal to the voltage of the DC generator and is calculated by

 L a fc L L L(1/ ) { ( / )}d (0)V C i i V R t V= + − +∫  
(8.26)

DC
generator

PEM
fuel cellVL

ia ifc

RL
Lfc Vstack

–

+

–

+
C

FIGURE 8.3
Equivalent load resistance with interconnecting capacitor and inductor.
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where
ia is the armature current from the generator
VL(0) is the initial voltage of the capacitor
RL is the equivalent load resistance representing the DC–AC inverter and 

AC load [27]

8.2.2 Simulation Results

Simulation runs were conducted with the wind–fuel cell system model in 
[17] for above- and below-rated wind speed (8 m/s) conditions and for loads 
that were greater than and less than the available wind power. The different 
operating conditions simulated in these runs correspond to step changes in 
wind speed and equivalent load resistance and then to a more realistic wind 
speed profi le.

8.2.2.1 Below-Rated Wind Speed Conditions (Wind Power > Load)

The fuel cell is not producing power when the available wind is greater 
than the load. For this case, it is assumed that the system is in operation 
at a wind speed of 6 m/s with an equivalent load resistance RL of 30 Ω. 
Figure 8.4 shows the response of the rotor speed and inverter input volt-
age for a step change (at 10 s) in the input wind speed from 6 to 8 m/s. The 
lambda-controller regulates the rotor speed to 12 and 16 rad/s for these 
two wind speeds.

Figure 8.5 shows the response of the rotor speed and inverter input volt-
age for a subsequent step change in RL from 30 to 20 Ω with 8 m/s wind. The 
load resistance change emulates a change in the demand or the addition of 

FIGURE 8.4
System response to step change in (below-rated) wind speed (wind turbine generator only).
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the electrolyzer to take advantage of the “excess” available power. Note again 
the effective regulation of the rotor speed provided by the lambda-controller 
to 16 rad/s.

8.2.2.2 Above-Rated Wind Speed Conditions (Wind Power > Load)

For this case, the fuel cell is again not producing power, and RL is 20 Ω. It is 
assumed that the system is in operation at a wind speed of 8 m/s. Figure 8.6 
shows the response of the rotor speed and inverter input voltage for a step 
increase (at 30 s) in the input wind speed from 8 to 10 m/s. Note the rotor 
speed is now regulated by the omega-controller to 16 rad/s as the input wind 
speed exceeds the rated value.
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FIGURE 8.5
System response to step change in load resistance (wind turbine generator only).
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FIGURE 8.6
System response to step change in (above-rated) wind speed (wind turbine generator only).
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Figure 8.7 shows the response of the rotor speed and inverter input volt-
age for a subsequent step change in the equivalent load resistance from 20 to 
15 Ω. Note again the effective regulation of the rotor speed provided by the 
omega-controller to 16 rad/s.

8.2.2.3 Below-Rated Wind Speed Conditions (Wind Power < Load)

For this case, the wind power is insuffi cient to meet the load so the fuel cell 
produces the additional power needed to ensure a minimal inverter input 
voltage. It is assumed that the combined system is in operation at 6 m/s 
wind speed with an equivalent load resistance of 15 Ω. Figure 8.8 shows 
the response of the rotor speed, inverter input voltage, generator current, 
and fuel cell current for a step decrease (at 10 s) in input wind speed from 
6 to 5 m/s. Note the regulation of the rotor speed provided by the lambda-
controller to 12 and 10 rad/s-respectively, for these two wind speeds, as well 
as the regulation of the inverter input voltage with a maximum undershoot 
of 1.8%. It is preferred, but not essential, for the voltage deviation to be kept 
at ±3% of the nominal value; the inverter will further regulate the actual 
output delivered to the load. Two hundred volts (200 V) is deemed the mini-
mal voltage for effective operation of an inverter to produce utility-quality 
115 Vrms output.

Figure 8.9 shows the response of the rotor speed, inverter input voltage, 
generator current, and fuel cell current for a subsequent step change in 
RL from 15 to 20 Ω. The decrease in the demand results in a correspond-
ing drop in the fuel cell current. Note again the effective regulation of the 
inverter input voltage provided by the fuel cell controller to 200 V with a 3.8% 
maximum overshoot and a 3.6% maximum undershoot, as the current drawn 
from the fuel cell is reduced.
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System response to step change in load resistance (wind turbine generator only).
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System response to step change in wind speed (combined system).

8.2.2.4  Turbulent Wind, Below-Rated Wind Speed Conditions 
(Wind Power < Load)

For this case, the wind speed is established by the SNwind-generated pro-
fi le. The mean wind speed is set to 5 m/s, and the turbulence characteristics 
are determined by the SNwind input fi le parameters. The actual mean wind 
speed generated is 4.705 m/s. Figure 8.10 shows the response of the rotor 
speed, inverter input voltage, generator current, and fuel cell current for an 
initial equivalent load resistance of 15 Ω. Since the fuel cell is active, the fuel 
cell controller attempts to regulate the inverter input voltage to 200 V. The 
lambda-controller seeks to maintain an average rotor speed of 9.41 rad/s for 
the changing wind.

We can also see in Figure 8.10 that the generator and fuel cell currents 
are complementary. As the wind speed decreases, the generator current 
decreases and the fuel cell current increases accordingly. The combined cur-
rent from the generator and the fuel cell is shown in Figure 8.11 along with 
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FIGURE 8.9
System response to step change in load resistance (combined system).

the wind profi le for the same case. With the voltage regulated to 200 V and an 
initial average combined current of 13.33 A, the system attempts to provide a 
constant power of 2.67 kW to the load.

Then at 30 s, a 33% step change in the value of RL from 15 to 20 Ω is applied. 
The fuel cell controller again regulates the inverter input voltage to 200 V. 
The maximum overshoot is 4.5%, and the maximum undershoot is 5%. The 
lambda-controller seeks to maintain an average rotor speed of 9.41 rad/s 
for the changing wind conditions, corresponding to the desired lambda 
value of 6.5.

Figure 8.10 also shows that the generator current maintains an average 
value of approximately 4.25 A after a step change in equivalent load resis-
tance, while the fuel cell current’s average value drops from approximately 
9.08 to 5.75 A. With the inverter input voltage regulated to 200 V and a step 
change in the average combined current (fuel cell plus generator current) 
from 13.33 to 10 A as shown in Figure 8.11, the power output to the load 
changes from 2.67 to 2 kW.
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System response to changing wind speed profi le (combined system).
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8.2.3 Conclusions

Wind is a renewable energy resource that is growing in importance as a 
means to address the national and global issues of air pollution, grid reli-
ability, dependence on foreign oil, climate change, etc. However, the wind 
varies over time and there is less of it (on average) at sites around major 
load centers, which are two of the technical and economic challenges to the 
establishment of power generation facilities relying solely on the wind. But 
hybrid systems, such as wind turbine–fuel cell systems, have the potential 
to rectify these shortcomings and also make possible the greater decen-
tralization of electric power generation in the United States, thus easing 
the transmission and distribution system’s bottlenecks while increasing 
its overall reliability and security without sacrifi cing the quality of power 
delivered to the customer. Furthermore, wind turbine–fuel cell systems can 
achieve these results in an environment-friendly manner without produc-
ing harmful emissions.

The study by Carter and Diong [17] described the development of a simula-
tion model and the associated control schemes for a small-scale, prototype 
wind turbine–fuel cell system that will enable the further study and optimiza-
tion of the performance, sizing, cost, etc., of such hybrid systems. For this study, 
models of a variable speed wind turbine and DC generator, a PEMFC, and 
an electrolyzer unit were combined to simulate a regenerative hybrid wind–
fuel cell AC power generating system. The system model with appropriately 
designed controllers was then exercised and found to perform effectively, both 
below and above the rated wind speed of 8 m/s, for delivering power to an 
AC load and/or electrolyzer while regulating the necessary minimal inverter 
input DC voltage of 200 V. Simulations of this model have also shown that the 
system responds adequately to signifi cant changes in wind speed (both step 
and turbulent) and load demand for various representative cases.

The simulations indicated that such a hybrid system can be made to deliver 
utility-grade electricity reliably and effectively from the combined energy 
sources. These results are encouraging from the standpoint of utilizing 
regenerative hybrid wind turbine–fuel cell systems as a means to address 
some of the current challenges such as air pollution, grid reliability, depen-
dence on foreign oil, and climate change facing the electric power industry, 
the nation and the world.

8.3 Hybrid Renewable Energy Systems for Isolated Islands

The output power of wind turbine generators is mostly fl uctuating and has 
an effect on system frequency. Senjyu et al. [28] tried to solve this problem 
by using hybrid renewable energy systems. Its confi guration is given in 
Figure 8.11.
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Where Ps is the power supply to load, Pg is generating power of diesel, Pfc 
is the actual generating power of fuel cell, Pw is the output power of wind 
turbine, and Pr is the power fl owing to aqua electrolyzer.

This system consists of wind generators, diesel generators, fuel cell genera-
tors, and aqua electrolyzers. The aqua electrolyzers are used to absorb the 
rapidly fl uctuating output power from wind turbine generators and generate 
hydrogen as fuel for fuel cells. The power supplied to the load is Ps.

8.3.1 Simulation Models

To simulate the proposed system confi guration as shown in Figure 8.12, the 
simulation model as shown in Figure 8.13 is used to test it.

It should be noted that the wind power is modeled as an input power to 
the load. A detailed model and control method for the wind turbine are not 
presented in the paper [28].

8.3.2 Control Methods

From Figure 8.13, we can see that the PI controller is applied to the fuel cell, 
the electrolyzer and the diesel generator, which are shown in Figures 8.14 
through 8.16.

8.3.3 Simulation Results

In this simulation study, four cases, whose conditions are shown in Table 8.3, 
have been simulated. The gains of the PI controllers for each case are shown 

Wind turbine
Pw

Pr

Pt

Pg
Pg

Load

Diesel generator

Pfc

AC
DC

AC
DC

Aqua electrolyzer

Hydrogen Fuel
cell

FIGURE 8.12
System confi guration.
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FIGURE 8.13
Simulation model.
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in Table 8.4. These parameters are determined by the trial-and-error method 
such that the supply error and the frequency deviation of power system are 
small. In Case 1, the system consists of only diesel generators and wind tur-
bines; the system of Case 2 consists of diesel generators, fuel cell generators, 
wind turbines, and aqua electrolyzers, which is the system proposed in [28]. 
The system of Case 3 uses the same equipment as the system of Case 2. The 
system of Case 4 consists of diesel generators, wind turbines, and batteries. 
In Case 4, the supply power is represented as follows:

 s w g bP P P P= + +
 

(8.27)

where Pb is the charge or discharge power of the batteries.
Simulation results for Case 1, Case 2, Case 3, Case 4-1 and Case 4-2 have 

been given in Figures 8.17 through 8.21, respectively.

8.3.4 Remarks and Discussion

From the above simulations, Table 8.5 shows the feature of each power supply 
system, from Cases 1 to 4. Among these four cases, Case 1 simulation system 

TABLE 8.3

Four Cases of Simulations

Case 1 Case 2 Case 3 Case 4

Diesel generators � � � �

Fuel cells  × � �  ×

Aqua electrolyzers  × � �  ×

Batteries  ×  ×  × �

Wind turbines � � Δ �

Note:  �, means the corresponding components in the left column are 

contained in the case; ×, means the corresponding components in 

the left column are not contained in the case; Δ, means that Case 3 

uses the same equipments as Case 2, but the total generated 

power from the wind turbine is used for electrolysis.

ΔPe
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Controller (diesel)

1

20 S + 1PI
+

+
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0 p.u.

Ug

Kg

FIGURE 8.16
PI controller for diesel generator.
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TABLE 8.4

Gain Values in PI Controllers

Case Equipment

Proportional 

Gain

Integral 

Gain

Case 1 Diesel  4.7 1.3

Diesel  4.7 2.5

Case 2 Fuel cell 11.5 3.7

Electrolyzer 16.8 5.8

Case 3 Diesel  8.7 5.7

Fuel cell  5.5 2.3

Case 4 Diesel  4.7 2.3

Battery  1.4 0.4

is the most inexpensive system, but it cannot supply high-quality power to 
load demand when output power of wind turbines changes suddenly. Case 3 
can supply very high-quality power to load demand when the output power 
of wind turbines changes suddenly, but this system is not an effective system 
since all the total output power generated from wind turbine generators is 
used only in electrolysis.

In addition, this system needs a large capacity of diesel generators, fuel cell 
generators, aqua electrolyzers, and a fuel tank. The Case 4 simulation sys-
tem can supply high-quality power to load demand. However, this system 
is very costly since this system needs a large battery capacity. In addition, 
the battery charges and discharges many times, which makes the lifetime of 
the battery very short. The Case 2 simulation system is a more effective and 
inexpensive system compared with the systems in Cases 3 and 4, and main-
tains the load frequency of the system in Case 1. However, the confi guration 
of Case 2 is expensive compared with the system in Case 1.

8.4  Power Management of a Stand-Alone 

Wind/Photovoltaic/Fuel Cell Energy System

Due to the ever increasing energy consumption, the soaring cost, the exhaust-
ible nature of fossil fuel, and the worsening global environment, the power 
industry has become more and more interested in green (renewable and fuel 
cell-based energy sources) power generation systems [29]. As we know, wind 
and solar power generation are two of the most promising renewable power 
generation technologies. The growth of wind and photovoltaic (PV) power 
generation systems has exceeded the most optimistic estimation [30–32]. Fuel 
cells also show great potential to be green power sources of the future because 
of many merits they have (such as high effi ciency, zero or low emission of pol-
lutant gases, and fl exible modular structure) and the rapid progress in fuel 
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cell technologies. However, each of the aforementioned technologies has its 
own drawbacks. For instance, wind and solar power are highly dependent 
on climate while fuel cells need hydrogen-rich fuel. Nevertheless, because 
different alternative energy sources can complement each other to some 

FIGURE 8.18
Simulation results of proposed system (Case 2). (a) Demand power *

s
P  and supply power Ps. 

(b) Error in supply demand ΔPe. (c) Generating power of wind turbine Pw. (d) Generating 

power of diesel generator Pg. (e) Generating power of fuel cell Pfc. (f) Input power to aqua 

electrolyzers Pr. (g) Fuel tank capacity. (h) Frequency deviation of power systems Δf.
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extent, multisource hybrid alternative energy systems (with proper control) 
have great potential to provide higher quality and more reliable power to 
customers than a system based on a single resource. Because of this feature, 
hybrid energy systems have caught worldwide research attention [2–12].

Many alternative energy sources including wind, PV, fuel cell, diesel sys-
tem, gas turbine, and microturbine can be used to build a hybrid energy 
system [2–12]. Nevertheless, the major renewable energy sources used and 
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FIGURE 8.18 (continued)



Control and Analysis of Hybrid Renewable Energy Systems 165

(continued)

FIGURE 8.19 
Simulation results for Case 3. (a) Demand power *

s
P  and supply power Ps. (b) Error in supply 

demand ΔPe. (c) Generating power of wind turbine Pw. (d) Generating power of diesel generator 

Pg. (e) Generating power of fuel cell Pfc. (f) Input power to aqua electrolyzers Pr. (g) Fuel tank 

capacity. (h) Frequency deviation of power systems Δf.
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reported are wind and PV power [2–12]. Due to the intermittent nature of 
wind and solar energies, stand-alone wind and PV energy systems normally 
require energy storage devices or some other generation sources to form a 
hybrid system. The storage device can be a battery bank, supercapacitor bank, 
superconducting magnetic energy storage, or a fuel cell–electrolyzer system.
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FIGURE 8.19 (continued)
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Wang and Nehrir [29] proposed a stand-alone hybrid alternative energy 
system consisting of wind, PV, fuel cell, electrolyzer, and battery. Wind and 
PV are the primary power sources of the system to take full advantage of 
renewable energy, and the fuel cell–electrolyzer combination is used as 
a backup and a long-term storage system. A battery bank is also used in 
the system for short-time backup to supply transient power. The different 
energy/storage sources in the proposed system are integrated through an 
AC link bus. The details of the system confi guration, system unit sizing, and 
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(continued)

FIGURE 8.20
Simulation results for Case 4-1. (a) Demand power *

s
P  and supply power Ps. (b) Error in supply 

demand ΔPe. (c) Generating power of wind turbine Pw. (d) Generating power of diesel gener-

ator Pg. (e) Generating power of fuel cell Pfc. (f) Battery capacity. (g) Frequency deviation of 

power systems Δf.
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the characteristics of the major system components are also discussed in the 
paper. An overall power management strategy is designed for the system to 
coordinate the power fl ows among the different energy sources. Simulation 
studies have been carried out to verify the system performance under differ-
ent scenarios using practical load profi le and real weather data.

8.4.1 System Configuration

The system confi guration for the proposed hybrid alternative energy system 
is shown in Figure 8.22. The wind and PV power play the primary roles in 
this design while the fuel cell–electrolyzer combination serves as a backup 
and storage system. If there is excess wind and/or solar generation, the 
electrolyzer starts to produce hydrogen, which is then delivered to the hydro-
gen storage tanks. On the other hand, when there is a defi cit in power gen-
eration, the fuel cell stack will begin to produce energy using hydrogen from 
the reservoir tanks, or in case they are empty, from the backup hydrogen 
tanks. The design also uses a battery bank to supply transient power to load 

FIGURE 8.20 (continued)
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(continued)

FIGURE 8.21
Simulation results for Case 4-2. (a) Demand power *

sP  and supply power Ps. (b) Error in supply 

demand ΔPe. (c) Generating power of wind turbine Pw. (d) Generating power of diesel gener-

ator Pg. (e) Generating power of fuel cell Pfc. (f) Battery capacity. (g) Frequency deviation of 

power systems Δf.
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transients, ripples, and spikes. Different energy sources are connected to the 
AC bus through appropriate power electronic interfacing circuits. Detailed 
system design can be found in [29].

In the design, DC–AC converters are used for the wind energy, solar 
energy, fuel cell stack because this hybrid renewable energy system is used 
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in utility power systems. The details of the components in the system can be 
found in [29].

8.4.2 Power Management Strategies

In the overall control scheme shown in Figure 8.23, the wind energy conver-
sion system is controlled by a pitch angle controller, while a PV electricity 
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FIGURE 8.21 (continued)

TABLE 8.5

Simulation Results for Each Case

Effective Utilization 

of Wind Energy

Quality of 

Electric Power Cost

Case 1 � × �

Case 2 � � �

Case 3  × � Δ
Case 4 � � ×

Note: ×, means “not available” or “very costly”; �, means “avail-

able”; Δ, has the same meaning as in Table 8.3; �, means 

“most” or “the best.”
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generation unit is controlled by a maximum power point tracking controller. 
The wind energy conversion system and PV electricity generation unit are 
the main energy sources to feed the load. The power difference between the 
generation sources and the load demand is calculated as

 net wind PV load scP P P P P= + − −  (8.28)

where Psc is the self-consumed power for the operating system.
Two modes are needed to be considered in the operations: excess mode 

and defi cit mode.

1. Excess mode

When the power difference between the generation and the demand Pnet is 
larger than zero, the excess wind and PV-generated power Pnet is supplied to 
the electrolyzer to generate hydrogen that is delivered to the hydrogen stor-
age tanks through a gas compressor. The power balance equation becomes

 + = + + >wind PV load elec comp net, 0,P P P P P P  (8.29)

FIGURE 8.22
System confi guration of hybrid renewable energy system.
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where
Pelec is the power consumed by the electrolyzer to generate hydrogen
Pcomp is the power consumed by the gas compressor

2. Defi cit mode

When there is a defi cit in power generation (Pnet < 0), the fuel cell stack begins 
to produce energy for the load using hydrogen stored in the tanks. The power 
balance equation is

 wind PV FC load net, 0P P P P P+ + = <  (8.30)

where PFC is the power generated by the fuel cell stack.

8.4.3 Simulation Results

The proposed wind/PV/fuel cell–electrolyzer energy system has been 
developed using MATLAB/Simulink. In order to verify the system perfor-
mance under different situations, simulation studies have been carried out 
using practical load demand data and real weather data (wind speed, solar 
irradiance, and air temperature). The system is designed to supply electric 
power demand of fi ve houses in the southwestern part of Montana. A typi-
cal hourly average load demand for a house in the Pacifi c Northwest regions 
provided in [33], is used in this simulation study. The total hourly average 
load demand profi le of fi ve houses over 24 h is shown in Figure 8.24. The 
weather data are obtained from the online records of the weather station 
at Deer Lodge, Montana, affi liated to the Pacifi c Northwest Cooperative 
Agricultural Weather Network (AgriMet) [34].

FIGURE 8.24
Hourly average demand of fi ve typical homes in the Pacifi c Northwest area.
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FIGURE 8.25
Wind power for the winter scenario study.
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Simulation studies are conducted for the proposed power management 
scheme during a typical winter day and a summer day. The load demand is 
kept the same for the two cases.

1. Winter scenario

The weather data for the winter scenario simulation were collected on 
February 1, 2006. Figure 8.25 shows the output power from the wind energy 
conversion unit in the hybrid energy system over the 24 h simulation period. 
Figure 8.26 shows the effect of temperature upon the PV performance. Used 
by the electrolyzer to generate H2, the available power profi le over the 24 h sim-
ulation period is given in Figure 8.27. The corresponding DC voltage applied 
to the electrolyzer and the electrolyzer current are shown in Figure 8.28. 
Figure 8.29 shows the actual power delivered by the fuel cell stack.

2. Summer scenario

The output power from the wind energy conversion system and the PV array 
in the hybrid energy system over the 24 h simulation period are shown in 
Figures 8.30 and 8.31, respectively. When Pnet > 0, there is excess power avail-
able for H2 generation. Figure 8.32 shows the H2 generation rate over the 
simulation period. When Pnet > 0, the sum of the wind and the PV-generated 
power is not suffi cient to supply the load demand. Under this scenario, the 
fuel cell stack turns on to supply the power shortage using the H2 stored 
in the storage tank. Figure 8.33 shows the corresponding H2 consumption 
rate. Figure 8.34 shows the tank pressure variations over the 24 h simulation 
period for the summer scenario study.
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FIGURE 8.26
PV power for the winter scenario.
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FIGURE 8.27
Power available for H2 generation for the winter scenario study.
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8.4.4 Summary

This section proposes an AC-linked stand-alone wind/PV/fuel cell alterna-
tive energy system. The wind and PV generation systems serve as the main 
power generation sources, the electrolyzer acts as a dump load using any 
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excess power available to produce hydrogen, and the fuel cell system serves 
as the backup and supplies power to the system when there is power defi cit. 
The characteristics of the main components in the system including the 
WECS, PV, fuel cell, and electrolyzer are provided, and the overall control 
and power management strategy for the proposed hybrid energy system is 

FIGURE 8.29
Power supplied by the fuel cell stack for the winter scenario study.
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FIGURE 8.28
Electrolyzer voltage and current for the winter scenario.
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described. The simulation model of the hybrid system has been developed 
using MATLAB/Simulink. Simulation studies have been carried out to ver-
ify the system performance under different scenarios (winter and summer) 
using the practical load profi le in the Pacifi c Northwest regions and the real 
weather data collected at Deer Lodge, MT. The simulation results show the 
effectiveness of the overall power management strategy and the feasibility of 
the proposed hybrid alternative energy system.

FIGURE 8.30
Wind power generated for the summer scenario study.
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FIGURE 8.31
PV power generated for the summer scenario study.
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8.5  Hybrid Renewable Energy Systems 

in Load Flow Analysis

Power distribution system is one of the three parts in power grids. Traditional 
power distribution systems normally consist of a power source (substation) 
at the root of the feeder and loads along the feeder. Load fl ow analysis is a 

FIGURE 8.33
H2 consumption rate for the summer scenario study.
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FIGURE 8.32
H2 generation rate for the summer scenario study.
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powerful tool for distribution automation (DA) and demand-side manage-
ment (DSM). Several typical load fl ow algorithms have been proposed for 
traditional power distribution systems.

With the advent of distributed generators (DGs), the advantages of distrib-
uted generators make them to be a promising source to be installed in power 
distribution systems. The installation of distributed generators in distribu-
tion systems may cause the reverse power fl ow and power injections to the 
feeder. The problems involving the integration of DA, DGs, and DSM are not 
easy to deal with. Furthermore, the installation of DGs in distribution feed-
ers and the participation in system operations, make it necessary to restudy 
the problems including power fl ow, power quality, ferroresonance, voltage 
control, loss reduction, protection device coordination, voltage fl icker, etc. 
Since voltage profi les are directly related to power quality and customer 
satisfaction, an effi cient and robust three-phase load fl ow method with the 
considerations of DGs should be developed fi rst [35].

This chapter serves as a brief introduction to load fl ow analysis with the 
considerations of DGs. In order to achieve that goal, a brief introduction to 
load fl ow analysis and its typical algorithms is provided fi rst.

8.5.1 Load Flow Analysis for Power Distribution Systems

Load fl ow analysis has been well developed for power transmission systems. 
Typical approaches include Gauss–Seidel approach, Newton–Raphson, and 
fast decoupled approaches. All these approaches can be directly applied to 
power distribution systems. However, due to its own characteristics of radial 
structure, new approaches have also been developed for power distribution 
systems.

FIGURE 8.34
Tank pressure over 24 h for the summer scenario study.
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Four typical load fl ow analysis approaches have been developed for power 
distribution systems: Gauss–Seidel approach, Newton–Raphson approach, 
DistFlow approach, and a Rigid approach. In this section, we provide a brief 
introduction to these three approaches.

1. Gauss–Seidel approach

For transmission networks, the Gauss–Seidel algorithm is a basic iterative 
numerical procedure with a merit of simple procedure. It can be directly 
used for power distribution systems. The Gauss–Seidel algorithm is an itera-
tive numerical procedure which attempts to fi nd a solution to the system of 
linear equations by repeatedly solving the linear system until the iteration 
solution is within a predetermined acceptable bound of error. It is a robust 
and reliable load fl ow method that provides convergence to extremely com-
plex power systems. The iterative procedure of Gauss–Seidel algorithm is 
given as follows:
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where
Vk

(i + 1)
 and Vk

(i)
 are the voltage values at bus k for (i + 1)th and ith iterations

Pk and Qk are the real power and reactive power injection at bus k
Ykk and Ykn are the elements in the admittance matrix

2. Newton–Raphson approach

One of the disadvantages of Guass–Seidel approach is that each bus is 
handled independently, that is, each correction to a bus requires subsequent 
correction to all the buses to which it is connected. However, Newton–
Raphson approach is based on the idea of calculating the corrections while 
considering all the interactions.

To solve a nonlinear equation f(x) = b, Newton’s method is used to drive the 
error in the function f(x) to zero by making the adjustment Δx to the indepen-
dent variable associated with the function.

The Taylor expansion of the function f(x) about a specifi c x0 is
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By setting the error ε to zero, we get
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The above equation is the calculation of the adjustment for each iteration.
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Applying the above idea to power systems could obtain the Newton–
Raphson method derivation for power fl ow analysis.

For each bus i, we have the following power balance equation:

 
*

i i i iP jQ V I+ =  (8.34)

where
Pi + jQi is the complex power of bus i
Vi and Ii are the voltage and injection current phasors of bus i

The variables are the voltage magnitudes |Vi| and voltage angles θi. Thus 
we need to write the power balance equation as follows:
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Obtaining the derivative of the above equation and considering the real and 
imaginary parts of this equation, we obtain the following:

 

= =

= =

∂ ∂
Δ = Δθ + Δ

∂θ ∂
= …

∂ ∂
Δ = Δθ + Δ

∂θ ∂

∑ ∑

∑ ∑
1 1

1 1

, 1, 2, ,

N N
i i

i k k
k kk k

N N
i i

i k k
k kk k

P P
P V

V
i N

Q Q
Q V

V
 

(8.36)

According to Equation 8.36, we can obtain the adjustment calculation for 
iteration:
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For details of Newton–Raphson method of power fl ow analysis, the readers 
can refer any book on power system analysis or calculations.

3. DistFlow approach

This approach has been developed by Mesut E. Baran and Felix F. Wu, for the 
purpose of solving the optimal capacitor placement.
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According to the structural nature of radial distribution systems, the 
power fl ow equations, called the DistFlow equations, of a radial distribution 
system, comprise branch fl ow equations and the associated terminal condi-
tions for each lateral including the main feeder which is treated as the zeroth 
lateral. They are of the following form:

 + + += = …1 1 1( , ), 0, 1, ,ki ki ki kix f X u k l
 

(8.38)
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where
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For a radial distribution system consisting of a main feeder and m primary 
laterals, we need to solve the following 2(m + 1) equations:
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Or in vector form:

 
( ) 0H Z =

 
(8.41)

where Z = ⎣Z10
T…Zl0

TZ00
T⎦ is the state variable vector.

Using Newton–Raphson method, one can solve this load fl ow problem:
Step 1: For a given estimate Z0, calculate the mismatch of H(Z0).
Step 2: Build the Jacobian matrix 0

0( )
Z Z

J Z H Z
=

= ∂ ∂ .
Step 3: Solution of the following system of equations to update the state Z:

 
0 0 0( ) ( )J Z Z H ZΔ = −

Details of DistFlow method can be referred in [36,37].

8.5.2 Modeling of Distributed Generators in Load Flow Analysis

Modeling distributed generators in load fl ow analysis is an important prob-
lem for the distribution system operations and control. Some efforts have 



Control and Analysis of Hybrid Renewable Energy Systems 183

been made to solve parts of the problems [38–40]. Feijoo and Cidras [40] pro-
posed some useful DG models for distribution load fl ow. Some works have 
been proposed to satisfy some of those requirements [41–43]. Chen et al. 
[41] used the Gauss implicit Z-matrix method to solve the three-phase load 
fl ow problem. Transformer and cogenerator were also modeled for rigorous 
system analysis. The Gauss method is traditionally used for the load fl ow 
solution of general meshed networks; however, distribution systems typi-
cally have a radial or weakly meshed structure. Therefore, research reveals 
some new ideas to deal with the special network characteristics of distribu-
tion feeders [42,43]. Cheng and Shirmohammadi [42] proposed a compensa-
tion-based technique, where the forward/backward sweep algorithm was 
adopted in the solution scheme. A sensitivity matrix, used to calculate the 
incremental relation between the voltage magnitude and current injections, 
was derived and used for voltage-specifi c generator bus. A direct-approach 
technique for solving the three-phase distribution power fl ow which fully 
exploits network characteristic of distribution feeder was proposed in [43]. 
Two developed matrices, the bus-injection to branch-current (BIBC) matrix 
and the branch-current to bus-voltage (BCBV) matrix, and matrix multiplica-
tions are utilized to obtain power fl ow solution. However, the integration of 
different types of DGs was not proposed in [43].

Figure 8.35 shows an example of a combination of DGs for distribution 
systems. Fuel cell, PV cell, and wind turbine forming a hybrid renewable 
energy system, connect to the distribution network through a static power 
converter and a power system interface.

Teng [35] proposed three models of DGs for load fl ow analysis.

FIGURE 8.35
An example of combination of DGs.
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8.5.2.1 Several Models for Distributed Generators

1. Constant power factor model

Constant power factor model is a commonly used model in power systems. 
It is applicable for the controllable DGs, such as synchronous generator-based 
DGs and power electronic-based DGs. In this model, the values of real power 
output Pi,g and the power factor pfi,g of the DG need to be specifi ed. Once 
these two values are given, the reactive power of the DG and its injected 
current can be calculated accordingly:
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where Qi,g, Ii,g, and Vi,g
k are the reactive power, injected current, and the 

output voltage at the kth iteration of the DG, respectively.

2. Variable reactive power model

DGs using induction generators as the power conversion devices act nearly 
like variable reactive power generators. A typical example is the induction 
generator-based wind turbine, whose real power output can be calculated 
by the wind turbine power curve. The reactive power consumed by a wind 
turbine can be represented as a function of its real power [40]:

 
1 2

, 0 1 , 2 ,i g i g i gQ Q Q P Q P= − − −
 

(8.44)

where Q0, Q1, and Q2 are experimentally obtained.
According to the equivalent circuit given in Figure 8.36, the reactive power 

output can be calculated as

FIGURE 8.36
Equivalent circuit of induction generator-based wind turbine.
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3. Constant voltage model

This model is normally used for large-scale controlled DGs. The real power 
output and bus voltage magnitude are specifi cally valued. For the three 
methods introduced in Section 8.4.1, the reactive power output value needs 
to be calculated for iterations:

 
( ) 1

, mis
, , 2k m

i g i g gQ V X
−

Δ =
 

(8.46)

 
( ) ( )2 2

specmis ,
, , ,

k m
i g i g i gV V V= −

 
(8.47)

 
[ ][ ]( )img BCBV BIBCg i iX⎡ ⎤ =⎣ ⎦  

(8.48)

where
,

,
k m
i gQΔ  is the required reactive power variation for the mth inner iteration 

and the kth outer iteration
mis
,i gV  is the square voltage mismatch between the specifi ed voltage and 

the calculated voltage for the mth inner iteration and the kth outer 
iteration

[BIBCi] is the column vector of [BIBC] corresponding to bus i
[BCBVi] is the row vector of [BCBV] corresponding to bus i

Two matrices [BIBC] and [BCBV] are defi ned as follows:

 1. [BIBC] describes the relationship between current injections [I] and 
branch currents [B].

 
[ ] [ ][ ]BIBCB I=

 
(8.49)

 2. [BCBV] describes the relationship between branch currents [B] and 
bus voltages [V]:

 
[ ] [ ] [ ][ ]0 BCBVV V B− =

 
(8.50)

Applying the three load fl ow analysis models to the load fl ow analysis, one 
can calculate the state of distribution systems.
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8.5.2.2 Test Results

The proposed models have been implemented using Borland C++ language 
on a Windows-XP-based Pentium-III PC. The following feeder is used for the 
test (Figure 8.37).

Tables 8.6 and 8.7 show the load data and line length for this feeder, 
respectively. Figure 8.38 shows the bus voltage profi les for phases A, B, and 
C without DG installation. Figure 8.38 also shows that this feeder is unbal-
anced, and therefore a three-phase load fl ow analysis can give an exact 
solution.

In a test two WTs are replaced by power converter-based fuel cells and 
operated at constant voltage, and the voltage profi les from the simulation 
as shown in Figure 8.39 can be obtained. In this case, the specifi ed voltage 

FIGURE 8.37
Test feeder.
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TABLE 8.6

Load Data of Test Feeder

Bus 

Number

Phase A Phase B Phase C

P (kW) Q (kVAR) P (kW) Q (kVAR) P (kW) Q (kVAR)

 1 139.9 90.4 31.9 20.6 31.9 20.6

 2 0 0 0 0 0 0

 3 28.4 48.3 56.0 −0.4

 4 154.1 73.8 74.6 24.5 74.6 24.5

 5 101.5 76.2 101.5 76.2 183.4 124.7

 6 29.9 69.9 75.5 9.1

 7 26.1 12.6 26.1 12.6 84.0 40.7

 8 37.7 67.1 77.0 0.9

 9 105.0 20.2 34.6 56.2

10 84.0 63.0 84.0 63.0 141.5 98.7

11 113.2 61.1 113.2 61.1 212.4 109.1

12 165.1 91.3 81.4 46.1 81.4 46.1

13 367.3 133.3 367.3 133.3 367.3 133.3

14 30.5 13.9 30.5 13.9 108.9 58.3

15 75.3 85.9 88.8 −6.5

16 20.5 33.2 104.6 39.6

17 74.4 64.6 34.0 1.1

18 67 44.8 14.2 0.2

19 67.5 109.5 128.5 −3.7

20 98.4 33.6 36.2 13.1 36.2 13.1

21 7.8 8.8 11.5 −2.4

22 29.9 16.1 73.9 49.1 29.9 16.1

23 173.7 68.3 72.1 34.9 72.1 34.9

24 47.9 −3.5 75.4 69.7

25 88.2 23.2 26.0 48.5

26 75.7 19.0 75.7 19.0 207.0 51.9

27 23.5 1.2 87.2 66.3

28 79.5 49.3 79.5 49.3 187.7 130.4

Total 

demand

2053.7 1046.2 1787.1 1088.4 2350.7 1038.2

magnitude at the furthest bus 28 is 0.97 p.u. Therefore, from Figure 8.39A, it 
can be seen that the voltages at Bus 28 are 0.97 p.u. and the unbalanced con-
dition of this feeder is improved. Figure 8.39B shows the voltage profi les for 
Buses 1–10. The proposed DG constant voltage model was used in the load 
fl ow analysis, and the results are displayed in Figure 8.39.
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TABLE 8.7

Line Length of Test Feeder

Line Number From Bus To Bus Length (m)

 1 S/S 1 1060

 2 1 2 1

 3 2 3 33.7

 4 3 4 31.6

 5 4 5 180

 6 5 6 68.4

 7 6 7 121

 8 7 8 26.3

 9 8 9 115.8

10 9 10 252.5

11 1 11 50

12 11 12 54.7

13 2 13 242

14 13 14 294.2

15 14 15 52.6

16 15 16 50

17 13 17 17.9

18 17 19 21

19 18 19 47.4

20 4 20 21

21 20 21 3

22 5 22 21

23 5 23 25

24 6 24 63

25 24 25 40

26 7 26 50.5

27 26 27 45

28 9 28 121

8.5.2.3 Summary

This section proposed the mathematical models of DGs for the application 
in the three-phase distribution load fl ow program. According to the char-
acteristics of power output, DGs can be specifi ed as constant power  factor 
model, constant voltage model, or variable reactive power model in the load 
fl ow analysis. Test results show that the proposed method can be used to 
analyze the penetration of DGs into distribution feeders effectively and 
effi ciently. Besides, the structures of the proposed matrices and the perfor-
mance of the original load fl ow method are maintained. The proposed BIBC 
and BCBV matrices have the potential to be applied in other applications 
such as asymmetrical short-circuit current calculation, optimal capacitor 
placement, feeder reconfi guration problem, and so on.
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FIGURE 8.38
Voltage profi les of test feeder without DG installation.
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FIGURE 8.39
Voltage profi les of DGs operated in constant voltage model. (a) Bus voltage profi les of test 
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Appendix A: Linear Control

A.1 Introduction

Since this book is aimed at automotive and power industry engineers, as 
well as researchers and graduate students in the areas of renewable energy, 
circuits, and control, it has been assumed that the reader has some basic 
knowledge of differential equations, the Laplace transform, transfer func-
tions, poles and zeros, and matrix algebra. Furthermore, it would be desir-
able for the reader to have taken a course on continuous-time linear control 
systems. But to make this book accessible to a wider audience, we include a 
brief review of linear systems and control in this appendix.

A.2 Linear Systems and Control

A.2.1 State Variables and State Equations

The “state variables” of a dynamic system are a “minimal” set of variables, 
usually denoted as x1(t), x2(t), …, xn(t), that can describe the system’s dynamic 
behavior completely in terms of n fi rst-order linear differential equations:
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(A.1)

where ui(t), i = 1, 2, …, m represent the system’s (control) “inputs,” and the 
coeffi cients a and b are all (time-invariant) constants. These fi rst-order linear 
differential equations are then known as the “state equations” of the dynamic 
system.

The system’s “outputs,” usually denoted by y(t), are those variables that 
are measured (using sensors). If these depend linearly on the system’s state 
variables and inputs, then they can be mathematically described by the 
equations:
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where p ≤ n, and the coeffi cients c and d are all constants. Then, Equations 
A.1 and A.2 can be written much more compactly in vector–matrix form as

 

( ) ( ) ( )

( ) ( ) ( )

x t Ax t Bu t

y t Cx t Du t

= +
= +

�

 

(A.3)

where x 
. 
(t), x(t), u(t), and y(t) are n × 1, n × 1, m × 1, and p × 1 vectors of the state 

derivatives, state variables, inputs, and outputs, respectively, whereas A, B, C, 
and D are n × n, n × m, p × n, and p × m matrices, respectively.

Example: State equations describing a mass–spring–damper system.
First note that a mass–spring–damper system’s dynamic behavior is com-

pletely described by the second-order linear differential equation:

 
( ) ( ) ( ) ( )My t By t K y t u t+ + =�� �

 
(A.4)

where y(t) represents the displacement of mass M when it is subject to force 
u(t) as shown in Figure A.1; B and K are the system’s damping and spring 
constants, respectively.

Let us defi ne two new variables x1(t) = y(t) and x2(t) = y 
. 
(t) to be the system’s 

state variables. Then, we can rewrite Equation A.4, after some simple algebra, 
equivalently as the following fi rst-order linear differential equations that 
represent a second-order state equation description of this mass–spring–
damper system:
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(A.5)

This can be expressed in vector–matrix form as
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Mass
Spring
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u(t)

FIGURE A.1
Mass–spring–damper system.



Appendix A 195

A.2.2 Linear Approximation of a Nonlinear System

For a nonlinear dynamic system, it is also possible to defi ne state variables 
and thereby obtain a set of state equations, although these will be nonlinear, 
for describing the dynamic behavior of that system. However, assuming that 
the system operates in a limited range, i.e., the variables do not change by 
much, about an operating or equilibrium point defi ned by the set of state 
variable and input values (x0, u0), we can approximate the system’s behav-
ior within that range (its small-signal behavior, using electrical engineering 
terminology) by a set of “linear” state equations. A standard procedure for 
doing so, via the mathematical concept of Taylor series expansion, can be 
found in many undergraduate control systems textbooks such as [1]. This 
same approximation technique has been applied to obtain the PEMFC linear 
model described in Section 3.5.1.

Example: Linear approximation of a generic second-order nonlinear system.
Suppose that we are given a second-order dynamic system, with state vari-

ables x1, x2, and a single input u, which is described by the nonlinear state 
equations:
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(A.7)

where f1 and f2 are some nonlinear functions. Denoting the system’s operat-
ing point values to be (x10, x20, u0), then a linear approximation of Equation 
A.7 is given as
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(A.8)

Note that the evaluation of the calculated partial derivatives at the oper-
ating point values will yield constant coeffi cients for x1, x2, and u in the 
equations.

A.2.3  Characteristic Equation, Characteristic Roots, 
and Eigenvalues of Linear System

For the linear dynamic system described by the state equations (Equation 
A.3), its input–output “transfer function” can be expressed as

 

−= − +1( )
( )
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Y s
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U s
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where s is the Laplace transform’s complex frequency variable and I repre-
sents the identity matrix. Furthermore, the system’s “characteristic roots” are 
given by the roots of the matrix determinant of sI – A (an nth-order polyno-
mial of s) equated to 0, i.e.,

 0 sI A− =  
(A.10)

These n roots are also the “poles” of the system (subject to exact cancella-
tion by the system’s zeros) and can be obtained alternatively by fi nding the 
“eigenvalues” of the system matrix A.

A.2.4 Linear State Feedback Control

We consider a linear dynamic system described by the state equations 
(Equation A.3), where the control has the form:

 ( ) ( )u t Kx t= −  
(A.11)

where the state feedback gain K is a vector (or a matrix in the multiple-input 
case) with constant elements. This form of control means that

 1. All state variables can be, and are, measured.

 2. The control is a linear combination of the state variables.

 3. The closed-loop control system consisting of Equations A.3 and A.11 
can now be described by

 ( )( ) ( )x t A BK x t= −�  
(A.12)

 4. The characteristic equation of the closed-loop system is then given 
by

 
− − =| ( )| 0sI A BK

Now if the pair of matrices (A, B) are such that the open-loop system (Equation 
A.3) is completely state-controllable [1], then it is well known that the closed-
loop system’s characteristic roots can be “placed” anywhere in the complex 
s-plane (subject to the complex roots being in conjugate pairs), by appropri-
ately choosing the elements of K. This state feedback gain design procedure 
is typically called “pole-placement” design.

Example: State feedback pole-placement for a generic second-order system.
Suppose that we are given a dynamic system that is described by the state 

equation:
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This system’s characteristic equation is then given by

 
2

1 0 0 s a s a+ + =
 

(A.14)

with two eigenvalues (poles) that may be in undesirable locations, e.g., in the 
right-half s-plane, which corresponds to an unstable system. Since (A, B) is 
a completely controllable pair for this system, we can apply state feedback 
control to place the closed-loop system’s poles at any other locations; but it is 
necessary to have the measured outputs y(t) = x(t).

Then the needed state feedback gain is given by K = (k0 k1), which means 
that the system under state feedback control is described by
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(A.15)

This yields the characteristic equation:

 
+ + + + =2

1 1 0 0( ) ( ) 0s a k s a k
 

(A.16)

so, the elements of K can therefore be chosen appropriately to obtain the 
desired characteristic equation that corresponds to have the closed-loop sys-
tem’s poles at those locations that would yield the desired system stability 
and performance characteristics.
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Appendix B: Nonlinear Control

In nature, almost all systems are nonlinear systems, for example, fuel cell 
system, power grids, etc. Linear control is based on the linearized modeling 
of the system, which is accurate only at the operating point of linearization. 
To achieve better control performance, nonlinear modeling and nonlinear 
control need to be considered. Nonlinear modeling of fuel cell system is 
given previously in Chapter 3. This appendix provides a preliminary intro-
duction to nonlinear control technique, especially the exact linearization 
approach [2–4].

B.1  Nonlinear Coordinate Transformation 

and Diffeomorphism

For a given set of nonlinear equations:

 ( )Z X= Φ  (B.1)

where Z and X are vectors with (n × 1) dimension, Φ is a nonlinear vector 
function with (n × 1) dimension, the set of nonlinear transformation in 
Equation B.1 is called nonlinear coordinate transformation if the following 
two conditions are satisfi ed:

 1. The inverse transformation of Φ exists, which means that Φ−1 exists.

 2. Both Φ and Φ−1 are smooth vector functions, that is, the function of 
each component of both Φ and Φ−1 has continuous partial deriva-
tives of any orders.

If the above two conditions are satisfi ed, the coordinate transformation Φ(X) 
is also called a diffeomorphism between two coordinate spaces.

From a geometric point view, the coordinate transformation Z = Φ(X) and 
X = Φ−1(Z) can be considered as a mapping between two spaces with the same 
dimension X and Z.

B.2 Local Diffeomorphism

The above two conditions may be satisfi ed only for a neighborhood of a 
specifi c point X0 rather than all points in the space. Local diffeomorphism is 
then defi ned on a certain domain.
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A property of local diffeomorphism is given as follows:
Suppose Φ(X) is a smooth function defi ned on a certain subset S of space 

Rn. If the Jacobian matrix ∂Φ/∂X at X = X0 is nonsingular, Φ(X) is then a local 
diffeomorphism in an open subset S0 including X0.

B.3  Coordinate Transformation of Nonlinear 

Control Systems

Given a nonlinear control system:

 

( ) ( )

( )

X f X g X u
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(B.2)

where
X ∈ Rn and u ∈ R are state variable and control variable, respectively
y ∈ R is the output variable
f and g are nonlinear function vectors
h is a nonlinear function

Let us select a local diffeomorphism Z = Φ(X). Then considering Equation 
B.2, we have
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Then, we have

 

( ) ( )

( )

Z f Z g Z u

y h Z

= +

=
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(B.3)

Equation B.3 represents the transformed nonlinear system using the selected 
local diffeomorphism.

B.4 Affine Nonlinear Control Systems

A control system is called affi ne nonlinear control system if it is nonlinear to 
state variable vector but linear to control variable vector. It has the following 
format:

 

1

( ) ( )
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m

i i
i

X f X g X u

y h X

=

= +

=

∑�

where
X ∈ Rn and u ∈ R are state variable vector and control variable vector, 

respectively
y ∈ R is the output variable
f and g are nonlinear function vectors
h is a nonlinear function

Nonlinear function vectors f(X) and g(X) are also called vector fi elds of state 
space.

B.5 Derived Mapping of Vector Fields

Derived mapping of vector fi elds is very important for exact linearization 
technique. Here is the defi nition—For a given diffeomorphism, Z = Φ(X) and 
a vector fi eld f(X), the Jacobian matrix of Φ(X) is JΦ = (∂Φ/∂X), then the derived 
mapping of f(X) under the mapping Φ(X) is defi ned as

 
1* ( )

( ) ( ) ( )|
X Z

f J X f X −Φ =Φ
Φ =

The derived mapping of vector fi eld f(X) is a transformation that moves the 
vector fi eld f(X) from the state space to Z space based on the diffeomorphism 
Z = Φ(X).
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B.6 Lie Derivative and Lie Bracket

Two essential geometric concepts of nonlinear systems are Lie derivative 
and Lie bracket, which are used in the application of exact linearization 
technique.

B.6.1 Lie Derivative

Given a differentiable scalar function ξ(X) = ξ(x1, x2, …, xn) and a vector fi eld 
f(X) of X, a new scalar function, denoted by Lf ξ(X), is obtained by the follow-
ing operation:

 1

( ) ( )
( ) ( ) ( )

n

f i
i i

X X
L X f X f X

X x=

∂ξ ∂ξξ = =
∂ ∂∑

and called the Lie derivative of function ξ(X) along the vector fi eld f(X).

B.6.2 Lie Bracket

Suppose two vector fi elds f(X) and g(X). The Lie bracket of g(X) along f(X) is 
defi ned by the following operation:

 
[ ] ∂ ∂

= = −
∂ ∂

, f

g f
f g ad g f g

X X

Since Lie bracket of g(X) is a new vector fi eld, it can be used to calculate the 
Lie bracket along f(X) once more:
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1

( ) , , ( )

( ) , ( )

f

k k
f f

ad g X f f g X

ad g X f ad g X−

⎡ ⎤= ⎣ ⎦

⎡ ⎤= ⎣ ⎦

�

The main operational rules of Lie bracket are

 1. Lie bracket is skew-symmetric:

 
[ ] [ ], ,f g g f= −

 2. If λ1 and λ2 are two real numbers, then

 
[ ] [ ] [ ]1 1 2 2 1 1 2 2, ( ) , ( ) , ( )f g g X f g X f g Xλ + λ = λ + λ
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 3. If γ(X) is another vector fi eld, then

 
[ ] [ ] [ ], , , , , , 0f g f g g f⎡ ⎤ ⎡ ⎤ ⎡ ⎤γ + γ + γ =⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 4. If f(X) and g(X) are vector fi elds, ξ(X) is a scalar function, then the Lie 
derivative of ξ(X) along vector fi eld [f(X), g(X)] is

 [ ],
( ) ( ) ( )f g g ff gL X L L X L L Xξ = ξ − ξ

B.7 Involutivity of Vector Field Sets

Suppose k vector fi elds g1(X), …, gn(X), all with n-dimension, let us form the 
matrix:

 
[ ]1 2( ) ( ) ( )kG g X g X g X= �

If the matrix G has rank k at X = X0 and the following augmented matrix:

 
1 2( ) ( ) ( ) ,k i jg X g X g X g g⎡ ⎤⎡ ⎤⎣ ⎦⎣ ⎦�

has the same rank k at X = X0 for any i and j where 1 ≤ i, j ≤ k, then the vector 
fi eld set {g1, g2, …, gk} is called an involutive one or we say it has the property 
of involutivity.

B.8 Relative Degree of a Control System

Suppose a SISO nonlinear control system:

 

= +

=

( ) ( )

( )

X f X g X u

y h X

�

where X ∈ Rn, u ∈ R, y ∈ R, f(X), and g(X) are vector fi eld items.
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The above is said to have relative degree γ in a neighborhood Ω of X = X0, 
if the following two conditions are satisfi ed:

 1. The Lie derivative of the function Lf
kh(X) along g equals zero in Ω, 

i.e.,

 
= < − ∀ ∈Ω( ) 0, 1,k

g fL L h X k xγ

 2. The Lie derivative of the function Lf
γ−1h(X) along vector fi eld g(X) is 

not equal to zero in Ω, i.e.,

 
1 ( ) 0.g fL L h Xγ − ≠

B.9 Exact Linearization Control

Exact linearization control design principle is to exactly linearize a nonlinear 
control system into a controllable linear system and to get the state nonlin-
ear feedback control law based on the linear control system. Converting the 
obtained control law back to the original nonlinear space results in the non-
linear control design for the original control system.

B.9.1 Conditions of Exact Linearization

To introduce the conditions of exact linearization, we need to introduce the 
following theorem.

Frobenius Theorem
Consider the following partial differential equations set:

 

∂ =⎡ ⎤⎣ ⎦∂ 1 2

( )
( ) ( ) ( ) 0k

h X
Y X Y X Y X

X
…

 
(B.4)

where ∂h(X)/∂X is the gradient vector of h(X); Y1(X), Y2(X), …, Yk(X) are the 
n-dimensional vector fi elds defi ned on X space.

Suppose the matrix [Y1(X) Y2(X) … Yk(X)] has rank k at X = X0. If and only 
if the augmented matrix [Y1(X) Y2(X) …Yk(X) [Yi, Yj ]] still has rank k for all 
X in a neighborhood of X0, there must exist n − k scalar functions, defi ned in 
a neighborhood Ω of X0, which are the solutions of Equation B.4, such that 
the Jacobian matrix ( )h X X∂ ∂  has rank n − k at X = X0.

The conditions proposed in Frobenius Theorem are actually the conditions 
of involutivity of a vector fi eld {Y1, Y2, …, Yk}.
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B.9.2 Nonlinear Control Design by Exact Linearization

Consider a SISO nth order nonlinear control system as follows:

 

( ) ( )
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X f X g X u

y h X

= +

=
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(B.5)

We assume that the relative degree of the system r = n, then the system could 
be transformed into a controllable linear system:

 Z AZ Bv= +�
 (B.6)

where the matrix A and B are Brunovsky normal form, and Z and v are state 
variable vector and control variable, respectively.

This linearization can be generated by using the nonlinear state feedback:
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(B.7)

where
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And the diffeomorphism coordinate transformation:
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(B.8)

The optimal control of the linear system in Equation B.6 is

 
T ** ( )v B P Z t= −

where P* is the solution of the Riccati matrix equation.
Considering the coordinate transformation Z = Φ(X), we can obtain the 

 following nonlinear control law:
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The Brunovsky normal form is given as follows:

 Z AZ Bv= +�

where
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Appendix  C:  Induction Machine 
Modeling and Vector 
Control for Fuel Cell 
Vehicle Applications

C.1 Voltage Equations of the Induction Machine

The idealized induction machine is shown in Figure C.1.
If the winding of the stator is sinusoidally distributed, then stator and rotor 

voltage equations are expressed as follows [6]:

 

abcs s abcs abcs

abcr r abcr abcr

V R i p

V R i p

−= + λ
−= + λ

 

(C.1)

where d dp t= , Vabcs = [Vas Vbs Vcs]
T, iabcs = [ias ibs ics]

T, λ–abcs = [λas λbs λcs]
T, 

Vabcr = [Var Vbr Vcr]
T, iabcr = [iar ibr icr]

T, and λ–abcs = [λas λbs λcs]
T.

The s and r subscripts represent the equations in terms of stator and rotor 
windings.

The fl ux linkage equations are given as
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(C.2)

where
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where
Lms is the stator magnetizing inductance
Lmr is the rotor magnetizing inductance
Lls is the stator leakage inductance
Llr is the rotor leakage inductance
Lsr is the mutual inductance between stator and rotor windings

C.2 Voltage Equations on the Stationary Reference Frame

Using the reference frame theory (Appendix D), we can transform the induc-
tion machine variables (voltage, current, and linkage) to another reference 
frame as long as the condition that fa + fb + fc = 0 ( fa, fb, and fc are each phase 
v, i, and λ components) is satisfi ed. Using Park transformation, these three 
phases can be changed on the stationary reference frame:

 
( )π π= + = + +2 /3 4 /3s s s

s s s a b b2/3 e ej j
d qf f jf f f f

 
(C.3)

or equivalently
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s
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s
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1 1/2 1/2
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q

f
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f
f
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⎡ ⎤− −⎡ ⎤ ⎡ ⎤ ⎢ ⎥=⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎢ ⎥⎢ ⎥ ⎣ ⎦⎣ ⎦ ⎢ ⎥⎣ ⎦  

(C.4)

q axis

d-axis

Rotor

cs

as

Stator as axis

ω

α
θ

bs

β

FIGURE C.1
Idealized induction machine. (Extracted from Liu, J., Modeling, analysis and design of 

 integrated starter generator system based on fi eld oriented controlled induction machines, 

PhD thesis, Ohio State University, Columbus, OH, 2005.)
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Simply we can write stator and rotor voltage equations:

 
s s s
s s s sStator voltage equation:  v R i p= + λ  (C.5)

 
r r r
r r r rRotor voltage equation: v R i p= + λ  (C.6)

Assuming that there is a relationship between the stationary and the syn-
chronous reference frames:

 
rs r

r re jf fθ= ⋅
 

(C.7)

where θr = ωrt is the phase angle difference between the stationary and the 
synchronous reference frames:

 
r r r
r r r rv R i p= + λ  (C.8)
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( )

( )

( )
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− θ − θ
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r r r

r r

r r r

r r r

s s s
r r r r

s s
r r r
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r r r r

s s s
r r r r r

s s s
r r r r r

e e e

e e

e e e

e e e

j j j

j j

j j

j j

v R i p

R i p

R i p p

R i p

v R i p j
 

(C.9)

So the voltage equations on the stationary frame are

 
s s s
s s s sStator voltage equation: v R i p= + λ  (C.10)

 ( )= + − ω λs s s
r r r rRotor voltage equation: v R i p j  (C.11)

C.3  Voltage Equations on the Synchronous 

Reference Frame
s s s
s s s m rL i L iλ = +  (Ls, stator self-inductance; Lm, mutual inductance):

 
s s s
r r r m s s( , rotor self-inductance)L i L i Lλ = +  (C.12)

By substituting Equation C.12 into Equations C.10 and C.11, the d–q model 
voltage equations on the stationary frame can be derived:

 

s ss s m

s ss s m

r rm r m r r r r

r rr m m r r r r

0 0

0 0

d d

q q

d d

q q

v iR L p L p
v iR L p L p
v iL p L R L p L
v iL L p L R L p

+⎡ ⎤ ⎡ ⎤⎡ ⎤
⎢ ⎥ ⎢ ⎥⎢ ⎥+⎢ ⎥ ⎢ ⎥⎢ ⎥=⎢ ⎥ ⎢ ⎥⎢ ⎥ω + ω
⎢ ⎥ ⎢ ⎥⎢ ⎥−ω −ω +⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦  

(C.13)
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The voltage equations on the stationary frame can be transferred on the syn-
chronous frame using the relationship given in

 

e

e

e s
s s

e s
r r

e

e

j

j

f f

f f

− θ

− θ

=

=
 

(C.14)

where θe is the synchronous angular velocity.
The stator voltage equation becomes

 

( )e e e

e e e

s s s
s s s s

e e e
s s s s

e e e
s s e s s

e e e
s s s se

e e e

e e e
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j j j

j j j
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v R i p
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θ θ θ

θ θ θ
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= + λ
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(C.15)

The rotor voltage equation becomes
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( )( )
( )

( )( )
( )

e e e

e e
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e e e
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e e
r r e r r

e e e
r r r r e r

e e
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θ θ θ

θ θ
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= + + ω λ

 

(C.16)

where the slip speed is defi ned as

 sl e rω = ω − ω
 

(C.17)

and the linkage fl ux equations can be expressed as

 

e e e
s s s m r

e e e
r r r m s

L i L i

L i L i

λ = +

λ = +
 

(C.18)

Using Equations C.16 and C.17, the voltage equation can be described using 
current, resistance, reactance, and speeds:

 

e e
s s s e s m e m s

e e
s e m s s e m m s

e e
r m sl m r r sl r r

e e
r sl m m sl r r r r

d d

q q

d d

q q

v R L p L L p L i

v L R L p L L p i

v L p L R L p L i

v L L p L R L p i

⎡ ⎤ ⎡ ⎤+ −ω −ω⎡ ⎤
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⎢ ⎥ ⎢ ⎥⎢ ⎥ω ω +⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦  

(C.19)
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C.4 d–q Equivalent Circuit

Figure C.2 shows the equivalent circuits in arbitrary reference frame. 
According to the defi nition of rotor speed ω on the reference frame, we can 
obtain the dynamic d–q model in a difference frame. When the rotating 
speed of the reference frame is zero, ω = 0, the dynamic d–q model in the 
stationary reference frame can be obtained. When the rotating speed of the 
reference frame is synchronous speed ω = ωe, the dynamic d–q model in 
the synchronous rotating reference frame is obtained.

C.5  Dynamic Induction Machine Model 

in the State Space Form

In order to obtain state space equation about the induction machine, let us 
consider:

d-Axis equivalent circuit 

q-Axis equivalent circuit 

Rs

Rs

Rr

Rr

λqr

λdr

λqs

λds

ωλds

ωλqs

(ω – ωr)λds

(ω – ωr)λqs

Vqs

Vds

Vqr

Vdr

Lls

iqs iqr

ids idr

Llr

Lls = Ls – Lm Llr = Lr – Lm

Lm

Lm

–

–

+

– + +

–+

(a)

(b)

FIGURE C.2 Dynamic d–q equivalent circuit. (a) d-Axis equivalent circuit, (b) q-Axis equiva-

lent. (Extracted from Liu, J., Modeling, analysis and design of integrated starter generator sys-

tem based on fi eld oriented controlled induction machines, PhD thesis, Ohio State University, 

Columbus, OH, 2005.)



212 Appendix C
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(C.20)

By inversing the Equation C.20, the following equation is obtained:
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(C.21)

By substituting Equation C.21 into Equation C.18, a new voltage equation is 
written as follows:
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(C.22)

where σ = − 2
m s r1 ( )L L L .

By defi ning
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the state space equation can be obtained using the above defi nition:
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(C.23)
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(C.24)

where m s rK L L L= σ  and r r rT L R= .

C.6 Torque Equation

To derive torque equation, let us consider the following voltage equation:

 mv Ri Lpi G i= + +
 

(C.25)

where
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By multiplying voltage equation by 1.5iT, the power equation can be obtained 
as follows:

 ( )T T T T1.5 1.5 mP i v i Ri i Lpi i G i= = + +
 

(C.26)

In Equation C.26, 1.5iTv is the motor input power and 1.5iTRi is the copper 
loss. The item 1.5iTLpi represents the rate of exchange of magnetic fi eld energy 
between windings and 1.5iTGmi represents the rate of energy converted to 
mechanical work. Hence, the mechanical power can be defi ned as
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(C.27)

where
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Since Ge is skew-symmetric (GT  
e  =  −Ge), iTωrGei is not considered when calcu-

lating the mechanical power, Pm.
The torque is obtained by dividing the power by the mechanical speed:
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(C.28)

where P is the pole of the machine.
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The power in the d–q frame is
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(C.29)

C.7 Slip Calculation

The fourth row in Equation C.22 is

 

e e e em
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λ = − λ + − ω λ

 

(C.30)

For the fi eld orientation control or vector control, Ids is aligned with the rotor 
fl ux and Iqs is responsible for torque production. Ids is perpendicular to Iqs so that 
the fl ux and the torque can be controlled separately like a DC machine. Since 
the rotor fl ux linkage is only aligned with d-axis, the vector control condition is 
that e

r 0qλ = . In Equation C.24, e
r 0qpλ = , and Equation C.25 can be modifi ed as
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(C.31)

C.8 Calculation of the Rotor Flux e
rλd  on d-Axis

The third row in Equation C.22 is
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(C.32)
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Considering the vector control condition ( e
r 0qλ = ), Equation C.32 can be 

rewritten as
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(C.33)

Using the steady-state condition, Equation C.33 can be modifi ed as
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e r
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m

d
di L

λ
=

 

(C.34)

which means that e
sdi  controls the rotor fl ux linkage.

C.9 Calculation of the Torque

Since e
r 0qλ = , the torque equation (Equation C.28) becomes

 

e em
e s r
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q d

LP
T i
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= λ

 

(C.35)

According to the vector control condition that the rotor fl ux is constant, e
sqi  

controls the electromagnetic torque.

C.10  d–q Decoupling Control and Back Electromotive 

Force Compensation Control

From the fi rst and second rows of Equation C.24, we can derive the voltage 
equations as follows, which have coupling terms due to the vector control 
condition, e

r 0qλ = :
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(C.36)

The voltage equations (Equations C.36) have coupling terms ( e
s e sqL iσ ω  and 

e
s e sdL iσ ω ) and back electromotive force (EMF) term ( )ω λe m r( )L L . These 
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coupling and EMF terms must be controlled using decoupling control, 
namely the back EMF compensation control. Otherwise, this vector control 
cannot control iq and id separately due to these coupling terms.

The new decoupling voltage equations are
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(C.37)

By using Equation C.37, Equation C.38 can be derived:
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(C.38)

To compensate the back EMF term ω )λe m r(L L , we add −ω )λe m r(L L  to e
sqv . So 

the new compensation voltage becomes
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(C.39)

Finally new current equations, decoupling the coupling terms and compen-
sating the back EMF, can be written as
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Appendix D:  Coordinate 
Transformation

D.1 abc Phase to qd0 Reference Frame Transformation
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where
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D.2 Synchronous Reference Frame

Assuming that q-axis is rotating with synchronous speed ωe = 2πfe, the phase 
angle difference between q- and a-axes is

 e etθ = θ = ω
 

(D.2)

The phase angle difference is shown in Figure D.1.
Using Equation D.1, the synchronous reference frame q- and d-axes are
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(D.3)
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(D.4)

As long as the condition fa + fb + fc = 0 is satisfi ed, Equations D.3 and D.4 can 
be converted to Equations D.5 and D.6, respectively, with two variables:
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FIGURE D.1

The space vectors between abc- and dq-axes. (From Na, W., A study on the output voltage con-

trol strategies of 3-phase PWM inverter for an uninterruptible power supply, Korea master 

thesis, Kwangwoon University, Seoul, 1997. With permission.)
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D.3 Stationary Reference Frame

Assuming that q-axis is aligned with the a-axis (θ = 0), the synchronous frame 
q- and d-axes are

 

( )e 2
cos cos

3

2 1 1

3 2 2

q a b c

a b c
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(D.7)

 
( )

e 2
( sin sin )

3

1

3

d b c

b c

f f f

f f

= − γ + γ

= − −
 

(D.8)

For the condition fa + fb + fc = 0, we obtain

 
s
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D.4  Transformation between Synchronous Frame 

and Stationary Frame

Using Equation D.11, the stationary reference frame can be converted to the 
synchronous reference frame:
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Using Equation D.12, the stationary reference frame can be converted to the 
synchronous reference frame:
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Appendix E:  Space Vector Pulsewidth 
Modulation

As mentioned in Chapter 7, space vector pulsewidth modulation (SVPWM) 
provides the maximum sinusoidal phase voltage Vmax = 0.57735Vdc, which is 
15.5% higher than sinusoidal PWM [8]. Before we discuss SVPWM, the con-
cept of the space voltage vectors in the inverter must be understood fi rst with 
the help of the following voltage equations.

The voltages in Figure E.1 can be written as

 

A f A C

A f A C

A f A C

d

d

d

d

d

d

a a a

b b b

c c c

v L i v
t

v L i v
t

v L i v
t

= +

= +

= +
 

(E.1)

where Lf is inductance of LC fi lter, and other voltages and currents can be 
found in Figure E.1.

The voltages in the stationary reference frame have the same form as those 
in Equation E.1:
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(E.2)

The space vector form of Equation E.2 is

 

s s s
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d
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(E.3)

The right-hand side in Equation E.3, capacitor voltage s
CqV  in space vector 

form is

 
θ=s *

C e j
qV V

 
(E.4)

where θ is an arbitrary phase angle in the space vector.
In order to obtain the space voltage vectors in the inverter system given in 

Figure E.1, the switching function of each leg in the inverter can be defi ned as

 

⎧
= ⎨

⎩

 0, Negative leg is ON
, ,
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(E.5)
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From the neutral ground point g, using the switching function in Equation 
E.5, the new inverter output voltages are

 

A dc

A dc

A dc

a a ng

b b ng

c c ng

v S V v

v S V v

v S V v

= +

= +

= +  

(E.6)

where vng is the potential difference between the negative point n and the 
neural ground g, and Vdc is DC link input voltage of the inverter.

The new voltage equations in Equation E.6 in the stationary reference 
frame are
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According to the coordinate transformations given in Appendix D,

 
( )

2 1 1

3 2 2

1

3

q a b c

d b c

S S S S

S S S

⎛ ⎞= − −⎜ ⎟⎝ ⎠

= −
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And according to the switching function Sa, Sb, and Sc, the eight difference 
states should exist. The detailed changes of the switching function are dis-
played in Table E.1, and the calculation of the switching time will be explained 
as follows.

iCb

iLb

iAa

vCcvCa
vCb

Vdc

Lf

Cf

iCc

iLc

vAb

iAb

iAc

iCa

iLa

vAb

vAa

a

b

c

Load
5

+

3 1

2 6 4

p

n
g

FIGURE E.1
Three phase inverter with LC fi lter. (From Na, W., A study on the output voltage control strat-

egies of 3-phase PWM inverter for an uninterruptible power supply, Korea master thesis, 

Kwangwoon University, Seoul, 1997. With permission.)
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The SVPWM technique is a special technique of determining the switch-
ing state sequence of the inverter. The inverter has eight possible switching 
states. As shown in Figure E.2, those states are mapped on the d–q axis. 
There are six valid voltage space vectors (V1–V6) and two null or zero voltage 
vectors (V0, V7) shown in Table E.1. Null or zero voltage vector occurs when 
all upper switches are ON simultaneously and other bottom switches are 
OFF, or all upper switches are OFF and other bottom switches are ON. This 
case leads to short the load, and therefore zero voltage output is generated. 

TABLE E.1

The Changes of Switching Function according to Switching States

Voltage Vector Conducting Switches Sa Sb Sc Sq Sd

V0  2 4 6 0 0 0 0 0

V1  6 1 2 1 0 0
2

3
0

V2  1 2 3 1 1 0
1

3

1

3
−

V3  2 3 4 0 1 0
1

3
−

1

3
−

V4  3 4 5 0 1 1
2

3
− 0

V5  4 5 6 0 0 1
1
3

−
1

3

V6  5 6 1 1 0 1
1

3

1

3

V7  1 3 5 1 1 1 0 0

V4(011)

Area 3

Area 2

Area 1

Area 6

Area 5

Area 4

qs

ds

V1(100)

V2(110)V3(010)

V0(000)

V7(111)

V5(001) V6(101)

Va

V *

θ

FIGURE E.2
Space vector diagram.
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For example, assuming that the reference voltage vector V* be in the area I, 
to generate the PWM output voltage, the adjacent voltage vectors V1 and V2 
need to be used [6]. The switching cycle can be calculated using [9] 
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In order to minimize the switching frequency of each inverter leg, the 
switching pattern is arranged in a way shown in Figure E.3. By doing so, the 
symmetrical pulse pattern for two consecutive Tc intervals is created.

In Figure E.3, Ts = 2Tc = 1/fs ( fs, switching frequency) is the sampling 
frequency [6], and as shown in Figure E.3, during the fi rst half period, the 
switching sequence has to be (000 → 100 → 110 → 111) and in the following 
second period, the switching sequence has to be in reverse (111 → 110 → 

FIGURE E.3
Symmetrical pulse pattern for the three-phase inverter. (From Bose, B.K., Modern Power 
Electronics and AC Drives, Prentice Hall, Upper Saddle River, NJ, 2002. With permission.)

0

V0 V1 V2 V7 V7 V2 V1 V0

0

0
Tc

t0/2 t0/2ta tb

Tc
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100 → 000). The zero and null voltage vectors (V0, V7) need to be replaced 
effi ciently such that minimal output harmonics and torque ripple can be 
produced [9].
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