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PREFACIO

La presente es la cuarta edicion de este libro. Cada edicion ha correspondido a una fase diferente
de la manera en que se usaron las redes de computadoras. Cuando aparecid la primera edicion, en
1980, las redes eran una curiosidad académica. Para la segunda edicion, en 1988, las redes ya se
usaban en universidades y en grandes empresas. Y en 1996, cuando se editd por tercera vez este
libro, las redes de computadoras, en particular Internet, se habian convertido en una realidad coti-
diana para millones de personas. El elemento nuevo de la cuarta edicion es el rapido crecimiento
de las redes inalambricas en muchas formas.

El panorama de las redes ha cambiado radicalmente desde la tercera edicion. A mediados de
la década de 1990 existian varios tipos de LANs y WANS, junto con pilas de multiples protocolos.
Para el 2003, la tinica LAN alambrica de amplio uso tal vez sea Ethernet y practicamente todas las
WANS estarian en Internet. En consecuencia, se habra eliminado una gran cantidad de material re-
ferente a estas antiguas redes.

Sin embargo, también abundan los nuevos desarrollos. Lo mas importante es el gran aumen-
to de redes inalambricas, como la 802.11, los ciclos locales inalambricos, las redes celulares 2G y
3G, Bluetooth, WAP (protocolo de aplicaciones inalambricas), el i-mode y otros. De acuerdo con
esto, se ha agregado una gran cantidad de material a las redes inaldmbricas. Otro tema importan-
te y novedoso es la seguridad, por lo que se ha agregado todo un capitulo al respecto.

Aun cuando el capitulo 1 tiene la misma funcién introductoria que en la tercera edicion, su
contenido se ha revisado y actualizado. Por ejemplo, en dicho capitulo se presentan introducciones
a Internet, Ethernet y LANs inalambricas, ademas de algunas referencias y datos histéricos. También
se explican brevemente las redes domésticas.

El capitulo 2 se ha reorganizado. Luego de una breve introduccion a los principios de comuni-
cacion de datos, hay tres secciones importantes sobre la transmision (medios guiados, inaldmbricos
y por satélite), seguidas de otras tres con ejemplos importantes (el sistema publico de telefonia con-
mutada, el sistema de teléfonos celulares y la TV por cable). Entre los nuevos temas tratados en
este capitulo estan ADSL, banda ancha inalambrica, MANs inalambricas y acceso a Internet por
cable y DOCSIS.

El capitulo 3 siempre ha presentado los principios fundamentales de los protocolos de punto
a punto. Estas ideas son permanentes y no han cambiado durante décadas.
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En consecuencia, las series de protocolos de ejemplo detallados que se presentan en este ca-
pitulo no han cambiado en lo mas minimo desde la tercera edicion.

En contraste, la subcapa MAC ha sido un area de gran actividad en los ultimos afios, por lo
que se presentan muchos cambios en el capitulo 4. La seccion sobre Ethernet se ha ampliado
para incluir la Ethernet de gigabits. Las secciones nuevas importantes son las que tratan sobre las
LANSs inalambricas, banda ancha inalambrica, Bluetooth y la conmutacion de la capa de enlace de
datos, incluyendo MPLS.

También se actualizé el capitulo 5, en donde se elimino todo lo referente a ATM y se incluyd
material adicional sobre Internet.

Ahora la calidad del servicio también es un tema importante, incluyendo las exposiciones de
los servicios integrados y los servicios diferenciados. Las redes inalambricas también estan pre-
sentes aqui, con una explicacion del enrutamiento en redes ad hoc. Entre otros temas nuevos se
encuentran las redes NAT y de igual a igual.

El capitulo 6 trata atin de la capa de transporte, pero aqui también se han hecho algunos cam-
bios, que incluyen un ejemplo de la programacion de sockets. También se explican un cliente y un
servidor de una pagina en C. Estos programas, disponibles en el sitio Web del libro, se pueden
compilar y ejecutar. En conjunto proporcionan un servidor Web de archivos remoto para expe-
rimentacion. Entre otros temas estan la llamada a procedimiento remoto, RTP y el TCP para
transacciones.

El capitulo 7 se ha enfocado sobre todo en la capa de aplicacidén. Después de una breve intro-
duccion sobre DNS, el resto del capitulo aborda sélo tres temas: el correo electrénico, Web y mul-
timedia. Pero cada tema se trata con todo detalle. La exposicion de como funciona Web abarca
ahora mas de 60 paginas, y cubre una amplia serie de temas, entre ellos las paginas Web estaticas
y dinamicas, HTTP, los scripts (secuencias de comandos) de CGI, redes de distribucion de infor-
macion, cookies 'y el uso de caché en Web. También se incluye material sobre como se escriben las
paginas Web modernas, incluyendo breves introducciones a XML, XSL, XHTML, PHP y mas; to-
do con ejemplos que se pueden probar. Asimismo, hay una exposicion sobre Web inalambrica, en-
focandose en i-mode y WAP. El material de multimedia incluye ahora MP3, audio de flujo
continuo, radio en Internet y voz sobre IP.

La seguridad ha llegado a ser tan importante que ahora se ha ampliado a un capitulo entero de
mas de 100 paginas (el capitulo 8). Cubre tanto los principios de la seguridad (algoritmos simétri-
cos y de clave publica, firmas digitales y certificados X.509) como las aplicaciones de estos prin-
cipios (autenticacion, seguridad del correo electronico y seguridad en Web). El capitulo es amplio
(va desde la criptografia cuantica hasta la censura gubernamental) y profundo (por ejemplo, trata
en detalle el funcionamiento de SHA-1).

El capitulo 9 contiene una lista totalmente nueva de lecturas sugeridas y una amplia bibliogra-
fia de mas de 350 citas a la literatura actual. Mas de 200 de éstas son a articulos y libros escritos
en el 2000 o mas recientes.

Los libros de computacidn estan llenos de acrénimos, y éste no es la excepcion. Para cuando
acabe de leer el presente libro, los siguientes términos le serdn familiares: ADSL, AES, AMPS,
AODV, ARP, ATM, BGP, CDMA, CDN, CGI, CIDR, DCF, DES, DHCP, DMCA, FDM, FHSS,
GPRS, GSM, HDLC, HFC, HTML, HTTP, ICMP, IMAP, ISP, ITU, LAN, LMDS, MAC, MACA,
MIME, MPEG, MPLS, MTU, NAP, NAT, NSA, NTSC, OFDM, OSPF, PCF, PCM, PGP, PHP, PKI,
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POTS, PPP, PSTN, QAM, QPSK, RED, RFC, RPC, RSA, RSVP, RTP, SSL, TCP, TDM, UDP,
URL, UTP, VLAN, VPN, VSAT, WAN, WAP, WDMA, WEP, WWW y XML. Pero no se preocupe.
Cada uno se definird cuidadosamente antes de usarlo.

Para ayudar a los profesores a utilizar este libro como texto en un curso, el autor ha preparado
varios apoyos, en inglés, para la ensefianza, como:

* Un manual de solucién de problemas.

* Archivos que contienen las figuras del libro en varios formatos.

» Péaginas de PowerPoint para un curso que utilice el libro.

» Un simulador (escrito en C) para los protocolos de ejemplo del capitulo 3.

» Una pagina Web con vinculos a muchos manuales en linea, empresas, listas de preguntas fre-
cuentes, etcétera.

El manual de soluciones sélo podra adquirirlo directamente con los representantes de Pearson
Educacion (pero sélo esta disponible para los profesores; los estudiantes no podran adquirirlo). El
resto del material esta en el sitio Web del libro:

http://'www.pearsonedlatino.com/tanenbaum

Localice la portada del libro y haga clic en ella.

Muchas personas me ayudaron durante la preparacion de la cuarta edicion. Me gustaria agra-
decer especialmente a: Ross Anderson, Elizabeth Belding Royer, Steve Bellovin, Chatschick Bisdi-
kian, Kees Bot, Scott Bradner, Jennifer Bray, Pat Cain, Ed Felten, Warwick Ford, Kevin Fu, Ron
Fulle, Jim Geier, Mario Gerla, Natalie Giroux, Steve Hanna, Jeff Hayes, Amir Herzberg, Philip
Homburg, Philipp Hoschka, David Green, Bart Jacobs, Frans Kaashoek, Steve Kent, Roger Kermo-
de, Robert Kinicki, Shay Kutten, Rob Lanphier, Marcus Leech, Tom Maufer, Brent Miller, Shivakant
Mishra, Thomas Nadeau, Shlomo Ovadia, Kaveh Pahlavan, Radia Perlman, Guillaume Pierre, Wayne
Pleasant, Patrick Powell, Tomas Robertazzi, Medy Sanadidi, Christian Schmutzer, Henning Schulz-
rinne, Paul Sevinc, Mihail Sichitiu, Bernard Sklar, Ed Skoudis, Bob Strader, George Swallow, George
Thiruvathukal, Peter Tomsu, Patrick Verkaik, Dave Vittali, Spyros Voulgaris, Jan-Mark Wams, Rue-
diger Weis, Bert Wijnen, Joseph Wilkes, Leendert van Doorn y Maarten van Steen.

Un especial agradecimiento a Trudy Levine por demostrar que las abuelas pueden hacer un
trabajo fino de revision de material técnico. Shivakant Mishra ide6 muchos de los desafiantes pro-
blemas de fin de capitulo. Andy Dornan sugirid lecturas adicionales para el capitulo 9. Jan Loo-
yen proporcion6 hardware esencial en un momento critico. El doctor F. de Nies hizo un excelente
trabajo de cortado y pegado justo cuando fue necesario. Mary Franz, mi editora en Prentice Hall,
me proporciond mas material de lectura del que habia consumido en los 7 afios anteriores y fue de
gran ayuda en muchos otros aspectos.

Finalmente, llegamos a las personas mas importantes: Suzanne, Barbara y Marvin. A Suzanne
por su amor, paciencia y los almuerzos. A Barbara y Marvin por ser agradables y joviales (excepto
al quejarse de los horribles libros de texto universitarios, manteniéndome, de este modo, alerta).
Gracias.

ANDREW S. TANENBAUM



INTRODUCCION

Cada uno de los tres tltimos siglos fue dominado por una tecnologia. El siglo XVIII fue la era
de los grandes sistemas mecanicos que acompafiaron la Revolucion Industrial. El siglo XIX fue la
edad de la maquina de vapor. Durante el siglo XX la tecnologia clave fue la obtencion, el proce-
samiento y la distribucion de la informacion. Entre otros acontecimientos, vimos la instalacion de
redes mundiales de telefonia, la invencion de la radio y la television, el nacimiento y crecimiento
sin precedentes de la industria de la computacion, asi como el lanzamiento de satélites de comu-
nicaciones.

Como resultado del rapido progreso tecnoldgico, estas areas estan convergiendo de una manera
acelerada y las diferencias entre la recoleccion, transportacion, almacenamiento y procesamiento de
la informacién estan desapareciendo rapidamente. Organizaciones con cientos de oficinas disper-
sas en una amplia area geografica esperan de manera rutinaria poder examinar el estado actual in-
cluso de su sucursal mas distante con sélo oprimir un boton. Al aumentar nuestra capacidad de
obtener, procesar y distribuir informacion, la demanda de procesamiento de informacion cada vez
mas complejo crece incluso con mas celeridad.

Aunque la industria de la computacion aun es joven en comparacion con otras industrias (como
la automotriz y la aerondutica), ha progresado espectacularmente en poco tiempo. Durante las dos
primeras décadas de su existencia, los sistemas de computacion estaban altamente centralizados, por
lo general, en una sala grande e independiente. Con frecuencia, estas salas tenian paredes de cristal
a través de las cuales los visitantes podian atisbar la maravilla electronica que encerraban. Las com-
pafiias o universidades medianas apenas llegaban a tener una o dos computadoras, en tanto que las

1
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instituciones grandes tenian, cuando mucho, una docena. La idea de que en veinte afios se pudieran
producir en masa millones de computadoras igualmente poderosas pero mas pequefias que un tim-
bre postal era ciencia-ficcion.

La fusion de las computadoras y las comunicaciones ha tenido una influencia profunda en la
manera en que estan organizados los sistemas computacionales. Actualmente, el concepto de “cen-
tro de computo” como un espacio amplio con una computadora grande a la que los usuarios lle-
vaban su trabajo a procesar es totalmente obsoleto. El modelo antiguo de una sola computadora
que realiza todas las tareas computacionales de una empresa ha sido reemplazado por otro en
el que un gran nimero de computadoras separadas pero interconectadas hacen el trabajo. Estos sis-
temas se denominan redes de computadoras. El disefio y la organizacion de estas redes es el
objetivo de este libro.

A lo largo del libro utilizaremos el término “redes de computadoras” para designar un conjun-
to de computadoras autonomas interconectadas. Se dice que dos computadoras estan interconec-
tadas si pueden intercambiar informacion. No es necesario que la conexion se realice mediante un
cable de cobre; también se pueden utilizar las fibras opticas, las microondas, los rayos infrarrojos
y los satélites de comunicaciones. Las redes tienen varios tamafios, formas y figuras, como vere-
mos mas adelante. Aunque a algunas personas les parezca extraio, ni Internet ni Web son una red
de computadoras. Este concepto quedara claro al finalizar el libro. La respuesta rapida es: Inter-
net no es una red Unica, sino una red de redes, y Web es un sistema distribuido que se ejecuta
sobre Internet.

Existe una gran confusion entre una red de computadoras y un sistema distribuido. La dife-
rencia principal radica en que, en un sistema distribuido, un conjunto de computadoras indepen-
dientes aparece ante sus usuarios como un sistema consistente y unico. Por lo general, tiene un
modelo o paradigma unico que se presenta a los usuarios. Con frecuencia, una capa de software
que se ejecuta sobre el sistema operativo, denominada middleware, es la responsable de imple-
mentar este modelo. Un ejemplo bien conocido de un sistema distribuido es World Wide Web, en
la cual todo se ve como un documento (una pagina Web).

En una red de computadoras no existe esta consistencia, modelo ni software. Los usuarios es-
tan expuestos a las maquinas reales, y el sistema no hace ningun intento porque las maquinas se
vean y actuen de manera similar. Si las maquinas tienen hardware diferente y distintos sistemas
operativos, eso es completamente transparente para los usuarios. Si un usuario desea ejecutar un
programa de una maquina remota, debe registrarse en ella y ejecutarlo desde ahi.

De hecho, un sistema distribuido es un sistema de software construido sobre una red. El soft-
ware le da un alto grado de consistencia y transparencia. De este modo, la diferencia entre una red
y un sistema distribuido esta en el software (sobre todo en el sistema operativo), mas que en el
hardware.

No obstante, tienen muchas cosas en comun. Por ejemplo, tanto los sistemas distribuidos co-
mo las redes de computadoras necesitan mover archivos. La diferencia esta en quién invoca el mo-
vimiento, el sistema o el usuario. Aunque el objetivo principal de este libro son las redes, muchos
de los temas se relacionan con los sistemas distribuidos. Para mas informacion acerca de los sis-
temas distribuidos, vea (Tanenbaum y Van Steen, 2002).
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1.1 USOS DE LAS REDES DE COMPUTADORAS

Antes de empezar a examinar con detalle los elementos técnicos, vale la pena dedicar algo
de tiempo a precisar por qué la gente se interesa en las redes de computadoras y para qué se pue-
den utilizar. Después de todo, si nadie se hubiera interesado en ellas, no se habrian construido
tantas. Empezaremos con el uso tradicional que les dan las empresas y los individuos, y luego
avanzaremos a los ultimos desarrollos con respecto a los usuarios moviles y la conexion de re-
des domésticas.

1.1.1 Aplicaciones de negocios

Muchas compaiiias tienen una cantidad considerable de computadoras. Por ejemplo, una com-
pafiia podria tener computadoras separadas para supervisar la produccion, controlar inventarios y
hacer la némina. Al principio estas computadoras tal vez hayan trabajado por separado pero, en al-
gin momento, la administracion decidié conectarlas para extraer y correlacionar informacion
acerca de toda la compaiia.

Dicho de una manera mas general, el asunto aqui es la comparticién de recursos y el objeti-
vo es hacer que todos los programas, el equipo y, en particular, los datos estén disponibles para todos
los que se conecten a la red, independientemente de la ubicacion fisica del recurso y del usuario.
Un ejemplo claro y muy difundido es el de un grupo de oficinistas que comparten una impresora.
Ninguno de los individuos necesita una impresora privada, y una impresora de alto volumen en red
suele ser mas barata, rapida y facil de mantener que varias impresoras individuales.

Sin embargo, compartir informacién es tal vez mas importante que compartir recursos fisi-
cos, como impresoras, escaneres y quemadores de CDs. Para las compaiias grandes y media-
nas, asi como para muchas pequeiias, la informacién computarizada es vital. La mayoria de las
compaiiias tiene en linea registros de clientes, inventarios, cuentas por cobrar, estados financie-
ros, informacién de impuestos, etcétera. Si todas las computadoras de un banco se cayeran,
¢éste no duraria mas de cinco minutos. Una moderna planta manufacturera, con una linea de
ensamblado controlada por computadora, ni siquiera duraria ese tiempo. Incluso una pequena
agencia de viajes o un despacho juridico de tres personas, ahora dependen en gran medida de
las redes de computadoras para que sus empleados puedan tener acceso de manera instantanea
a la informacion y a los documentos importantes.

En las compafias mas pequeiias, es posible que todas las computadoras estén en una sola ofi-
cina o en un solo edificio, pero en las mas grandes, las computadoras y los empleados pueden es-
tar dispersos en docenas de oficinas y plantas en varios paises. No obstante, un vendedor en Nueva
York podria requerir algunas veces tener acceso a una base de datos de inventario de productos que
se encuentra en Singapur. En otras palabras, el hecho de que un usuario esté a 15,000 km de sus
datos no debe ser impedimento para que utilice esos datos como si fueran locales. Esta meta se po-
dria resumir diciendo que es un intento por acabar con la “tirania de la geografia”.

En términos aun mas sencillos, es posible imaginar el sistema de informacion de una compa-
fiia como si consistiera en una o mas bases de datos y algunos empleados que necesitan acceder a
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ellas de manera remota. En este modelo, los datos estan almacenados en computadoras poderosas
que se llaman servidores. Con frecuencia, éstos se encuentran alojados en una central y un admi-
nistrador de sistemas les da mantenimiento. En contraste, los empleados tienen en sus escritorios
maquinas mas sencillas, llamadas clientes, con las que pueden acceder a datos remotos —por
ejemplo, para incluirlos en las hojas de calculo que estan elaborando. (Algunas veces nos referi-
remos a los usuarios de las maquinas como “el cliente”, pero debe quedar claro, por el contexto,
si el término se refiere a la computadora o a su usuario.) Las maquinas cliente y servidor estan
conectadas por una red, como se ilustra en la figura 1-1. Observe que hemos representado a la
red como un 6valo sencillo, sin detalle alguno. Utilizaremos esta forma cuando nos refiramos
a una red en sentido general. Cuando se requieran mas detalles, los proporcionaremos.

Cliente

Servidor

Figura 1-1. Una red con dos clientes y un servidor.

Este conjunto se conoce como modelo cliente-servidor. Se utiliza ampliamente y forma la
base en gran medida del uso de redes. Es aplicable cuando el cliente y el servidor estan en el mis-
mo edificio (por ejemplo, cuando pertenecen a la misma compaifiia), pero también cuando estan
bastante retirados. Por ejemplo, cuando una persona en casa accede a una pagina Web, se emplea
el mismo modelo, en el que el servidor remoto de Web es el servidor y la computadora personal
del usuario es el cliente. En la mayoria de los casos, un servidor puede manejar una gran cantidad de
clientes.

Si vemos el modelo cliente-servidor en detalle, nos daremos cuenta de que hay dos procesos
involucrados, uno en la maquina cliente y otro en la maquina servidor. La comunicacién toma la
siguiente forma: el proceso cliente envia una solicitud a través de la red al proceso servidor y
espera una respuesta. Cuando el proceso servidor recibe la solicitud, realiza el trabajo que se le
pide o busca los datos solicitados y devuelve una respuesta. Estos mensajes se muestran en la
figura 1-2.

Un segundo objetivo de la configuracion de una red de computadoras tiene que ver mas con
la gente que con la informacion e, incluso, con las computadoras mismas. Una red de computadoras
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Maquina Maquina

cliente o servidor

Solicitud
— [
-‘-—_—'_'_‘ I
£ Respuesta .
Proceso Proceso
cliente cliente

Figura 1-2. El modelo cliente-servidor implica solicitudes y respuestas.

es un poderoso medio de comunicacion entre los empleados. Casi todas las compaiias que tienen
dos 0 mas computadoras cuentan con correo electrénico, mediante el cual los empleados mantie-
nen generalmente una comunicacidn diaria. De hecho, una queja comun es la gran cantidad de
correo electronico que tenemos que atender, mucho de ¢l sin sentido porque los jefes han descu-
bierto que pueden enviar el mismo mensaje (a menudo sin contenido) a todos sus subordinados
con so6lo oprimir un boton.

Pero el correo electrénico no es la tnica forma de comunicacidon mejorada que las redes de
computadoras hacen posible. Con una red es facil que dos o mas personas que trabajan a distan-
cia escriban en conjunto un informe. Si un empleado hace un cambio a un documento en linea, los
demas pueden ver el cambio de inmediato, en vez de esperar una carta durante varios dias. Esta
agilizacion facilita la cooperacion entre grupos de personas que no se encuentran en el mismo
lugar, lo cual antes habia sido imposible.

Otra forma de comunicacion asistida por computadora es la videoconferencia. Con esta tec-
nologia, los empleados en ubicaciones distantes pueden tener una reunion, viéndose y escuchan-
dose unos a otros e incluso escribiendo en una pizarra virtual compartida. La videoconferencia es
una herramienta poderosa para eliminar el costo y el tiempo que anteriormente se empleaba en
viajar. A veces se dice que la comunicacion y el transporte estdn en competencia, y que el que ga-
ne haré obsoleto al otro.

Una tercera meta para cada vez mas compaiiias es hacer negocios de manera electronica con
otras compaiiias, sobre todo proveedores y clientes. Por ejemplo, los fabricantes de automoviles, de
aviones, de computadoras, etcétera, compran subsistemas de diversos proveedores y luego ensamblan
las partes. Mediante las redes de computadoras los fabricantes pueden hacer pedidos electronica-
mente conforme se requieran. Tener la capacidad de hacer pedidos en tiempo real (es decir, con-
forme se requieren) reduce la necesidad de tener grandes inventarios y mejora la eficiencia.

Una cuarta meta que se esta volviendo mas importante es la de hacer negocios con consumido-
res a través de Internet. Las lineas aéreas, las librerias y los vendedores de musica han descubierto
que muchos consumidores prefieren realizar sus compras desde casa. Por consiguiente, muchas com-
pafias proporcionan en linea catalogos de sus productos y servicios y levantan pedidos de la mis-
ma manera. Se espera que este sector crezca rapidamente en el futuro. Es lo que se conoce como
comercio electronico.
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1.1.2 Aplicaciones domésticas

En 1977 Ken Olsen era presidente de Digital Equipment Corporation, que en esa época era el
segundo proveedor de computadoras en el mundo (después de IBM). Cuando se le pregunto por
qué Digital no perseguia el mercado de las computadoras personales en gran volumen, contesto:
“No hay razoén alguna para que un individuo tenga una computadora en su casa”. La historia
demostro lo contrario y Digital ya no existe. ;Por qué la gente compra computadoras para uso do-
méstico? En principio, para procesamiento de texto y juegos, pero en los ultimos afios esto ha cam-
biado radicalmente. Tal vez la razon mas importante ahora sea por el acceso a Internet. Algunos
de los usos mas comunes de Internet por parte de usuarios domésticos son los siguientes:

1. Acceso a informacion remota.
2. Comunicacion de persona a persona.
3. Entretenimiento interactivo.

4. Comercio electronico.

El acceso a la informacion remota se puede realizar por diversas razones. Puede ser que navegue
por World Wide Web para obtener informacion o solo por diversion. La informacion disponible
incluye artes, negocios, cocina, gobiernos, salud, historia, pasatiempos, recreacion, ciencia, depor-
tes, viajes y muchas otras cosas mas. La diversion viene en demasiadas formas como para men-
cionarlas, mas algunas otras que es mejor no mencionar.

Muchos periddicos ahora estan disponibles en linea y pueden personalizarse. Por ejemplo, en
algunos casos le puede indicar a un periodico que desea toda la informacion acerca de politicos
corruptos, incendios, escandalos que involucran a las celebridades y epidemias, pero nada sobre
fatbol. Incluso puede hacer que los articulos que usted desea se descarguen en su disco duro o se
impriman mientras usted duerme, para que cuando se levante a desayunar los tenga disponibles.
Mientras continue esta tendencia, se provocara el desempleo masivo de los nifios de 12 afios que
entregan los diarios, pero los periodicos lo quieren asi porque la distribucion siempre ha sido el
punto débil en la gran cadena de produccion.

El tema mas importante después de los periddicos (ademas de las revistas y periddicos cienti-
ficos) son las bibliotecas digitales en linea. Muchas organizaciones profesionales, como la ACM
(www.acm.org) y la Sociedad de Computacion del IEEE (www.computer.org), ya cuentan con
muchos periddicos y presentaciones de conferencias en linea. Otros grupos estan creciendo de ma-
nera rapida. Dependiendo del costo, tamafio y peso de las computadoras portatiles, los libros im-
presos podrian llegar a ser obsoletos. Los escépticos deben tomar en cuenta el efecto que la
imprenta tuvo sobre los manuscritos ilustrados del medioevo.

Todas las aplicaciones anteriores implican las interacciones entre una persona y una base de
datos remota llena de informacion. La segunda gran categoria del uso de redes es la comunicacion
de persona a persona, basicamente la respuesta del siglo XXI al teléfono del siglo XIX. Millo-
nes de personas en todo el mundo utilizan a diario el correo electronico y su uso esta creciendo
rapidamente. Ya es muy comun que contenga audio y video, asi como texto y figuras. Los aromas
podrian tardar un poco mas.



SEC. 1.1 USOS DE LAS REDES DE COMPUTADORAS 7

Muchas personas utilizan los mensajes instantaneos. Esta caracteristica, derivada del programa
talk de UNIX, que se utiliza aproximadamente desde 1970, permite que las personas se escriban
mensajes en tiempo real. Una version, para varias personas, de esta idea es el salon de conversacion
(chat room), en el que un grupo de personas puede escribir mensajes para que todos los vean.

Los grupos de noticias mundiales, con debates sobre todo tema imaginable, ya son un lugar
comun entre un grupo selecto de personas y este fendmeno crecera para abarcar a la poblacion en
general. Estos debates, en los que una persona envia un mensaje y todos los demas suscriptores
del grupo de noticias lo pueden leer, van desde los humoristicos hasta los apasionados. A diferen-
cia de los salones de conversacion, los grupos de noticias no son en tiempo real y los mensajes se
guardan para que cuando alguien vuelva de vacaciones, encuentre todos los mensajes que hayan
sido enviados en el interin, esperando pacientemente a ser leidos.

Otro tipo de comunicacidn de persona a persona a menudo se conoce como comunicacion de
igual a igual ( peer to peer), para distinguirla del modelo cliente-servidor (Parameswaran y cols.,
2001). De esta forma, los individuos que forman un grupo esparcido se pueden comunicar con
otros del grupo, como se muestra en la figura 1-3. Cada persona puede, en principio, comunicar-
se con una o mas personas; no hay una division fija de clientes y servidores.

Figura 1-3. En el sistema de igual a igual no hay clientes ni servidores fijos.

La comunicacién de igual a igual dominé la mayor parte del 2000 con un servicio llamado
Napster, que en su mayor apogeo tenia mas de 50 millones de personas canjeando musica, lo que
fue probablemente la mayor infraccion a derechos de autor en toda la historia de la musica graba-
da (Lam y Tan, 2001, y Macedonia, 2000). La idea era muy sencilla. Los miembros registraban en
una base de datos central mantenida en el servidor de Napster la musica que tenian en sus discos
duros. Si un miembro deseaba una cancidn, verificaba la base de datos para ver quién la tenia e
iba directamente ahi para obtenerla. Al no conservar realmente ninguna obra musical en las ma-
quinas, Napster argumentaba que no estaba infringiendo los derechos de autor de nadie. Las cor-
tes no estuvieron de acuerdo y lo clausuraron.
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Sin embargo, la siguiente generacion de sistemas de igual a igual elimina la base de datos
central al hacer que cada usuario mantenga su propia base de datos de manera local, y al propor-
cionarle una lista de otras personas cercanas que también son miembros del sistema. De esta
manera, un nuevo usuario puede ir a cualquiera de ellas para ver qué tiene y obtener una lista de
otras mas para indagar acerca de mas musica y mas nombres. Este proceso de consulta se puede re-
petir de manera indefinida hasta construir una enorme base de datos local de lo que hay a disposi-
cion. Es una actividad que podria ser tediosa para las personas pero que para las computadoras es
muy sencilla.

También existen las aplicaciones legales para la comunicacion de igual a igual. Por ejemplo,
un club de admiradores que comparte un dominio publico de musica o cintas de muestra que las
nuevas bandas han cedido para efectos de publicidad, familias que comparten fotografias, pelicu-
las e informacion genealdgica y adolescentes que juegan en linea juegos para varias personas. De
hecho, una de las aplicaciones de Internet mas populares, el correo electronico, es esencialmente
de igual a igual. Se espera que esta forma de comunicacion crezca con rapidez en el futuro.

Los delitos electronicos no se limitan a la ley de derechos de autor. Otra area activa es la de los
juegos electronicos. Las computadoras han simulado cosas durante décadas. ;Por qué no simular ma-
quinas tragamonedas, ruedas de la fortuna, repartidores de blackjack y mas equipo de juegos elec-
trénicos? El problema es que los juegos electronicos son legales en muchos lugares (Inglaterra, por
ejemplo) y los propietarios de casinos han aprovechado el potencial de los juegos electronicos
por Internet. ;Qué pasaria si el jugador y el casino estuvieran en paises diferentes entre los cuales
hay conflicto de leyes? Esa es una buena pregunta.

Otras aplicaciones orientadas a la comunicacion y de rapido crecimiento incluyen el uso de In-
ternet para transportar llamadas telefonicas, el teléfono con video y la radio por Internet. Otra apli-
cacion es el teleaprendizaje, es decir, asistir a clases a las 8:00 A.M. sin el inconveniente de tener
que levantarse antes de la cama. A largo plazo, el uso de las redes para mejorar la comunicacion
de persona a persona puede demostrar que €sta es el area mas importante.

Nuestra tercera categoria es el entretenimiento, que es una industria grande y en crecimiento.
La aplicacion dominante (la que podria impulsar al resto) es el video bajo demanda. De aqui a 10
afios, podria seleccionar cualquier pelicula o programa de television producido en cualquier pais
y proyectarlo en su pantalla al instante. Las peliculas nuevas podrian llegar a ser interactivas, en
las que se pediria ocasionalmente al usuario que eligiera el rumbo de la narracion, con escenarios
alternativos preparados para todos los casos. La television en vivo también podria llegar a ser in-
teractiva, permitiendo que la audiencia participe en programas de preguntas, elija entre los com-
petidores, etcétera.

Por otra parte, tal vez el video bajo demanda no sea la aplicacién dominante. Podria ser la de
los juegos. En la actualidad ya contamos con juegos de simulacion de varias personas en tiempo
real, como el de las escondidas en un calabozo virtual y simuladores de vuelo en los que los juga-
dores de un equipo tratan de derribar a los del equipo contrario. Si los juegos se juegan con anteo-
jos y tiempo real tridimensional, con imagenes en movimiento de calidad fotografica, tenemos un
tipo de realidad virtual compartida a nivel mundial.

Nuestra cuarta categoria es el comercio electronico en el mas amplio sentido de la palabra.
Comprar desde el hogar ya es una actividad comun y permite que los usuarios inspeccionen los
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catalogos en linea de miles de compafiias. Algunos de estos catdlogos proporcionaran pronto la ca-
pacidad de obtener un video instantaneo de cualquier producto con so6lo hacer clic en el nombre
de éste. Si un cliente compra un producto por via electronica y no sabe como usarlo, podra con-
sultar el soporte técnico en linea.

Otra area en la que el comercio electronico ya se estd dando es en las instituciones financie-
ras. Mucha gente ya efectia sus pagos, administra sus cuentas bancarias y maneja sus inversiones
de manera electronica. Seguramente esto crecera en cuanto las redes sean mas seguras.

Un area que practicamente nadie previd son los mercados de pulgas electronicos. Las subas-
tas en linea de articulos de segunda mano se han convertido en una industria masiva. A diferencia
del comercio electronico tradicional, que sigue el modelo cliente-servidor, las subastas en linea
son mas que un sistema de igual a igual, un tipo de sistema de consumidor a consumidor. Algunas
de estas formas de comercio electronico han adoptado una serie de etiquetas con base en que “to”
y “2” (en inglés) suenan igual. La figura 1-4 presenta una lista de las abreviaturas mas comunes.

Etiqueta Nombre completo Ejemplo

B2C Negocio a consumidor Pedido de libros en linea

B2B Negocio a negocio La fabrica de automoéviles hace un pedido de llantas al proveedor
G2C Gobierno a consumidor El gobierno distribuye formas fiscales electrénicamente

c2C Consumidor a consumidor Subasta en linea de productos de segunda mano

P2P Igual a igual Comparticién de archivos

Figura 1-4. Algunas formas de comercio electronico.

Sin duda, el rango de usos de las redes de computadoras crecera con rapidez y probablemen-
te en formas que nadie puede prever ahora. Después de todo, ;cuanta gente pudo predecir en 1990
que en diez afios las personas podrian escribir mensajes breves en teléfonos celulares durante sus
viajes en autobus, lo cual podria ser una forma muy ventajosa para que las compaifias telefonicas
ganaran dinero? Sin embargo, en la actualidad el servicio de mensajes breves es muy rentable.

Las redes de computadoras podrian llegar a ser sumamente importantes para la gente que no vi-
ve en las grandes ciudades, pues les da el mismo acceso a servicios que a las personas que si viven
en ellas. El teleaprendizaje podria afectar radicalmente la educacion; las universidades podrian dar
servicio a estudiantes nacionales o internacionales. La telemedicina esta en inicio (por ejemplo, se
utiliza para la supervision remota de un paciente), pero puede llegar a ser muy importante. Sin em-
bargo, la aplicacion clave podria ser algo mundano, como utilizar una webcam (camara conectada
a Internet) en su refrigerador, para saber si tiene que comprar leche al regresar del trabajo.

1.1.3 Usuarios moviles

Las computadoras portatiles, como las notebook y los asistentes personales digitales
(PDAs), son uno de los segmentos de crecimiento mas rapido de la industria de la compu-
tacion. Muchos propietarios de estas computadoras poseen maquinas de escritorio en la oficina y
desean estar conectados a su base doméstica cuando estan de viaje o fuera de casa. Puesto que no
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es posible tener una conexion alambrica en autos y aviones, hay un gran interés en las redes inalam-
bricas. En esta seccion veremos brevemente algunos usos de ellas.

(Por qué querria alguien una? Un argumento comun es la oficina portatil. Con frecuencia, las
personas que estan de viaje desean utilizar sus equipos portatiles para enviar y recibir llamadas te-
lefonicas, faxes y correo electronico, navegar en Web, acceder a archivos remotos ¢ iniciar sesion
en maquinas remotas. Y desean hacer esto desde cualquier punto, ya sea por tierra, mar o aire. Por
ejemplo, actualmente en las conferencias por computadora, los organizadores suelen configurar
una red inalambrica en el area de la conferencia. Cualquiera que tenga una computadora portatil
y un mdédem inalambrico puede conectarse a Internet, como si la computadora estuviera conecta-
da a una red alambrica (cableada). Del mismo modo, algunas universidades han instalado redes
inaldmbricas en sus campus para que los estudiantes se puedan sentar entre los arboles y consul-
tar los archivos de la biblioteca o leer su correo electrénico.

Las redes inalambricas son de gran utilidad para las flotas de camiones, taxis, vehiculos de en-
trega y reparadores, para mantenerse en contacto con la casa. Por ejemplo, en muchas ciudades los
taxistas trabajan por su cuenta, mas que para una empresa de taxis. En algunas de estas ciudades,
los taxis tienen una pantalla que el conductor puede ver. Cuando el cliente solicita un servicio, un
despachador central escribe los puntos en los que el chofer debera recoger y dejar al cliente. Esta
informacion se despliega en las pantallas de los conductores y suena un timbre. El conductor que
oprima primero un boton en la pantalla recibe la llamada.

Las redes inalambricas también son importantes para la milicia. Si tiene que estar disponible
en breve para pelear una guerra en cualquier parte de la Tierra, probablemente no sea bueno pen-
sar en utilizar la infraestructura de conectividad de redes local. Lo mejor seria tener la propia.

Aunque la conectividad inaldmbrica y la computacion portatil se relacionan frecuentemente, no
son idénticas, como se muestra en la figura 1-5, en la que vemos una diferencia entre inalambri-
ca fija e inalambrica movil. Incluso en ocasiones las computadoras portatiles son alambricas. Por
ejemplo, si un viajero conecta una portatil a una toma telefonica en su habitacion del hotel, tiene
movilidad sin una red inalambrica.

Inalambrica | Movil Aplicaciones

No No Computadoras de escritorio en oficinas

No Si Una computadora portatil usada en un cuarto de hotel
Si No Redes en construcciones antiguas sin cableado

Si Si Oficina portatil; PDA para inventario de almacén

Figura 1-5. Combinaciones de redes inalambricas y computacion movil.

Por otra parte, algunas computadoras inalambricas no son moviles. Un ejemplo representati-
vo seria una compaiiia que posee un edificio antiguo que no tiene cableado de redes y que desea
conectar sus computadoras. La instalacion de una red inalambrica podria requerir un poco mas que
comprar una caja pequeia con algunos aparatos electronicos, desempacarlos y conectarlos. Sin
embargo, esta solucion podria ser mucho mas barata que contratar trabajadores que coloquen duc-
tos de cable para acondicionar el edificio.
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Desde luego, también existen las aplicaciones inalambricas moéviles, que van desde la oficina
portatil hasta las personas que pasean por una tienda con un PDA realizando un inventario. En
muchos aeropuertos, los empleados de alquiler de coches trabajan en los estacionamientos con
computadoras portatiles inalambricas. Escriben el nimero de la placa de circulacion de los autos
alquilados, y su computadora portatil, que tiene una impresora integrada, llama a la computadora
principal, obtiene la informacidn del arrendamiento e imprime la factura en el acto.

Conforme se extienda la tecnologia inalambrica, es probable que surjan otras aplicaciones. Eche-
mos un vistazo a algunas de las posibilidades. Los parquimetros inalimbricos tienen ventajas para
los usuarios y las autoridades administrativas gubernamentales. Los medidores pueden aceptar tarje-
tas de crédito o de débito y verificarlas de manera instantanea a través del vinculo inalambrico. Cuan-
do un medidor expire, se podria verificar la presencia de un auto (emitiendo una sefal) y reportar la
expiracion a la policia. Se ha estimado que con esta medida, los gobiernos de las ciudades de Esta-
dos Unidos podrian colectar $10 mil millones adicionales (Harte y cols., 2000). Ademas, la entrada
en vigor del aparcamiento ayudaria al ambiente, debido a que los conductores que al saber que po-
drian ser detenidos al estacionarse de manera ilegal, utilizarian el transporte publico.

Los expendedores automaticos de alimentos, bebidas, etcétera, se encuentran por todas partes.
Sin embargo, los alimentos no entran en las maquinas por arte de magia. Periodicamente, alguien
va con un camion y las llena. Si los expendedores automaticos emitieran informes peridédicos una
vez al dia en los que indicaran sus inventarios actuales, el conductor del camion sabria qué maqui-
nas necesitan servicio y qué cantidad de qué productos llevar. Esta informacion podria conducir a
una mayor eficiencia en la planeacion de las rutas. Desde luego que esta informacion también se
podria enviar a través de un teléfono de linea comun, pero proporcionar a cada expendedor auto-
matico una conexion fija telefénica para que realice una llamada al dia es costoso debido a los cargos
fijos mensuales.

Otra area en la que la tecnologia inaldmbrica podria ahorrar dinero es en la lectura de medidores
de servicios publicos. Si los medidores de electricidad, gas, agua y otros servicios domésticos
reportaran su uso a través de una red inaldmbrica, no habria necesidad de enviar lectores de me-
didores. Del mismo modo, los detectores inalambricos de humo podrian comunicarse con el depar-
tamento de bomberos en lugar de hacer tanto ruido (lo cual no sirve de nada si no hay nadie en
casa). Conforme baje el costo de los dispositivos de radio y el tiempo aire, mas y mas medidas e
informes se haran a través de redes inalambricas.

Un area de aplicacion totalmente diferente para las redes inalambricas es la fusion esperada
de teléfonos celulares y PDAs en computadoras inalambricas diminutas. Un primer intento fue
el de los diminutos PDAs que podian desplegar paginas Web reducidas al minimo en sus peque-
fias pantallas. Este sistema, llamado WAP 1.0 (Protocolo de Aplicaciones Inalambricas), fallo
en gran parte debido a sus pantallas microscopicas, bajo ancho de banda y servicio deficiente.
Pero con WAP 2.0 seran mejores los dispositivos y servicios nuevos.

La fuerza que impulsa estos dispositivos es la llamada comercio movil (m-commerce) (Senn,
2000). La fuerza que impulsa este fenomeno consiste en diversos fabricantes de PDAs inalambri-
cos y operadores de redes que luchan por descubrir como ganar una parte del pastel del comercio
movil. Una de sus esperanzas es utilizar los PDAs inalambricos para servicios bancarios y de
compras. Una idea es utilizar los PDAs inalambricos como un tipo de cartera electronica, que
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autorice pagos en tiendas como un reemplazo del efectivo y las tarjetas de crédito. De este modo,
el cargo aparecera en la factura del teléfono celular. Desde el punto de vista de la tienda, este es-
quema le podria ahorrar la mayor parte de la cuota de la empresa de tarjetas de crédito, que puede
ser un porcentaje importante. Desde luego, este plan puede resultar contraproducente, puesto que
los clientes que estan en una tienda podrian utilizar los PDAs para verificar los precios de la com-
petencia antes de comprar. Peor aun, las compaiiias telefonicas podrian ofrecer PDAs con lectores
de codigos de barras que permitan a un cliente rastrear un producto en una tienda y obtener en for-
ma instantanea un informe detallado de donde mas se puede comprar y a qué precio.

Puesto que el operador de redes sabe donde esta el usuario, algunos servicios se hacen intencio-
nalmente dependientes de la ubicacion. Por ejemplo, se podria preguntar por una libreria cercana o un
restaurante chino. Los mapas mdviles y los pronosticos meteorologicos muy locales (“;Cuando va a
dejar de llover en mi traspatio?”’) son otros candidatos. Sin duda, apareceran otras muchas aplicacio-
nes en cuanto estos dispositivos se difundan mas ampliamente.

Un punto muy importante para el comercio movil es que los usuarios de teléfonos celulares
estan acostumbrados a pagar por todo (en contraste con los usuarios de Internet, que esperan reci-
bir practicamente todo sin costo). Si un sitio Web cobrara una cuota por permitir a sus clientes pa-
gar con tarjeta de crédito, provocaria una reclamacion muy ruidosa de los usuarios. Si un operador
de telefonia celular permitiera que las personas pagaran articulos en una tienda utilizando el telé-
fono celular y luego cargara una cuota por este servicio, probablemente sus clientes lo aceptarian
como algo normal. Sélo el tiempo lo dira.

Un poco mas lejanas estan las redes de area personal y las microcomputadoras personales de
bolsillo. IBM ha desarrollado un reloj que ejecuta Linux (el cual incluye el sistema de ventanas
X11) y tiene conectividad inalambrica a Internet para enviar y recibir correo electronico (Naraya-
naswami y cols., 2002). En el futuro, las personas podrian intercambiar tarjetas de presentacion
con solo exponer sus relojes entre si. Las computadoras de bolsillo inalambricas pueden dar acce-
so a las personas a sitios seguros de la misma manera en que lo hacen las tarjetas de banda mag-
nética (posiblemente en combinacion con un cddigo de PIN o medicion biométrica). Estos relojes
también podrian recuperar informacion relativa a la ubicacion actual del usuario (por ejemplo, res-
taurantes locales). Las posibilidades son infinitas.

Los relojes inteligentes con radio han sido parte de nuestro espacio mental desde que apare-
cieron en las tiras comicas de Dick Tracy, en 1946. Pero, ;polvo inteligente? Los investigadores
en Berkeley han empaquetado una computadora inalambrica en un cubo de 1 mm por lado (War-
neke y cols., 2001). Entre las aplicaciones potenciales se incluyen el seguimiento de inventarios,
paquetes e incluso pequefios pajaros, roedores e insectos.

1.1.4 Temas sociales

La amplia introduccion de las redes ha presentado problemas sociales, éticos y politicos. Men-
cionemos brevemente algunos de ellos; un estudio completo requeriria todo un libro, por lo me-
nos. Un rasgo popular de muchas redes son los grupos de noticias o boletines electronicos
mediante los cuales las personas pueden intercambiar mensajes con individuos de los mismos in-
tereses. Siempre y cuando los asuntos se restrinjan a temas técnicos o pasatiempos como la jardi-
neria, no surgiran demasiados problemas.
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El problema viene cuando los grupos de noticias se enfocan en temas que las personas en
realidad tocan con cuidado, como politica, religion o sexo. Los puntos de vista enviados a tales
grupos podrian ser ofensivos para algunas personas. Peor atin, podrian no ser politicamente correc-
tos. Ademas, los mensajes no tienen que limitarse a texto. En la actualidad se pueden enviar
fotografias en alta resolucion e incluso pequefios videoclips a través de redes de computadoras.
Algunas personas practican la filosofia de vive y deja vivir, pero otras sienten que enviar cierto
material (por ejemplo, ataques a paises o religiones en particular, pornografia, etcétera) es senci-
llamente inaceptable y debe ser censurado. Los diversos paises tienen diferentes y conflictivas
leyes al respecto. De esta manera, el debate se aviva.

Las personas han demandado a los operadores de redes, afirmando que son responsables, co-
mo sucede en el caso de los periddicos y las revistas, del contenido que transmiten. La respuesta
inevitable es que una red es como una compaiiia de teléfonos o la oficina de correos, por lo que
no se puede esperar que vigilen lo que dicen los usuarios. Mas aun, si los operadores de redes cen-
suraran los mensajes, borrarian cualquier contenido que contuviera incluso la minima posibilidad
de que se les demandara, pero con esto violarian los derechos de sus usuarios a la libre expresion.
Probablemente lo mas seguro seria decir que este debate seguira durante algun tiempo.

Otra area divertida es la de los derechos de los empleados en comparacion con los de los em-
pleadores. Muchas personas leen y escriben correo electronico en el trabajo. Muchos empleado-
res han exigido el derecho a leer y, posiblemente, censurar los mensajes de los empleados, incluso
los enviados desde un equipo doméstico después de las horas de trabajo. No todos los empleados
estan de acuerdo con esto.

Incluso si los empleadores tienen poder sobre los empleados, ¢esta relacion también rige a las
universidades y los estudiantes? ;Qué hay acerca de las escuelas secundarias y los estudiantes? En
1994, la Carnegie-Mellon University decidié suspender el flujo de mensajes entrantes de varios
grupos de noticias que trataban sexo porque la universidad sintié que el material era inapropiado
para menores (es decir, menores de 18 afios). Tomo6 aflos recuperarse de este suceso.

Otro tema de importancia es el de los derechos del gobierno y los de los ciudadanos. El FBI
ha instalado un sistema en muchos proveedores de servicios de Internet para curiosear entre todos
los correos electronicos en busca de fragmentos que le interesen (Blaze y Bellovin, 2000; Sobel,
2001; Zacks, 2001). El sistema se llamaba originalmente Carnivore pero la mala publicidad pro-
vocd que se cambiara el nombre por uno menos agresivo que sonara como DCS1000. Pero su
objetivo sigue siendo el de espiar a millones de personas con la esperanza de encontrar informa-
cion acerca de actividades ilegales. Por desgracia, la Cuarta Enmienda de la Constitucion de Es-
tados Unidos prohibe que el gobierno realice investigaciones sin una orden de cateo. Decidir si
estas palabras, escritas en el siglo XVIII, aun son validas en el siglo XXI es un asunto que podria
mantener ocupadas a las cortes hasta el siglo XXII.

El gobierno no tiene el monopolio de las amenazas contra la privacidad de una persona. El
sector privado también hace su parte. Por ejemplo, los archivos pequefios llamados cookies que los
navegadores Web almacenan en las computadoras de los usuarios permiten que las empresas ras-
treen las actividades de éstos en el ciberespacio, y podrian permitir que los nimeros de tarjeta
de crédito, del seguro social y otra informacion confidencial se divulguen por toda la Internet
(Berghel, 2001).
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Las redes de computadoras ofrecen la posibilidad de enviar mensajes anonimos. En algunas si-
tuaciones esta capacidad podria ser deseable. Por ejemplo, los estudiantes, soldados, empleados y
ciudadanos pueden denunciar el comportamiento ilegal de algunos profesores, oficiales, superiores
y politicos sin temor a represalias. Por otra parte, en Estados Unidos, y en la mayoria de las demo-
cracias, la ley otorga especificamente a una persona acusada el derecho de poder confrontar y de-
safiar a su acusador en la corte. Las acusaciones anénimas no se pueden usar como evidencia.

En resumen, las redes de computadoras, como la imprenta hace 500 afios, permiten que el ciu-
dadano comun distribuya sus puntos de vista en diversos modos y a audiencias diferentes, lo cual
antes no era posible. Este nuevo fondo de libertad ofrece consigo muchos temas sociales, politi-
cos y morales sin resolver.

Junto con lo bueno viene lo malo. Asi parece ser la vida. Internet hace posible encontrar con
rapidez informacidn, pero una gran cantidad de ella estd mal documentada, es falsa o completa-
mente erronea. El consejo médico que obtuvo en Internet podria haber venido de un ganador del
Premio Nobel o de un desertor de la preparatoria. Las redes de computadoras también han intro-
ducido nuevos tipos de comportamientos antisociales y criminales. La publicidad no deseada
(spam) se ha convertido en algo comun debido a que algunas personas se dedican a reunir millo-
nes de direcciones de correo electronico y las venden en CD-ROMs a comerciantes. Los mensa-
jes por correo electronico que contienen elementos activos (basicamente programas o macros que
se ejecutan en la maquina del receptor) pueden contener virus potencialmente destructores.

El robo de identidad se ha convertido en un problema grave, ya que los ladrones ahora retinen
informacion sobre una persona para obtener tarjetas de crédito y otros documentos a nombre de
ella. Por ultimo, la capacidad de transmitir musica y video de manera digital ha abierto la puerta
a violaciones masivas de derechos de autor, que son dificiles de detectar y castigar.

Muchos de estos problemas se podrian resolver si la industria de las computadoras tomara la
seguridad de las computadoras con seriedad. Si todos los mensajes se codificaran y autenticaran,
seria mas dificil que se cometieran delitos. Esta tecnologia esta bien establecida y la estudiaremos
en detalle en el capitulo 8. El problema es que los proveedores de hardware y software saben que
poner funciones de seguridad cuesta dinero y que sus clientes no las solicitan. Ademas, una gran
cantidad de los problemas proviene de un software con fallas, debido a que los proveedores satu-
ran de funciones sus programas, lo que implica mas cddigo e, inevitablemente, mas fallas. Un
impuesto a las funciones nuevas podria ayudar, pero eso seria como vender un problema por
centavos. Reponer el software defectuoso podria ser bueno, pero eso llevaria a la quiebra a toda la
industria del software en el primer afo.

1.2 HARDWARE DE REDES

Ya es tiempo de centrar nuevamente la atencion en los temas técnicos correspondientes al di-
sefio de redes (la parte de trabajo) y dejar a un lado las aplicaciones y los aspectos sociales de la
conectividad (la parte divertida). Por lo general, no hay una sola clasificacion aceptada en la que
se ajusten todas las redes de computadoras, pero hay dos que destacan de manera importante: la
tecnologia de transmisién y la escala. Examinaremos cada una a la vez.
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En un sentido amplio, hay dos tipos de tecnologia de transmisién que se utilizan de manera
extensa. Son las siguientes:

1. Enlaces de difusion.

2. Enlaces de punto a punto.

Las redes de difusion (broadcast) tienen un solo canal de comunicacion, por lo que todas las
maquinas de la red lo comparten. Si una maquina envia un mensaje corto —en ciertos contextos
conocido como paquete—, todas las demas lo reciben. Un campo de direccion dentro del paquete
especifica el destinatario. Cuando una maquina recibe un paquete, verifica el campo de direccion.
Si el paquete va destinado a esa maquina, ésta lo procesa; si va destinado a alguna otra, lo ignora.

En una analogia, imagine a alguien que estd parado al final de un corredor con varios cuartos
a los lados y que grita: “Jorge, ven. Te necesito”. Aunque en realidad el grito (paquete) podria ha-
ber sido escuchado (recibido), por muchas personas, s6lo Jorge responde (lo procesa). Los demas
simplemente lo ignoran. Otra analogia es la de los anuncios en un aeropuerto que piden a todos
los pasajeros del vuelo 644 se reporten en la puerta 12 para abordar de inmediato.

Por lo general, los sistemas de difusion también permiten el direccionamiento de un paquete
a todos los destinos utilizando un codigo especial en el campo de direccion. Cuando se transmite
un paquete con este codigo, todas las maquinas de la red lo reciben y procesan. Este modo de ope-
racion se conoce como difusion (broadcasting). Algunos sistemas de difusion también soportan
la transmision a un subconjunto de maquinas, algo conocido como multidifusion (multicasting).
Un esquema posible es la reserva de un bit para indicar la multidifusion. Los bits de direccion
n — 1 restantes pueden contener un nimero de grupo. Cada maquina puede “suscribirse” a alguno
o0 a todos los grupos. Cuando se envia un paquete a cierto grupo, se distribuye a todas las maqui-
nas que se suscriben a ese grupo.

En contraste, las redes punto a punto constan de muchas conexiones entre pares individuales
de maquinas. Para ir del origen al destino, un paquete en este tipo de red podria tener que visitar
primero una o mas maquinas intermedias. A menudo es posible que haya varias rutas o longitudes
diferentes, de manera que encontrar las correctas es importante en redes de punto a punto. Por re-
gla general (aunque hay muchas excepciones), las redes mas pequeiias localizadas en una misma
area geografica tienden a utilizar la difusion, mientras que las mas grandes suelen ser de punto a
punto. La transmisioén de punto a punto con un emisor y un receptor se conoce como unidifusion
(unicasting).

Un criterio alternativo para la clasificacion de las redes es su escala. En la figura 1-6 clasifi-
camos los sistemas de procesadores multiples por tamafio fisico. En la parte superior se muestran
las redes de area personal, que estan destinadas para una sola persona. Por ejemplo, una red ina-
lambrica que conecta una computadora con su raton, teclado e impresora, es una red de area per-
sonal. Incluso un PDA que controla el audifono o el marcapaso de un usuario encaja en esta
categoria. A continuacion de las redes de area personal se encuentran redes mas grandes. Se pue-
den dividir en redes de area local, de area metropolitana y de rea amplia. Por ultimo, la conexiéon
de dos o mas redes se conoce como interred.
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Distancia entre  Procesadores ubicados Ejemplo
procesadores en el mismo
im Metro cuadrado Red de area personal
10m Cuarto
100 m Edificio Red de area local
1 km Campus
10 km Ciudad Red de area metropolitana
100 km Pais
- Red de area amplia
1,000 km Continente
10,000 km Planeta Internet

Figura 1-6. Clasificacion de procesadores interconectados por escala.

Internet es un ejemplo bien conocido de una interred. La distancia es importante como una
clasificacion en metros porque se utilizan diferentes técnicas en diferentes escalas. En este libro
nos ocuparemos de las redes en todas estas escalas. A continuacidén se proporciona una breve in-
troduccion al hardware de redes.

1.2.1 Redes de area local

Las redes de area local (generalmente conocidas como LANs) son redes de propiedad priva-
da que se encuentran en un solo edificio o en un campus de pocos kilémetros de longitud. Se uti-
lizan ampliamente para conectar computadoras personales y estaciones de trabajo en oficinas de
una empresa y de fabricas para compartir recursos (por ejemplo, impresoras) e intercambiar infor-
macion. Las LANs son diferentes de otros tipos de redes en tres aspectos: 1) tamafio; 2) tecnolo-
gia de transmision, y 3) topologia.

Las LANS estan restringidas por tamaiio, es decir, el tiempo de transmision en el peor de los
casos es limitado y conocido de antemano. El hecho de conocer este limite permite utilizar ciertos
tipos de disefo, lo cual no seria posible de otra manera. Esto también simplifica la administracion
de la red.

Las LANSs podrian utilizar una tecnologia de transmision que consiste en un cable al cual
estan unidas todas las maquinas, como alguna vez lo estuvo parte de las lineas de las compaiias
telefonicas en areas rurales. Las LANSs tradicionales se ejecutan a una velocidad de 10 a 100 Mbps,
tienen un retardo bajo (microsegundos o nanosegundos) y cometen muy pocos errores. Las LANs
mas nuevas funcionan hasta a 10 Gbps. En este libro continuaremos con lo tradicional y medire-
mos las velocidades de las lineas en megabits por segundo (1 Mbps es igual a 1,000,000 de bits
por segundo) y gigabits por segundo (1 Gbps es igual a 1,000,000,000 de bits por segundo).

Para las LANs de difusion son posibles varias topologias. La figura 1-7 muestra dos de ellas.
En una red de bus (es decir, un cable lineal), en cualquier instante al menos una maquina es la
maestra y puede transmitir. Todas las demas maquinas se abstienen de enviar. Cuando se presenta
el conflicto de que dos 0 mas maquinas desean transmitir al mismo tiempo, se requiere un meca-
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nismo de arbitraje. Tal mecanismo podria ser centralizado o distribuido. Por ejemplo, el IEEE
802.3, popularmente conocido como Ethernet, es una red de difusion basada en bus con control
descentralizado, que por lo general funciona de 10 Mbps a 10 Gbps. Las computadoras que estan
en una Ethernet pueden transmitir siempre que lo deseen; si dos 0 mas paquetes entran en colision,
cada computadora espera un tiempo aleatorio y lo intenta de nuevo mas tarde.

o W\F o

Cable

\

Computadora

() (b)

Figura 1-7. Dos redes de difusion. (a) De bus. (b) De anillo.

Un segundo tipo de sistema de difusion es el de anillo. En un anillo, cada bit se propaga por
si mismo, sin esperar al resto del paquete al que pertenece. Por lo comun, cada bit navega por to-
do el anillo en el tiempo que le toma transmitir algunos bits, a veces incluso antes de que se haya
transmitido el paquete completo. Al igual que con todos los demas sistemas de difusion, se requie-
ren algunas reglas para controlar los accesos simultaneos al anillo. Se utilizan varios métodos, por
ejemplo, el de que las maquinas deben tomar su turno. El IEEE 802.5 (el token ring de IBM) es
una LAN basada en anillo que funciona a 4 y 16 Mbps. El FDDI es otro ejemplo de una red de
anillo.

Las redes de difusion se pueden dividir aun mas en estaticas y dinamicas, dependiendo de co-
mo se asigne el canal. Una asignacion estatica tipica seria dividir el tiempo en intervalos discretos
y utilizar un algoritmo round-robin, permitiendo que cada maquina transmita solo cuando llegue
su turno. La asignacidn estatica desperdicia capacidad de canal cuando una maquina no tiene na-
da que transmitir al llegar su turno, por lo que la mayoria de los sistemas trata de asignar el canal de
forma dinamica (es decir, bajo demanda).

Los métodos de asignacion dinamica para un canal comtn pueden ser centralizados o descen-
tralizados. En el método centralizado hay una sola entidad, por ejemplo, una unidad de arbitraje
de bus, la cual determina quién sigue. Esto se podria hacer aceptando solicitudes y tomando deci-
siones de acuerdo con algunos algoritmos internos. En el método descentralizado de asignacion de
canal no hay una entidad central; cada maquina debe decidir por si misma cuando transmitir. Us-
ted podria pensar que esto siempre conduce al caos, pero no es asi. Mas adelante estudiaremos mu-
chos algoritmos designados para poner orden y evitar el caos potencial.
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1.2.2 Redes de area metropolitana

Una red de area metropolitana (MAN) abarca una ciudad. El ejemplo més conocido de una
MAN es la red de television por cable disponible en muchas ciudades. Este sistema crecio a par-
tir de los primeros sistemas de antena comunitaria en areas donde la recepcion de la television al
aire era pobre. En dichos sistemas se colocaba una antena grande en la cima de una colina cerca-
nay la sefal se canalizaba a las casas de los suscriptores.

Al principio eran sistemas disefiados de manera local con fines especificos. Después las com-
pafiias empezaron a pasar a los negocios, y obtuvieron contratos de los gobiernos de las ciudades
para cablear toda una ciudad. El siguiente paso fue la programacion de television e incluso cana-
les designados unicamente para cable. Con frecuencia, éstos emitian programas de un solo tema,
como so6lo noticias, deportes, cocina, jardineria, etcétera. Sin embargo, desde su inicio y hasta
finales de la década de 1990, estaban disefiados inicamente para la recepcion de television.

A partir de que Internet atrajo una audiencia masiva, los operadores de la red de TV por cable
se dieron cuenta de que con algunos cambios al sistema, podrian proporcionar servicio de Internet
de dos vias en las partes sin uso del espectro. En ese punto, el sistema de TV por cable empezaba
a transformarse de una forma de distribucion de television a una red de area metropolitana. Para
que se dé una idea, una MAN podria verse como el sistema que se muestra en la figura 1-8, donde
se aprecia que las sefiales de TV e Internet se alimentan hacia un amplificador head end para ense-
guida transmitirse a las casas de las personas. En el capitulo 2 trataremos con detalle este tema.
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Figura 1-8. Una red de area metropolitana, basada en TV por cable.

Internet z
\

La television por cable no es solamente una MAN. Desarrollos recientes en el acceso inaldm-
brico a alta velocidad a Internet dieron como resultado otra MAN, que se estandarizé como IEEE
802.16. En el capitulo 2 veremos esta area.
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1.2.3 Redes de area amplia

Una red de area amplia (WAN), abarca una gran area geografica, con frecuencia un pais o
un continente. Contiene un conjunto de maquinas diseiiado para programas (es decir, aplicaciones)
de usuario. Seguiremos el uso tradicional y llamaremos hosts a estas maquinas. Los /osts estan
conectados por una subred de comunicacion, o simplemente subred, para abreviar. Los clientes
son quienes poseen a los Aosts (es decir, las computadoras personales de los usuarios), mientras
que, por lo general, las compaiiias telefonicas o los proveedores de servicios de Internet poseen y
operan la subred de comunicacién. La funcion de una subred es llevar mensajes de un £ost a otro,
como lo hace el sistema telefonico con las palabras del que habla al que escucha. La separacion
de los aspectos de la comunicacion pura de la red (la subred) de los aspectos de la aplicacion (los
hosts), simplifica en gran medida todo el disefio de la red.

En la mayoria de las redes de area amplia la subred consta de dos componente distintos: lineas
de transmision y elementos de conmutacion. Las lineas de transmision mueven bits entre maqui-
nas. Pueden estar hechas de cable de cobre, fibra optica o, incluso, radioenlaces. Los elementos
de conmutacion son computadoras especializadas que conectan tres o mas lineas de transmision.
Cuando los datos llegan a una linea de entrada, el elemento de conmutacion debe elegir una linea
de salida en la cual reenviarlos. Estas computadoras de conmutacion reciben varios nombres; con-
mutadores y enrutadores son los mas comunes.

En este modelo, que se muestra en la figura 1-9, cada host esta conectado frecuentemente a
una LAN en la que existe un enrutador, aunque en algunos casos un /ost puede estar conectado
de manera directa a un enrutador. El conjunto de lineas de comunicacion y enrutadores (pero no de
hosts) forma la subred.

Subred Enrutador

Figura 1-9. Relacion entre hosts de LANs y la subred.

A continuacion se presenta un breve comentario acerca del término “subred”. Originalmente,
su unico significado era el conjunto de enrutadores y lineas de comunicacion que movia paquetes
del host de origen al de destino. Sin embargo, algunos afios mas tarde también adquirié un segundo
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significado junto con el direccionamiento de redes (que expondremos en el capitulo 5). Desgra-
ciadamente, no existe una alternativa de amplio uso con respecto a su significado inicial por lo
que, con algunas reservas, utilizaremos este término en ambos sentidos. El contexto dejara en cla-
ro su significado.

En la mayoria de las WAN:Ss, la red contiene numerosas lineas de transmision, cada una de las
cuales conecta un par de enrutadores. Si dos enrutadores que no comparten una linea de transmi-
sion quieren conectarse, deberan hacerlo de manera indirecta, a través de otros enrutadores. Cuando
un paquete es enviado desde un enrutador a otro a través de uno o mas enrutadores intermedios,
el paquete se recibe en cada enrutador intermedio en su totalidad, se almacena ahi hasta que la li-
nea de salida requerida esté libre y, por ultimo, se reenvia. Una subred organizada a partir de este
principio se conoce como subred de almacenamiento y reenvio (store and forward) o de conmu-
tacion de paquetes. Casi todas las redes de area amplia (excepto las que utilizan satélites) tienen
subredes de almacenamiento y reenvio. Cuando los paquetes son pequeios y tienen el mismo ta-
mafo, se les llama celdas.

El principio de una WAN de conmutacion de paquetes es tan importante que vale la pena de-
dicarle algunas palabras mas. En general, cuando un proceso de cualquier 4ost tiene un mensaje
que se va a enviar a un proceso de algun otro host, el host emisor divide primero el mensaje en pa-
quetes, los cuales tienen un nimero de secuencia. Estos paquetes se envian entonces por la red de
uno en uno en una rapida sucesion. Los paquetes se transportan de forma individual a través de la
red y se depositan en el /ost receptor, donde se reensamblan en el mensaje original y se entregan
al proceso receptor. En la figura 1-10 se ilustra un flujo de paquetes correspondiente a algiin men-
saje inicial.

Enrutador Subred

Host emisor Host receptor

Paquete El enrutador C elige
enviar paquetes a E
ynoaD

Proceso emisor Proceso receptor

Figura 1-10. Flujo de paquetes desde un emisor a un receptor.

En esta figura todos los paquetes siguen la ruta ACE en vez de la ABDE o ACDE. En algunas
redes todos los paquetes de un mensaje determinado deben seguir la misma ruta; en otras, cada pa-
quete se enruta por separado. Desde luego, si ACE es la mejor ruta, todos los paquetes se podrian
enviar a través de ella, incluso si cada paquete se enruta de manera individual.

Las decisiones de enrutamiento se hacen de manera local. Cuando un paquete llega al enruta-
dor 4, éste debe decidir si el paquete se enviard hacia B o hacia C. La manera en que el enrutador
A toma esa decision se conoce como algoritmo de enrutamiento. Existen muchos de ellos. En el
capitulo 5 estudiaremos con detalle algunos.
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No todas las WANSs son de conmutacion de paquetes. Una segunda posibilidad para una WAN
es un sistema satelital. Cada enrutador tiene una antena a través de la cual puede enviar y recibir.
Todos los enrutadores pueden escuchar la salida desde el satélite y, en algunos casos, también pue-
den escuchar las transmisiones de los demas enrutadores hacia el satélite. Algunas veces los
enrutadores estan conectados a una subred de punto a punto elemental, y s6lo algunos de ellos tie-
nen una antena de satélite. Por naturaleza, las redes satelital son de difusion y son mas ttiles cuando
la propiedad de difusidon es importante.

1.2.4 Redes inalambricas

La comunicacion inalambrica digital no es una idea nueva. A principios de 1901, el fisico ita-
liano Guillermo Marconi demostrd un telégrafo inalambrico desde un barco a tierra utilizando el
codigo Morse (después de todo, los puntos y rayas son binarios). Los sistemas inalambricos digi-
tales de la actualidad tienen un mejor desempeno, pero la idea basica es la misma.

Como primera aproximacion, las redes inalambricas se pueden dividir en tres categorias prin-
cipales:

1. Interconexion de sistemas.
2. LANSs inalambricas.
3. WANS inalambricas.

La interconexion de sistemas se refiere a la interconexion de componentes de una computadora
que utiliza radio de corto alcance. La mayoria de las computadoras tiene un monitor, teclado, raton
e impresora, conectados por cables a la unidad central. Son tantos los usuarios nuevos que tienen di-
ficultades para conectar todos los cables en los enchufes correctos (aun cuando suelen estar codifi-
cados por colores) que la mayoria de los proveedores de computadoras ofrece la opcion de enviar a
un técnico a la casa del usuario para que realice esta tarea. En consecuencia, algunas companias se
reunieron para disefiar una red inalambrica de corto alcance llamada Bluetooth para conectar sin ca-
bles estos componentes. Bluetooth también permite conectar camaras digitales, auriculares, escane-
res y otros dispositivos a una computadora con el unico requisito de que se encuentren dentro del
alcance de la red. Sin cables, sin instalacion de controladores, simplemente se colocan, se encienden
y funcionan. Para muchas personas, esta facilidad de operacion es algo grandioso.

En la forma mas sencilla, las redes de interconexidon de sistemas utilizan el paradigma del
maestro y el esclavo de la figura 1-11(a). La unidad del sistema es, por lo general, el maestro que
trata al raton, al teclado, etcétera, como a esclavos. El maestro le dice a los esclavos qué direccio-
nes utilizar, cuando pueden difundir, durante cuanto tiempo pueden transmitir, qué frecuencias
pueden utilizar, etcétera. En el capitulo 4 explicaremos con mas detalle el Bluetooth.

El siguiente paso en la conectividad inalambrica son las LANs inalambricas. Son sistemas en
los que cada computadora tiene un modem de radio y una antena mediante los que se puede co-
municar con otros sistemas. En ocasiones, en el techo se coloca una antena con la que las maqui-
nas se comunican, como se ilustra en la figura 1-11(b). Sin embargo, si los sistemas estan lo
suficientemente cerca, se pueden comunicar de manera directa entre si en una configuracion de
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Estacién | A la red alambrica
base

(a) (b)

Figura 1-11. (a) Configuracién Bluetooth. (b) LAN inaldmbrica.

igual a igual. Las LANs inalambricas se estan haciendo cada vez mas comunes en casas y ofici-
nas pequeiias, donde instalar Ethernet se considera muy problematico, asi como en oficinas ubi-
cadas en edificios antiguos, cafeterias de empresas, salas de conferencias y otros lugares. Existe
un estandar para las LANs inalambricas, llamado IEEE 802.11, que la mayoria de los sistemas
implementa y que se ha extendido ampliamente. Esto lo explicaremos en el capitulo 4.

El tercer tipo de red inalambrica se utiliza en sistemas de area amplia. La red de radio utiliza-
da para teléfonos celulares es un ejemplo de un sistema inalambrico de banda ancha baja. Este sis-
tema ha pasado por tres generaciones. La primera era analogica y solo para voz. La segunda era
digital y solo para voz. La tercera generacion es digital y es tanto para voz como para datos. En
cierto sentido, las redes inalambricas celulares son como las LANs inalambricas, excepto porque
las distancias implicadas son mucho mas grandes y las tasas de bits son mucho mas bajas. Las
LANSs inalambricas pueden funcionar a tasas de hasta 50 Mbps en distancias de decenas de me-
tros. Los sistemas celulares funcionan debajo de 1 Mbps, pero la distancia entre la estacion base
y la computadora o teléfono se mide en kilometros mas que en metros. En el capitulo 2 hablare-
mos con mucho detalle sobre estas redes.

Ademas de estas redes de baja velocidad, también se han desarrollado las redes inaldmbricas
de area amplia con alto ancho de banda. El enfoque inicial es el acceso inalambrico a Internet a
alta velocidad, desde los hogares y las empresas, dejando a un lado el sistema telefonico. Este ser-
vicio se suele llamar servicio de distribucion local multipuntos. Lo estudiaremos mas adelante.
También se ha desarrollado un estandar para éste, llamado IEEE 802.16. Examinaremos dicho
estandar en el capitulo 4.

La mayoria de las redes inalambricas se enlaza a la red alambrica en algin punto para propor-
cionar acceso a archivos, bases de datos e Internet. Hay muchas maneras de efectuar estas cone-
xiones, dependiendo de las circunstancias. Por ejemplo, en la figura 1-12(a) mostramos un
aeroplano con una serie de personas que utilizan modems y los teléfonos de los respaldos para lla-
mar a la oficina. Cada llamada es independiente de las demas. Sin embargo, una opcién mucho
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mas eficiente es la LAN dentro del avion de la figura 1-12(b), donde cada asiento esta equipado
con un conector Ethernet al cual los pasajeros pueden acoplar sus computadoras. El avion tiene un
solo enrutador, el cual mantiene un enlace de radio con algin enrutador que se encuentre en tie-
rra, y cambia de enrutador conforme avanza el vuelo. Esta configuracion es una LAN tradicional,
excepto porque su conexion al mundo exterior se da mediante un enlace por radio en lugar de una
linea cableada.

Enrutador dentro
del aV|on

¢ o000 0000
Computadora LAN
portatil alambrica

Figura 1-12. (a) Computadoras moviles individuales. (b) LAN dentro del avion.

Una llamada telefénica
por computadora

(a)

Muchas personas creen que lo inalambrico es la onda del futuro (por ejemplo, Bi y cols., 2001;
Leeper, 2001; Varshey y Vetter, 2000) pero se ha escuchado una voz disidente. Bob Metcalfe, el in-
ventor de Ethernet, ha escrito: “Las computadoras inalambricas méviles son como los bafios porta-
tiles sin cafieria: bacinicas portatiles. Seran muy comunes en los vehiculos, en sitios en construccion
y conciertos de rock. Mi consejo es que coloque cables en su casa y se quede ahi” (Metcalfe, 1995).
La historia podria colocar esta cita en la misma categoria que la explicacion de T.J. Watson, presi-
dente de IBM en 1945, de por qué esta empresa no entraba en el negocio de las computadoras: “Cua-
tro o cinco computadoras deberan ser suficientes para todo el mundo hasta el afio 2000

1.2.5 Redes domésticas

La conectividad doméstica esta en el horizonte. La idea fundamental es que en el futuro la ma-
yoria de los hogares estaran preparados para conectividad de redes. Cualquier dispositivo del ho-
gar serd capaz de comunicarse con todos los demas dispositivos y todos podran accederse por
Internet. Este es uno de esos conceptos visionarios que nadie solicité (como los controles remotos
de TV o los teléfonos celulares), pero una vez que han llegado nadie se puede imaginar como ha-
bian podido vivir sin ellos.

Muchos dispositivos son capaces de estar conectados en red. Algunas de las categorias mas
evidentes (con ejemplos) son las siguientes:

1. Computadoras (de escritorio, portatiles, PDAs, periféricos compartidos).

2. Entretenimiento (TV, DVD, VCR, videocamara, camara fotografica, estereofénicos, MP3).
3. Telecomunicaciones (teléfono, teléfono movil, intercomunicadores, fax).
4

. Aparatos electrodomésticos (horno de microondas, refrigerador, reloj, horno, aire acon-
dicionado, luces).

5. Telemetria (metro utilitario, alarma contra fuego y robo, termostato, camaras inalambricas).
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La conectividad de computadoras domésticas ya esta aqui, aunque limitada. Muchas casas ya
cuentan con un dispositivo para conectar varias computadoras para una conexion rapida a Inter-
net. El entretenimiento por red atin no existe, pero cuanto mas y mas musica y peliculas se pue-
dan descargar de Internet, habra mas demanda para que los equipos de audio y las televisiones se
conecten a Internet. Incluso las personas desearan compartir sus propios videos con amigos y fa-
miliares, por lo que debera haber una conexion en ambos sentidos. Los dispositivos de telecomu-
nicaciones ya estan conectados al mundo exterior, pero pronto seran digitales y tendran capacidad
de funcionar sobre Internet. Un hogar promedio tal vez tiene una docena de relojes (los de los apa-
ratos electrodomésticos), y todos se tienen que reajustar dos veces al afio cuando inicia y termina
el tiempo de ahorro de luz de dia (horario de verano). Si todos los relojes estuvieran conectados a
Internet, ese reajuste se haria en forma automadtica. Por ultimo, el monitoreo remoto de la casa y
su contenido es el probable ganador. Es muy factible que muchos padres deseen invertir en moni-
torear con sus PDAs a sus bebés dormidos cuando van a cenar fuera de casa, aun cuando contra-
ten a una nifiera. Si bien podemos imaginar una red separada para cada area de aplicacion, la
integracion de todas en una sola red es probablemente una mejor idea.

La conectividad doméstica tiene algunas propiedades diferentes a las de otro tipo de redes. Pri-
mero, la red y los dispositivos deben ser faciles de instalar. El autor ha instalado numerosas pie-
zas de hardware y software en varias computadoras durante varios afios con resultados diferentes. Al
realizar una serie de llamadas telefonicas al personal de soporte técnico del proveedor por lo ge-
neral recibid respuestas como: 1) Lea el manual; 2) Reinicie la computadora; 3) Elimine todo el
hardware y software, excepto los nuestros, y pruebe de nuevo; 4) Descargue de nuestro sitio Web
el controlador mas reciente y, si todo eso falla, 5) Reformatee el disco duro y reinstale Windows
desde el CD-ROM. Decirle al comprador de un refrigerador con capacidad de Internet que descar-
gue e instale una nueva version del sistema operativo del refrigerador, no conduce a tener clientes
contentos. Los usuarios de computadoras estan acostumbrados a soportar productos que no fun-
cionan; los clientes que compran automoviles, televisiones y refrigeradores son mucho menos to-
lerantes. Esperan productos que trabajen al 100% desde que se compran.

Segundo, la red y los dispositivos deben estar plenamente probados en operacion. Los equi-
pos de aire acondicionado solian tener una perilla con cuatro parametros: OFF, LOW, MEDIUM y
HIGH (apagado, bajo, medio, alto). Ahora tienen manuales de 30 paginas. Una vez que puedan
conectarse en red, no se le haga extrafio que tan solo el capitulo de seguridad tenga 30 paginas. Es-
to estara mas alla de la comprension de practicamente todos los usuarios.

Tercero, el precio bajo es esencial para el éxito. Muy pocas personas, si no es que ninguna, pa-
garan un precio adicional de $50 por un termostato con capacidad de Internet, debido a que no
consideraran que monitorear la temperatura de sus casas desde sus trabajos sea algo importante.
Tal vez por $5 si lo comprarian.

Cuarto, la principal aplicacion podria implicar multimedia, por lo que la red necesita capaci-
dad suficiente. No hay mercado para televisiones conectadas a Internet que proyecten peliculas in-
seguras a una resolucion de 320 x 240 pixeles y 10 cuadros por segundo. Fast Ethernet, el caballo
de batalla en la mayoria de las oficinas, no es bastante buena para multimedia. En consecuencia,
para que las redes domeésticas lleguen a ser productos masivos en el mercado, requeriran mejor de-
sempefio que el de las redes de oficina actuales, asi como precios mas bajos.
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Quinto, se podria empezar con uno o dos dispositivos y expandir de manera gradual el alcan-
ce de la red. Esto significa que no habra problemas con el formato. Decir a los consumidores que
adquieran periféricos con interfaces IEEE 1394 (FireWire) y afios después retractarse y decir
que USB 2.0 es la interfaz del mes, es hacer clientes caprichosos. La interfaz de red tendra que
permanecer estable durante muchos afios; el cableado (si lo hay) debera permanecer estable duran-
te décadas.

Sexto, la seguridad y la confianza seran muy importantes. Perder algunos archivos por un vi-
rus de correo electronico es una cosa; que un ladron desarme su sistema de seguridad desde su
PDA y luego saquee su casa es algo muy diferente.

Una pregunta interesante es si las redes domésticas seran alambricas o inalambricas. La ma-
yoria de los hogares ya tiene seis redes instaladas: electricidad, teléfono, television por cable, agua,
gas y alcantarillado. Agregar una séptima durante la construccion de una casa no es dificil, pero
acondicionar las casas existentes para agregar dicha red es costoso. Los costos favorecen la conec-
tividad inaldmbrica, pero la seguridad favorece la conectividad alambrica. El problema con la
conectividad inalambrica es que las ondas de radio que utiliza traspasan las paredes con mucha
facilidad. No a todos les gusta la idea de que cuando vaya a imprimir, se tope con la conexion de su
vecino y pueda leer el correo electrénico de éste. En el capitulo 8 estudiaremos cémo se puede uti-
lizar la encriptacion para proporcionar seguridad, pero en el contexto de una red doméstica la
seguridad debe estar bien probada, incluso para usuarios inexpertos. Es mas facil decirlo que
hacerlo, incluso en el caso de usuarios expertos.

Para abreviar, la conectividad doméstica ofrece muchas oportunidades y retos. La mayoria de
ellos se relaciona con la necesidad de que sean faciles de manejar, confiables y seguros, en par-
ticular en manos de usuarios no técnicos, y que al mismo tiempo proporcionen alto desempefio a
bajo costo.

1.2.6 Interredes

Existen muchas redes en el mundo, a veces con hardware y software diferentes. Con frecuen-
cia, las personas conectadas a una red desean comunicarse con personas conectadas a otra red di-
ferente. La satisfaccion de este deseo requiere que se conecten diferentes redes, con frecuencia
incompatibles, a veces mediante maquinas llamadas puertas de enlace (gateways) para hacer la
conexion y proporcionar la traduccion necesaria, tanto en términos de hardware como de softwa-
re. Un conjunto de redes interconectadas se llama interred.

Una forma comun de interred es el conjunto de LANs conectadas por una WAN. De hecho, si
tuviéramos que reemplazar la etiqueta “subred” en la figura 1-9 por “WAN”, no habria nada mas
que cambiar en la figura. En este caso, la unica diferencia técnica real entre una subred y una WAN
es si hay hosts presentes. Si el sistema que aparece en el area gris contiene solamente enrutadores, es
una subred; si contiene enrutadores y /osts, es una WAN. Las diferencias reales se relacionan con
la propiedad y el uso.

Subredes, redes e interredes con frecuencia se confunden. La subred tiene mas sentido en el
contexto de una red de area amplia, donde se refiere a un conjunto de enrutadores y lineas de
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comunicacion poseidas por el operador de redes. Como una analogia, el sistema telefénico consta
de oficinas de conmutacion telefonica que se conectan entre si mediante lineas de alta velocidad,
y a los hogares y negocios, mediante lineas de baja velocidad. Estas lineas y equipos, poseidas y
administradas por la compaifiia de teléfonos, forman la subred del sistema telefonico. Los teléfonos
mismos (los kosts en esta analogia) no son parte de la subred. La combinacion de una subred y sus
hosts forma una red. En el caso de una LAN, el cable y los &osts forman la red. En realidad, ahi
no hay una subred.

Una interred se forma cuando se interconectan redes diferentes. Desde nuestro punto de vis-
ta, al conectar una LAN y una WAN o conectar dos LANs se forma una interred, pero existe po-
co acuerdo en la industria en cuanto a la terminologia de esta area. Una regla de oro es que si varias
empresas pagaron por la construccidon de diversas partes de la red y cada una mantiene su parte,
tenemos una interred mas que una sola red. Asimismo, si la terminologia subyacente es diferente
en partes diferentes (por ejemplo, difusién y punto a punto), probablemente tengamos dos redes.

1.3 SOFTWARE DE REDES

Las primeras redes de computadoras se disefiaron teniendo al hardware como punto principal
y al software como secundario. Esta estrategia ya no funciona. Actualmente el software de redes
esta altamente estructurado. En las siguientes secciones examinaremos en detalle la técnica de es-
tructuracion de software. El método descrito aqui es la clave de todo el libro y se presentara con
mucha frecuencia mas adelante.

1.3.1 Jerarquias de protocolos

Para reducir la complejidad de su disefo, la mayoria de las redes esta organizada como una pi-
la de capas o niveles, cada una construida a partir de la que estd debajo de ella. El numero de ca-
pas, asi como el nombre, contenido y funcion de cada una de ellas difieren de red a red. El
propdsito de cada capa es ofrecer ciertos servicios a las capas superiores, a las cuales no se les
muestran los detalles reales de implementacion de los servicios ofrecidos.

Este concepto es muy conocido y utilizado en la ciencia computacional, donde se conoce de
diversas maneras, como ocultamiento de informacion, tipos de datos abstractos, encapsulamiento
de datos y programacion orientada a objetos. La idea basica es que una pieza particular de softwa-
re (o hardware) proporciona un servicio a sus usuarios pero nunca les muestra los detalles de su
estado interno ni sus algoritmos.

La capa n de una maquina mantiene una conversacion con la capa n de otra maquina. Las
reglas y convenciones utilizadas en esta conversacion se conocen de manera colectiva como pro-
tocolo de capa n. Basicamente, un protocolo es un acuerdo entre las partes en comunicacioén so-
bre como se debe llevar a cabo la comunicacion. Como una analogia, cuando se presenta una mujer
con un hombre, ella podria elegir no darle la mano. El, a su vez, podria decidir saludarla de mano
o de beso, dependiendo, por ejemplo, de si es una abogada americana o una princesa europea en
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una reunion social formal. Violar el protocolo harda mas dificil la comunicacion, si no es que im-
posible.

En la figura 1-13 se ilustra una red de cinco capas. Las entidades que abarcan las capas co-
rrespondientes en diferentes maquinas se llaman iguales ( peers). Los iguales podrian ser proce-
sos, dispositivos de hardware o incluso seres humanos. En otras palabras, los iguales son los que
se comunican a través del protocolo.

Host 1 Host 2

Protocolo de la capa 5
Capab |[w-----=-=-=-==-==----—--——- »| Capa 5

Interfaz de las capas 4-5

Capa4 |a----------——————----- »| Capa 4

Interfaz de las capas 3-4

Capa 3 |[w--------————————————~ »| Capa 3

Interfaz de las capas 2-3

Capa2 |«---—------————————--- »| Capa 2

Interfaz de las capas 1-2

Capal |[«---------—————mm o »| Capa 1

Medio fisico

Figura 1-13. Capas, protocolos e interfaces.

En realidad, los datos no se transfieren de manera directa desde la capa n de una maquina a la
capa n de la otra maquina, sino que cada capa pasa los datos y la informacion de control a la ca-
pa inmediatamente inferior, hasta que se alcanza la capa mas baja. Debajo de la capa 1 se encuentra
el medio fisico a través del cual ocurre la comunicacion real. En la figura 1-13, la comunicacion
virtual se muestra con lineas punteadas, en tanto que la fisica, con lineas solidas.

Entre cada par de capas adyacentes esta una interfaz. Esta define qué operaciones y servicios
primitivos pone la capa mas baja a disposicion de la capa superior inmediata. Cuando los disefia-
dores de redes deciden cuantas capas incluir en una red y qué debe hacer cada una, una de las
consideraciones mas importantes es definir interfaces limpias entre las capas. Hacerlo asi, a su vez,
requiere que la capa desempefie un conjunto especifico de funciones bien entendidas. Ademas de
minimizar la cantidad de informacion que se debe pasar entre las capas, las interfaces bien defi-
nidas simplifican el reemplazo de la implementacion de una capa con una implementacion total-
mente diferente (por ejemplo, todas las lineas telefonicas se reemplazan con canales por satélite)
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porque todo lo que se pide de la nueva implementacion es que ofrezca exactamente el mismo con-
junto de servicios a su vecino de arriba, como lo hacia la implementacion anterior. De hecho, es
muy comun que diferentes hosts utilicen diferentes implementaciones.

Un conjunto de capas y protocolos se conoce como arquitectura de red. La especificacion
de una arquitectura debe contener informacion suficiente para permitir que un implementador es-
criba el programa o construya el hardware para cada capa de modo que se cumpla correctamente
con el protocolo apropiado. Ni los detalles de la implementacion ni las especificaciones de las in-
terfaces son parte de la arquitectura porque estan ocultas en el interior de las maquinas y no son
visibles desde el exterior. Incluso, tampoco es necesario que las interfaces de todas las maquinas
en una red sean las mismas, siempre y cuando cada maquina pueda utilizar correctamente todos
los protocolos. La lista de protocolos utilizados por un sistema, un protocolo por capa, se conoce
como pila de protocolos. Los aspectos de las arquitecturas de red, las pilas de protocolos y los
protocolos mismos son el tema principal de este libro.

Una analogia podria ayudar a explicar la idea de comunicacion entre multiples capas. Imagi-
ne a dos fildsofos (procesos de iguales en la capa 3), uno de los cuales habla urdu e inglés, y el
otro chino y francés. Puesto que no tienen un idioma comun, cada uno contrata un traductor (pro-
ceso de iguales en la capa 2) y cada uno a su vez contacta a una secretaria (procesos de iguales en
la capa 1). El filosofo 1 desea comunicar su aficidon por el oryctolagus cuniculus a su igual. Para
eso, le pasa un mensaje (en inglés) a través de la interfaz de las capas 2-3 a su traductor, dicien-
do: “Me gustan los conejos”, como se ilustra en la figura 1-14. Los traductores han acordado un
idioma neutral conocido por ambos, el holandés, para que el mensaje se convierta en “Ik vind ko-
nijnen leuk”. La eleccion del idioma es el protocolo de la capa 2 y los procesos de iguales de di-
cha capa son quienes deben realizarla.

Entonces el traductor le da el mensaje a una secretaria para que lo transmita por, digamos, fax
(el protocolo de la capa 1). Cuando el mensaje llega, se traduce al francés y se pasa al filésofo 2
a través de la interfaz de las capas 2-3. Observe que cada protocolo es totalmente independiente
de los demas en tanto no cambien las interfaces. Los traductores pueden cambiar de holandés a,
digamos, finlandés, a voluntad, siempre y cuando los dos estén de acuerdo y no cambien su inter-
faz con las capas 1 o 3. Del mismo modo, las secretarias pueden cambiar de fax a correo electronico
o teléfono sin molestar (o incluso avisar) a las demas capas. Cada proceso podria agregar alguna
informacion destinada sélo a su igual. Esta informacion no se pasa a la capa superior.

Ahora veamos un ejemplo mas técnico: como proporcionar comunicacion a la capa superior
de la red de cinco capas de la figura 1-15. Un proceso de aplicacion que se ejecuta en la capa 5
produce un mensaje, M, y lo pasa a la capa 4 para su transmision.

La capa 4 pone un encabezado al frente del mensaje para identificarlo y pasa el resultado a
la capa 3. El encabezado incluye informacion de control, como niimeros de secuencia, para que la
capa 4 de la maquina de destino entregue los mensajes en el orden correcto si las capas inferiores
no mantienen la secuencia. En algunas capas los encabezados también pueden contener tamaiios,
medidas y otros campos de control.

En muchas redes no hay limites para el tamafio de mensajes transmitidos en el protocolo de la
capa 4, pero casi siempre hay un limite impuesto por el protocolo de la capa 3. En consecuencia,
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Ubicacién A Ubicacion B
| like . L
A rabbits | 1 Mensaje Filésofo J'aime
bien les
3 lapins 3
Y |
Informacion
B L: Dutch | - para el traductor Traductor L: Dutch
Ik vind remoto Ik vind
‘ ' konijnen konijnen
2 [ 2 leuk leuk 2
Informacion !
Fax #--- | < para la secretaria Fax #---
. remota .
L: Dutch Secretaria | o L: Dutch
1 Ik vind Ik vind 1
konijnen konijnen
leuk leuk
|

N J

Figura 1-14. Arquitectura filésofo-traductor-secretaria.

la capa 3 debe desintegrar en unidades mas pequefias, paquetes, los mensajes que llegan, y a cada
paquete le coloca un encabezado. En este ejemplo, M se divide en dos partes, M| y M,.

La capa 3 decide cual de las lineas que salen utilizar y pasa los paquetes a la capa 2. Esta no
solo agrega un encabezado a cada pieza, sino también un terminador, y pasa la unidad resultante
a la capa 1 para su transmision fisica. En la maquina receptora el mensaje pasa hacia arriba de ca-
pa en capa, perdiendo los encabezados conforme avanza. Ninguno de los encabezados de las
capas inferiores a n llega a la capa n.

Lo que debe entender en la figura 1-15 es la relacion entre las comunicaciones virtual y real,
y la diferencia entre protocolos e interfaces. Por ejemplo, los procesos de iguales en la capa 4 piensan
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Capa
Protocolo de la capa 5

/\ Protocolo de /
| 3
S A R 7 7 S o o Y R T

Protocolo de

la capa 2
2[Ha|Ho|Ha[ My [To | [Ho[Ho| My [Tp|=------- ~[He[Ho[Ha[ M1 [To|  [Ho[Ho| M, [T,
1
Maquina de origen Maquina de destino

Figura 1-15. Ejemplo de flujo de informacion que soporta una comunicacion virtual en la capa 5.

conceptualmente de su comunicacion como si fuera “horizontal”, y utilizan el protocolo de la
capa 4. Pareciera que cada uno tuviera un procedimiento llamado algo asi como EnviadoalOtro-
Lado y RecibidoDesdeElOtroLado, aun cuando estos procedimientos en realidad se comunican
con las capas inferiores a través de la interfaz de las capas 3-4, no con el otro lado.

La abstraccion del proceso de iguales es basica para todo disefio de red. Al utilizarla, la in-
manejable tarea de disefiar toda la red se puede fragmentar en varios problemas de disefio mas
pequefios y manejables, es decir, el disefio de las capas individuales.

Aunque la seccion 1.3 se llama “Software de redes”, vale la pena precisar que las capas infe-
riores de una jerarquia de protocolos se implementan con frecuencia en el hardware o en el firm-
ware. No obstante, estdn implicados los algoritmos de protocolo complejos, aun cuando estén
integrados (en todo o en parte) en el hardware.

1.3.2 Aspectos de disefio de las capas

Algunos de los aspectos clave de disefio que ocurren en las redes de computadoras estan pre-
sentes en las diversas capas. Mas adelante mencionaremos brevemente algunos de los mas impor-
tantes.

Cada capa necesita un mecanismo para identificar a los emisores y a los receptores. Puesto
que una red por lo general tiene muchas computadoras —algunas de las cuales tienen varios pro-
cesos—, se necesita un método para que un proceso en una maquina especifique con cual de ellas
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quiere hablar. Como consecuencia de tener multiples destinos, se necesita alguna forma de direc-
cionamiento a fin de precisar un destino especifico.

Otro conjunto de decisiones de disefio concierne a las reglas de la transferencia de datos. En
algunos sistemas, los datos viajan s6lo en una direccion; en otros, pueden viajar en ambas direc-
ciones. El protocolo también debe determinar a cudntos canales 1dgicos corresponde la conexidon
y cuales son sus prioridades. Muchas redes proporcionan al menos dos canales 1dgicos por cone-
xi6n, uno para los datos normales y otro para los urgentes.

El control de errores es un aspecto importante porque los circuitos de comunicacion fisica no
son perfectos. Muchos cddigos de deteccidon y correccidon de errores son conocidos, pero los dos
extremos de la conexion deben estar de acuerdo en cual es el que se va a utilizar. Ademas, el re-
ceptor debe tener algiin medio de decirle al emisor qué mensajes se han recibido correctamente y
cuales no.

No todos los canales de comunicacion conservan el orden en que se les envian los mensajes.
Para tratar con una posible pérdida de secuencia, el protocolo debe incluir un mecanismo que per-
mita al receptor volver a unir los pedazos en forma adecuada. Una solucion obvia es numerar las
piezas, pero esta solucion deja abierta la cuestion de qué se debe hacer con las piezas que llegan
sin orden.

Un aspecto que ocurre en cada nivel es como evitar que un emisor rapido sature de datos a un
receptor mas lento. Se han propuesto varias soluciones que explicaremos mas adelante. Algunas de
ellas implican algun tipo de retroalimentacion del receptor al emisor, directa o indirectamente,
dependiendo de la situacion actual del receptor. Otros limitan al emisor a una velocidad de trans-
mision acordada. Este aspecto se conoce como control de flujo.

Otro problema que se debe resolver en algunos niveles es la incapacidad de todos los proce-
sos de aceptar de manera arbitraria mensajes largos. Esta propiedad conduce a mecanismos para
desensamblar, transmitir y reensamblar mensajes. Un aspecto relacionado es el problema de qué
hacer cuando los procesos insisten en transmitir datos en unidades tan pequefias que enviarlas por
separado es ineficaz. La solucidn a esto es reunir en un solo mensaje grande varios mensajes pe-
quefios que vayan dirigidos a un destino comun y desmembrar dicho mensaje una vez que llegue
a su destino.

Cuando es inconveniente o costoso establecer una conexion separada para cada par de proce-
sos de comunicacion, la capa subyacente podria decidir utilizar la misma conexion para multiples
conversaciones sin relacion entre si. Siempre y cuando esta multiplexion y desmultiplexion se
realice de manera transparente, cualquier capa la podra utilizar. La multiplexion se necesita en la
capa fisica, por ejemplo, donde multiples conversaciones comparten un nimero limitado de cir-
cuitos fisicos. Cuando hay multiples rutas entre el origen y el destino, se debe elegir la mejor o las
mejores entre todas ellas. A veces esta decision se debe dividir en dos o mas capas. Por ejemplo,
para enviar datos de Londres a Roma, se debe tomar una decision de alto nivel para pasar por Fran-
cia o Alemania, dependiendo de sus respectivas leyes de privacidad. Luego se debe tomar una
decision de bajo nivel para seleccionar uno de los circuitos disponibles dependiendo de la carga de
trafico actual. Este tema se llama enrutamiento.
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1.3.3 Servicios orientados a la conexion y no orientados a la conexion

Las capas pueden ofrecer dos tipos de servicios a las capas que estan sobre ellas: orientados a
la conexidén y no orientados a la conexion. En esta seccion veremos estos dos tipos y examinare-
mos las diferencias que hay entre ellos.

El servicio orientado a la conexion se concibi6 con base en el sistema telefonico. Para ha-
blar con alguien, usted levanta el teléfono, marca el numero, habla y luego cuelga. Del mismo mo-
do, para usar un servicio de red orientado a la conexion, el usuario del servicio primero establece
una conexion, la utiliza y luego la abandona. El aspecto esencial de una conexion es que funciona
como un tubo: el emisor empuja objetos (bits) en un extremo y el receptor los toma en el otro ex-
tremo. En la mayoria de los casos se conserva el orden para que los bits lleguen en el orden en que
se enviaron.

En algunos casos, al establecer la conexion, el emisor, el receptor y la subred realizan una ne-
gociacion sobre los parametros que se van a utilizar, como el tamafio maximo del mensaje, la ca-
lidad del servicio solicitado y otros temas. Por lo general, un lado hace una propuesta y el otro la
acepta, la rechaza o hace una contrapropuesta.

En contraste, el servicio no orientado a la conexion se concibid con base en el sistema pos-
tal. Cada mensaje (carta) lleva completa la direccion de destino y cada una se enruta a través del
sistema, independientemente de las demas. En general, cuando se envian dos mensajes al mismo
destino, el primero que se envie sera el primero en llegar. Sin embargo, es posible que el que se
envio6 primero se dilate tanto que el segundo llegue primero.

Cada servicio se puede clasificar por la calidad del servicio. Algunos servicios son confia-
bles en el sentido de que nunca pierden datos. Por lo general, en un servicio confiable el receptor
confirma la recepcion de cada mensaje para que el emisor esté seguro de que llegd. Este proceso
de confirmacion de recepcion introduce sobrecargas y retardos, que con frecuencia son valiosos
pero a veces son indeseables.

Una situacion tipica en la que un servicio orientado a la conexion es apropiado es en la trans-
ferencia de archivos. El propietario del archivo desea estar seguro de que lleguen correctamente
todos los bits y en el mismo orden en que se enviaron. Muy pocos clientes que transfieren archi-
vos preferirian un servicio que revuelve o pierde ocasionalmente algunos bits, aunque fuera mucho
mas rapido.

Un servicio orientado a la conexion confiable tiene dos variantes menores: secuencias de men-
saje y flujo de bytes. En la primera variante se conservan los limites del mensaje. Cuando se en-
vian dos mensajes de 1024 bytes, llegan en dos mensajes distintos de 1024 bytes, nunca en un solo
mensaje de 2048 bytes. En la segunda, la conexion es simplemente un flujo de bytes, sin limites
en el mensaje. Cuando llegan los 2048 bytes al receptor, no hay manera de saber si se enviaron co-
mo un mensaje de 2048 bytes o dos mensajes de 1024 bytes o 2048 mensajes de un byte. Si se en-
vian las paginas de un libro en mensajes separados sobre una red a una fotocomponedora, podria
ser importante que se conserven los limites de los mensajes. Por otra parte, cuando un usuario ini-
cia sesion en un servidor remoto, todo lo que se necesita es un flujo de bytes desde la computado-
ra del usuario al servidor. Los limites del mensaje no son importantes.
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Como lo mencionamos antes, para algunas aplicaciones, los retardos de transito ocasionados
por las confirmaciones de recepcion son inaceptables. Una de estas aplicaciones es el trafico de
voz digitalizada. Es preferible para los usuarios de teléfono escuchar un poco de ruido en la linea
de vez en cuando que experimentar un retardo esperando las confirmaciones de recepcion. Del
mismo modo, tener algunos pixeles erroneos cuando se transmite una videoconferencia no es pro-
blema, pero experimentar sacudidas en la imagen cuando se interrumpe el flujo para corregir erro-
res es muy molesto.

No todas las aplicaciones requieren conexiones. Por ejemplo, conforme el correo electronico
se vuelve mas comun, la basura electronica también se torna mas comun. Es probable que el emi-
sor de correo electronico basura no desee enfrentarse al problema de configurar una conexion y
luego desarmarla sélo para enviar un elemento. Tampoco es 100 por ciento confiable enviar lo
esencial, sobre todo si eso es mas costoso. Todo lo que se necesita es una forma de enviar un men-
saje Unico que tenga una alta, aunque no garantizada, probabilidad de llegar. Al servicio no orien-
tado a la conexidon no confiable (es decir, sin confirmacion de recepcion) se le conoce como
servicio de datagramas, en analogia con el servicio de telegramas, que tampoco devuelve una
confirmacion de recepcion al emisor.

En otras situaciones se desea la conveniencia de no tener que establecer una conexion para en-
viar un mensaje corto, pero la confiabilidad es esencial. Para estas aplicaciones se puede propor-
cionar el servicio de datagramas confirmados. Es como enviar una carta certificada y solicitar
una confirmacién de recepcion. Cuando ésta regresa, el emisor esta absolutamente seguro de que
la carta se ha entregado a la parte destinada y no se ha perdido durante el trayecto.

Otro servicio mas es el de solicitud-respuesta. En este servicio el emisor transmite un solo
datagrama que contiene una solicitud; a continuacion el servidor envia la respuesta. Por ejemplo,
una solicitud a la biblioteca local preguntando donde se habla uighur cae dentro de esta categoria.
El esquema de solicitud-respuesta se usa cominmente para implementar la comunicacion en el
modelo cliente-servidor: el cliente emite una solicitud y el servidor la responde. La figura 1-16 re-
sume los tipos de servicios que se acaban de exponer.

Servicio Ejemplo
Flujo confiable de mensajes | Secuencia de paginas
rientado a . ) . .

© e Flujo confiable de bytes Inicio de sesion remoto

la conexion
Conexién no confiable Voz digitalizada
Datagrama no confiable Correo electronico basura

No orientado a Dat firmad c tificad

la conexidn atagrama confirmado orreo certificado

Solicitud-respuesta Consulta de base de datos

Figura 1-16. Seis tipos de servicio diferentes.

El concepto del uso de la comunicacion no confiable podria ser confuso al principio. Después
de todo, en realidad, ;por qué preferiria alguien la comunicacion no confiable a la comunicacidon
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confiable? Antes que nada, la comunicacion confiable (en nuestro sentido, es decir, con confir-
macion de la recepcion) podria no estar disponible. Por ejemplo, Ethernet no proporciona co-
municacion confiable. Ocasionalmente, los paquetes se pueden dafiar en el transito. Toca al
protocolo mas alto enfrentar este problema. En segundo lugar, los retardos inherentes al servicio
confiable podrian ser inaceptables, en particular para aplicaciones en tiempo real como multime-
dia. Estas son las razones de que coexistan la comunicacion no confiable y la confiable.

1.3.4 Primitivas de servicio

Un servicio se especifica formalmente como un conjunto de primitivas (operaciones) dispo-
nibles a un proceso de usuario para que acceda al servicio. Estas primitivas le indican al servicio
que desempefie alguna accidn o reporte sobre una accion que ha tomado una entidad igual. Si la
pila de protocolos se ubica en el sistema operativo, como suele suceder, por lo general las primi-
tivas son llamadas al sistema. Estas llamadas provocan un salto al modo de kernel, que entonces
cede el control de la maquina al sistema operativo para enviar los paquetes necesarios.

El conjunto de primitivas disponible depende de la naturaleza del servicio que se va a propor-
cionar. Las primitivas de servicio orientado a la conexion son diferentes de las del servicio no
orientado a la conexion. Como un ejemplo minimo de las primitivas para servicio que se podrian
proporcionar para implementar un flujo de bytes confiable en un ambiente cliente-servidor, con-
sidere las primitivas listadas en la figura 1-17.

Primitiva Significado
LISTEN Bloquea en espera de una conexién entrante
CONNECT Establece una conexion con el igual en espera
RECEIVE Bloquea en espera de un mensaje entrante
SEND Envia un mensaje al igual
DISCONNECT | Da por terminada una conexion

Figura 1-17. Cinco primitivas de servicio para la implementacion de un
servicio simple orientado a la conexion.

Estas primitivas se podrian usar como sigue. En primer lugar, el servidor ejecuta LISTEN pa-
ra indicar que esta preparado para aceptar las conexiones entrantes. Una manera comun de imple-
mentar LISTEN es hacer que bloquee la llamada al sistema. Después de ejecutar la primitiva, el
proceso del servidor se bloquea hasta que aparece una solicitud de conexidn.

A continuacion, el proceso del cliente ejecuta CONNECT para establecer una conexion con
el servidor. La llamada CONNECT necesita especificar a quién conecta con quién, asi que podria
tener un parametro que diera la direccion del servidor. El sistema operativo, en general, envia un
paquete al igual solicitandole que se conecte, como se muestra en (1) en la figura 1-18. El proce-
so del cliente se suspende hasta que haya una respuesta. Cuando el paquete llega al servidor, es
procesado ahi por el sistema operativo. Cuando el sistema ve que el paquete es una solicitud de
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conexion, verifica si hay un escuchador. En ese caso hace dos cosas: desbloquea al escuchador y
envia de vuelta una confirmacion de recepcion (2). La llegada de esta confirmacion libera enton-
ces al cliente. En este punto tanto el cliente como el servidor estan en ejecucion y tienen estable-
cida una conexion. Es importante observar que la confirmacion de recepcion (2) es generada por
el codigo del protocolo mismo, no en respuesta a una primitiva al nivel de usuario. Si llega una so-
licitud de conexion y no hay un escuchador, el resultado es indefinido. En algunos sistemas el
paquete podria ser puesto en cola durante un breve tiempo en espera de un LISTEN.

La analogia obvia entre este protocolo y la vida real es un consumidor (cliente) que llama al
gerente de servicios a clientes de una empresa. El gerente de servicios empieza por estar cerca del
teléfono en caso de que éste suene. Entonces el cliente hace la llamada. Cuando el gerente levan-
ta el teléfono se establece la conexion.

Maquina cliente Maquina servidor

(1) Solicitud de conexion

Proceso_| (2) ACK
del cliente
I (8) Solicitud de datos
Llamadas (4) Respuesta Proceso
i del servidor
Sist de sistema (5) Desconecta
istema
operativo { (6) Desconecta Kernel | .
cormor | 71298 | Contro. Pila 4 | Gontro-
ernel | proto- proto-
colos ladores colos ladores

Figura 1-18. Paquetes enviados en una interaccion simple cliente-servidor sobre una red orienta-
da a la conexion.

El paso siguiente es que el servidor ejecute RECEIVE para prepararse para aceptar la prime-
ra solicitud. Normalmente, el servidor hace esto de inmediato en cuanto esta libre de LISTEN, an-
tes de que la confirmacion de recepcion pueda volver al cliente. La llamada RECEIVE bloquea al
servidor.

Entonces el cliente ejecuta SEND para transmitir sus solicitudes (3) seguidas de la ejecucion
de RECEIVE para obtener la respuesta.

La llegada del paquete de solicitud a la maquina servidor desbloquea el proceso del servidor pa-
ra que pueda procesar la solicitud. Una vez hecho su trabajo, utiliza SEND para devolver la respues-
ta al cliente (4). La llegada de este paquete desbloquea al cliente, que ahora puede revisar la
respuesta. Si el cliente tiene solicitudes adicionales las puede hacer ahora. Si ha terminado, puede
utilizar DISCONNECT para finalizar la conexion. Por lo comiin, un DISCONNECT inicial es una
llamada de bloqueo, que suspende al cliente y envia un paquete al servidor en el cual le indica que
ya no es necesaria la conexion (5). Cuando el servidor recibe el paquete también emite un DISCON-
NECT, enviando la confirmacion de recepcion al cliente y terminando la conexion. Cuando el pa-
quete del servidor (6) llega a la maquina cliente, el proceso del cliente se libera y finaliza la conexion.
En pocas palabras, ésta es la manera en que funciona la comunicacion orientada a la conexion.
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Desde luego, no todo es tan sencillo. Hay muchas cosas que pueden fallar. La temporizacion
puede estar mal (por ejemplo, CONNECT se hace antes de LISTEN), se pueden perder paquetes,
etcétera. Mas adelante veremos en detalle estos temas, pero por el momento la figura 1-18 resu-
me como podria funcionar la comunicaciéon cliente-servidor en una red orientada a la conexion.

Dado que se requieren seis paquetes para completar este protocolo, cabria preguntarse por qué
no se usa en su lugar un protocolo no orientado a la conexién. La respuesta es que en un mundo
perfecto podria utilizarse, en cuyo caso bastarian dos paquetes: uno para la solicitud y otro para la
respuesta. Sin embargo, en el caso de mensajes grandes en cualquier direccion (por ejemplo, en un
archivo de megabytes), errores de transmision y paquetes perdidos, la situacion cambia. Si la res-
puesta constara de cientos de paquetes, algunos de los cuales se podrian perder durante la trans-
misidn, ;jcomo sabria el cliente si se han perdido algunas piezas? ;Cémo podria saber que el
ultimo paquete que recibio fue realmente el tltimo que se envid? Suponga que el cliente esperaba
un segundo archivo. ;Como podria saber que el paquete 1 del segundo archivo de un paquete 1
perdido del primer archivo que de pronto aparecid va en camino al cliente? Para abreviar, en el
mundo real un simple protocolo de solicitud-respuesta en una red no confiable suele ser inadecua-
do. En el capitulo 3 estudiaremos en detalle una variedad de protocolos que soluciona éstos y otros
problemas. Por el momento, baste decir que a veces es muy conveniente tener un flujo de bytes or-
denado y confiable entre procesos.

1.3.5 Relacion de servicios a protocolos

Servicios y protocolos son conceptos distintos, aunque con frecuencia se confunden. Sin em-
bargo, esta distincion es tan importante que por esa razoén ponemos énfasis de nuevo en ese pun-
to. Un servicio es un conjunto de primitivas (operaciones) que una capa proporciona a la capa que
esta sobre ella. El servicio define qué operaciones puede realizar la capa en beneficio de sus usua-
rios, pero no dice nada de como se implementan tales operaciones. Un servicio estd relacionado
con la interfaz entre dos capas, donde la capa inferior es la que provee el servicio y la superior,
quien lo recibe.

Un protocolo, en contraste, es un conjunto de reglas que rigen el formato y el significado de
los paquetes, o mensajes, que se intercambiaron las entidades iguales en una capa. Las entidades
utilizan protocolos para implementar sus definiciones del servicio. Son libres de cambiar sus pro-
tocolos cuando lo deseen, siempre y cuando no cambie el servicio visible a sus usuarios. De esta
manera, el servicio y el protocolo no dependen uno del otro.

En otras palabras, los servicios se relacionan con las interacciones entre capas, como se ilus-
tra en la figura 1-19. En contraste, los protocolos se relacionan con los paquetes enviados entre
entidades iguales de maquinas diferentes. Es importante no confundir estos dos conceptos.

Vale la pena hacer una analogia con los lenguajes de programacion. Un servicio es como un ti-
po de datos abstractos o un objeto en un lenguaje orientado a objetos. Define operaciones que se
deben realizar en un objeto pero no especifica como se implementan estas operaciones. Un pro-
tocolo se relaciona con la implementacion del servicio y, como tal, el usuario del servicio no pue-
de verlo.
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Capa k + 1 Capa k + 1
Servicio
proporcionado
por la capa k
Capak |=-----aaeaaaaan I?@t_o_c_o_ls) -------------- »| Capak
Capak -1 Capak - 1

Figura 1-19. La relacion entre un servicio y un protocolo.

Muchos protocolos antiguos no distinguian el servicio del protocolo. En efecto, una capa tipi-
ca podria haber tenido una primitiva de servicio SEND PACKET vy el usuario proveia un apunta-
dor a un paquete ensamblado totalmente. Este arreglo significa que el usuario podia ver de
inmediato todos los cambios del protocolo. En la actualidad, la mayoria de los disefiadores de re-
des sefialan a este tipo de disefio como un error grave.

1.4 MODELOS DE REFERENCIA

Ahora que hemos visto en teoria las redes con capas, es hora de ver algunos ejemplos. En las
dos secciones siguientes veremos dos arquitecturas de redes importantes: los modelos de referen-
cia OSI y TCP/IP. Aunque los protocolos asociados con el modelo OSI ya casi no se usan, el mo-
delo en si es muy general y atin es valido, y las caracteristicas tratadas en cada capa aun son muy
importantes. El modelo TCP/IP tiene las propiedades opuestas: el modelo en si no se utiliza mu-
cho pero los protocolos si. Por estas razones analizaremos con detalle ambos modelos. Ademas, a
veces podemos aprender mas de las fallas que de los aciertos.

1.4.1 El modelo de referencia OSI

El modelo OSI se muestra en la figura 1-20 (sin el medio fisico). Este modelo esta basado en
una propuesta desarrollada por la ISO (Organizacién Internacional de Estandares) como un primer
paso hacia la estandarizacion internacional de los protocolos utilizados en varias capas (Day y
Zimmermann, 1983). Fue revisado en 1995 (Day, 1995). El modelo se llama OSI (Interconexion
de Sistemas Abiertos) de ISO porque tiene que ver con la conexion de sistemas abiertos, es de-
cir, sistemas que estan abiertos a la comunicacion con otros sistemas. Para abreviar, lo llamaremos
modelo OSI.

El modelo OSI tiene siete capas. Podemos resumir brevemente los principios que se aplicaron
para llegar a dichas capas:
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Una capa se debe crear donde se necesite una abstraccion diferente.
Cada capa debe realizar una funcién bien definida.

3. La funcion de cada capa se debe elegir con la intencion de definir protocolos estandari-
zados internacionalmente.

4. Los limites de las capas se deben elegir a fin de minimizar el flujo de informacion a tra-
vés de las interfaces.

5. La cantidad de capas debe ser suficientemente grande para no tener que agrupar funcio-
nes distintas en la misma capa y lo bastante pequefia para que la arquitectura no se vuel-
va inmanejable.

A continuacion analizaremos una por una cada capa del modelo, comenzando con la capa in-
ferior. Observe que el modelo OSI no es en si una arquitectura de red, debido a que no especifica
los servicios y protocolos exactos que se utilizaran en cada capa. Solo indica lo que debe hacer ca-
da capa. Sin embargo, ISO también ha producido estandares para todas las capas, aunque éstos no
son parte del modelo de referencia mismo. Cada uno se ha publicado como un estandar interna-
cional separado.

La capa fisica

En esta capa se lleva a cabo la transmision de bits puros a través de un canal de comunicacion.
Los aspectos del disefio implican asegurarse de que cuando un lado envia un bit 1, éste se reciba
en el otro lado como tal, no como bit 0. Las preguntas tipicas aqui son: jcuantos voltios se deben
emplear para representar un 1 y cuantos para representar un 0?, ;cuantos nanosegundos dura un
bit?, ;la transmision se debe llevar a cabo en ambas direcciones al mismo tiempo?, ;cOmo se es-
tablece la conexion inicial y como se finaliza cuando ambos lados terminan?, ;jcuantos pines tie-
ne un conector de red y para qué se utiliza cada uno? Los aspectos de disefio tienen que ver mucho
con interfaces mecanicas, eléctricas y de temporizacion, ademas del medio fisico de transmision,
que esta bajo la capa fisica.

La capa de enlace de datos

La tarea principal de esta capa es transformar un medio de transmision puro en una linea de
comunicacién que, al llegar a la capa de red, aparezca libre de errores de transmision. Logra esta
tarea haciendo que el emisor fragmente los datos de entrada en tramas de datos (tipicamente, de
algunos cientos o miles de bytes) y transmitiendo las tramas de manera secuencial. Si el servicio
es confiable, el receptor confirma la recepcion correcta de cada trama devolviendo una trama de
confirmacion de recepcion.

Otra cuestion que surge en la capa de enlace de datos (y en la mayoria de las capas superio-
res) es como hacer que un transmisor rapido no sature de datos a un receptor lento. Por lo general
se necesita un mecanismo de regulacion de trafico que indique al transmisor cudnto espacio de bu-
fer tiene el receptor en ese momento. Con frecuencia, esta regulacion de flujo y el manejo de erro-
res estan integrados.
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Capa Nombre de la unidad
intercambiada
. Protocolo de aplicacién .
7 Aplicacion == — - - e~ »| Aplicacion | APDU
Interfaz
Protocolo de presentacién
6 |Presentacion |=---------- - o oo PIESPIACION . »| Presentacion | PPDU
Protocolo de sesion
5 Sesion B it b - Sesion SPDU
Protocolo de transporte
4 Transporte  |a---- - e »| Transporte | TPDU
Limite de subred de comunicacién
4 Protocolo de subred interna\
3 Red -1 Red <=t Red S Red Paquete
Enlace de Enlace de v Enlacede |_ | Enlace de
2 datos [T 3] datos ™| datos | datos Trama
1 Fisica DR Fisica - Fisica -d--> Fisica Bit
Host A \ Enrutador Enrutador / Host B
Protocolo de enrutador-host de la capa de red

Protocolo de enrutador-host de la capa de enlace de datos
Protocolo de enrutador-host de la capa fisica

Figura 1-20. El modelo de referencia OSI.

Las redes de difusion tienen un aspecto adicional en la capa de enlace de datos: como contro-
lar el acceso al canal compartido. Una subcapa especial de la capa de enlace de datos, la subcapa
de control de acceso al medio, se encarga de este problema.*

La capa de red

Esta capa controla las operaciones de la subred. Un aspecto clave del disefio es determinar co-
mo se enrutan los paquetes desde su origen a su destino. Las rutas pueden estar basadas en tablas
estaticas (enrutamiento estatico) codificadas en la red y que rara vez cambian.**

*En esta capa se define el direccionamiento fisico, que permite a los kosts identificar las tramas destinadas a ellos. Este direcciona-
miento es unico, identifica el hardware de red que se esta usando y el fabricante, y no se puede cambiar. (N. del R.T.)

**En el enrutamiento estatico la ruta que seguiran los paquetes hacia un destino particular es determinada por el administrador de la
red. Las rutas también pueden determinarse cuando los enrutadores intercambian informacién de enrutamiento (enrutamiento dinami-
co). En este tipo de enrutamiento los enrutadores deciden la ruta que seguiran los paquetes hacia un destino sin la intervencion del ad-
ministrador de red. En el enrutamiento dinamico las rutas pueden cambiar para reflejar la topologia o el estado de la red. (N. del R.T.)
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Si hay demasiados paquetes en la subred al mismo tiempo, se interpondran en el camino unos
y otros, lo que provocara que se formen cuellos de botella. La responsabilidad de controlar esta
congestion también pertenece a la capa de red, aunque esta responsabilidad también puede ser
compartida por la capa de transmision. De manera mas general, la calidad del servicio proporcio-
nado (retardo, tiempo de transito, inestabilidad, etcétera) también corresponde a la capa de red.

Cuando un paquete tiene que viajar de una red a otra para llegar a su destino, pueden surgir
muchos problemas. El direccionamiento utilizado por la segunda red podria ser diferente del de la
primera.* La segunda podria no aceptar todo el paquete porque es demasiado largo. Los protoco-
los podrian ser diferentes, etcétera. La capa de red tiene que resolver todos estos problemas para
que las redes heterogéneas se interconecten.

En las redes de difusion, el problema de enrutamiento es simple, por lo que la capa de red a
veces es delgada o, en ocasiones, ni siquiera existe.

La capa de transporte

La funcion basica de esta capa es aceptar los datos provenientes de las capas superiores, divi-
dirlos en unidades mas pequefias si es necesario, pasar éstas a la capa de red y asegurarse de que
todas las piezas lleguen correctamente al otro extremo. Ademas, todo esto se debe hacer con efi-
ciencia y de manera que aisle a las capas superiores de los cambios inevitables en la tecnologia del
hardware.

La capa de transporte también determina qué tipo de servicio proporcionar a la capa de sesion
y, finalmente, a los usuarios de la red. El tipo de conexion de transporte mas popular es un canal
punto a punto libre de errores que entrega mensajes o bytes en el orden en que se enviaron. Sin
embargo, otros tipos de servicio de transporte posibles son la transportacion de mensajes aislados,
que no garantiza el orden de entrega, y la difusion de mensajes a multiples destinos. El tipo de ser-
vicio se determina cuando se establece la conexién. (Como observacidn, es imposible alcanzar un
canal libre de errores; lo que se quiere dar a entender con este término es que la tasa de error es
tan baja que se puede ignorar en la practica.)

La capa de transporte es una verdadera conexion de extremo a extremo, en toda la ruta desde
el origen hasta el destino. En otras palabras, un programa en la maquina de origen lleva a cabo una
conversacion con un programa similar en la maquina de destino, usando los encabezados de men-
saje y los mensajes de control. En las capas inferiores, los protocolos operan entre cada maquina
y sus vecinos inmediatos, y no entre las maquinas de los extremos, la de origen y la de destino, las
cuales podrian estar separadas por muchos enrutadores. En la figura 1-20 se muestra la diferencia
entre las capas 1 a 3, que estan encadenadas, y las capas 4 a 7, que operan de extremo a extremo.

La capa de sesion

Esta capa permite que los usuarios de maquinas diferentes establezcan sesiones entre ellos. Las
sesiones ofrecen varios servicios, como el control de didlogo (dar seguimiento de a quién le toca

*El direccionamiento usado en esta capa es un direccionamiento 16gico, diferente al direccionamiento fisico empleado en la capa de
enlace de datos. Este direccionamiento 16gico permite que una interfaz o puerto pueda tener mas de una direccion de capa de red.
(N. del R.T.)
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transmitir), administracion de token (que impide que las dos partes traten de realizar la misma
operacion critica al mismo tiempo) y sincronizacion (la adicion de puntos de referencia a transmi-
siones largas para permitirles continuar desde donde se encontraban después de una caida).

La capa de presentacion

A diferencia de las capas inferiores, a las que les corresponde principalmente mover bits, a la
capa de presentacion le corresponde la sintaxis y la semantica de la informacion transmitida. A
fin de que las computadoras con diferentes representaciones de datos se puedan comunicar, las es-
tructuras de datos que se intercambiaran se pueden definir de una manera abstracta, junto con una
codificacion estandar para su uso “en el cable”. La capa de presentacion maneja estas estructuras
de datos abstractas y permite definir e intercambiar estructuras de datos de un nivel mas alto (por
ejemplo, registros bancarios).

La capa de aplicacion

Esta capa contiene varios protocolos que los usuarios requieren con frecuencia. Un protocolo
de aplicacion de amplio uso es HTTP (Protocolo de Transferencia de Hipertexto), que es la ba-
se de World Wide Web. Cuando un navegador desea una pagina Web, utiliza este protocolo para
enviar al servidor el nombre de dicha pagina. A continuacion, el servidor devuelve la pagina. Otros
protocolos de aplicacion se utilizan para la transferencia de archivos, correo electronico y noticias
en la red.

1.4.2 El modelo de referencia TCP/IP

Tratemos ahora el modelo de referencia usado en la abuela de todas las redes de computado-
ras de area amplia, ARPANET, y en su sucesora, la Internet mundial. Aunque daremos mas ade-
lante una breve historia de ARPANET, es util mencionar algunos de sus aspectos ahora. ARPANET
fue una red de investigacion respaldada por el DoD (Departamento de Defensa de Estados Uni-
dos). Con el tiempo, conectd cientos de universidades e instalaciones gubernamentales mediante
lineas telefonicas alquiladas. Posteriormente, cuando se agregaron redes satelitales y de radio, los
protocolos existentes tuvieron problemas para interactuar con ellas, por lo que se necesitaba una nue-
va arquitectura de referencia. De este modo, la capacidad para conectar multiples redes en una
manera solida fue una de las principales metas de disefio desde sus inicios. Mas tarde, esta arqui-
tectura se llegd a conocer como el modelo de referencia TCP/IP, de acuerdo con sus dos proto-
colos primarios. Su primera definicion fue en (Cerf y Kahn, 1974). Posteriormente se defini6 en
(Leiner y cols., 1985). La filosofia del disefio que respalda al modelo se explica en (Clark, 1988).

Ante el temor del DoD de que algunos de sus valiosos Aosts, enrutadores y puertas de enlace
de interredes explotaran en un instante, otro objetivo fue que la red pudiera sobrevivir a la pérdi-
da de hardware de la subred, sin que las conversaciones existentes se interrumpieran. En otras pa-
labras, el DoD queria que las conexiones se mantuvieran intactas en tanto las maquinas de origen
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y destino estuvieran funcionando, aunque algunas de las maquinas o lineas de transmision inter-
medias quedaran fuera de operacion repentinamente. Ademas, se necesitaba una arquitectura fle-
xible debido a que se preveian aplicaciones con requerimientos divergentes, desde transferencia de
archivos a transmision de palabras en tiempo real.

La capa de interred

Todos estos requerimientos condujeron a la eleccién de una red de conmutacion de paquetes
basada en una capa de interred no orientada a la conexion. Esta capa, llamada capa de interred,
es la pieza clave que mantiene unida a la arquitectura. Su trabajo es permitir que los kosts in-
yecten paquetes dentro de cualquier red y que éstos viajen a su destino de manera independiente
(podria ser en una red diferente). Tal vez lleguen en un orden diferente al que fueron enviados,
en cuyo caso las capas mas altas deberan ordenarlos, si se desea una entrega ordenada. Observe
que aqui el concepto “interred” se utiliza en un sentido genérico, aun cuando esta capa se presen-
te en Internet.

Aqui la analogia es con el sistema de correo tradicional. Una persona puede depositar una se-
cuencia de cartas internacionales en un buzon y, con un poco de suerte, la mayoria de ellas se en-
tregara en la direccidn correcta del pais de destino. Es probable que durante el trayecto, las cartas
viajen a través de una o mas puertas de enlace de correo internacional, pero esto es transparente
para los usuarios. Ademas, para los usuarios también es transparente el hecho de que cada pais
(es decir, cada red) tiene sus propios timbres postales, tamafios preferidos de sobre y reglas de
entrega.

La capa de interred define un paquete de formato y protocolo oficial llamado IP (Protocolo
de Internet). El trabajo de la capa de interred es entregar paquetes IP al destinatario. Aqui, el en-
rutamiento de paquetes es claramente el aspecto principal, con el proposito de evitar la conges-
tion. Por estas razones es razonable decir que la capa de interred del modelo TCP/IP es similar en
funcionalidad a la capa de red del modelo OSI. La figura 1-21 muestra esta correspondencia.

La capa de transporte

La capa que esta arriba de la capa de interred en el modelo TCP/IP se llama capa de trans-
porte. Esta disefiada para permitir que las entidades iguales en los 4osts de origen y destino pue-
dan llevar a cabo una conversacion, tal como lo hace la capa de transporte OSI. Aqui se han
definido dos protocolos de transporte de extremo a extremo. El primero, TCP (Protocolo de Con-
trol de Transmision), es un protocolo confiable, orientado a la conexion, que permite que un flu-
jo de bytes que se origina en una maquina se entregue sin errores en cualquier otra maquina en la
interred. Divide el flujo de bytes entrantes en mensajes discretos y pasa cada uno de ellos a la ca-
pa de interred. En el destino, el proceso TCP receptor reensambla en el flujo de salida los mensa-
jes recibidos. TCP también maneja el control de flujo para asegurarse de que un emisor rapido no
sature a un receptor lento con mas mensajes de los que puede manejar.
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Figura 1-21. El modelo de referencia TCP/IP.

El segundo protocolo de esta capa, UDP (Protocolo de Datagrama de Usuario), es un pro-
tocolo no confiable y no orientado a la conexion para aplicaciones que no desean la secuenciacion
o el control de flujo de TCP y que desean proporcionar el suyo. También tiene un amplio uso en
consultas Unicas de solicitud-respuesta de tipo cliente-servidor en un solo envio, asi como aplica-
ciones en las que la entrega puntual es mas importante que la precisa, como en la transmision de
voz o video. La relacion de IP, TCP y UDP se muestra en la figura 1-22. Puesto que el modelo se
desarrolld, se ha implementado IP en muchas otras redes.

Capa (nombres OSI)

TELNET FTP SMTP DNS Aplicacion
Protocolos TCP UDP Transporte
IP Red
Redes ARPANET SATNET do F;zg‘gete LAN foffeﬁe datos

Figura 1-22. Protocolos y redes en el modelo TCP/IP inicialmente.

La capa de aplicacion

El modelo TCP/IP no tiene capas de sesidon ni de presentacion. No se han necesitado, por lo
que no se incluyen. La experiencia con el modelo OSI ha probado que este punto de vista es co-
rrecto: son de poco uso para la mayoria de las aplicaciones.
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Arriba de la capa de transporte esta la capa de aplicacion. Contiene todos los protocolos de
nivel mas alto. Los primeros incluyeron una terminal virtual (TELNET), transferencia de archivos
(FTP) y correo electronico (SMTP), como se muestra en la figura 1-22. El protocolo de terminal
virtual permite que un usuario en una maquina se registre en una maquina remota y trabaje ahi. El
protocolo de transferencia de archivos proporciona una manera de mover con eficiencia datos de
una maquina a otra. El correo electronico era originalmente sélo un tipo de transferencia de archi-
vos, pero mas tarde se desarrollé un protocolo especializado (SMTP) para ¢é1. Con el tiempo, se
han agregado muchos otros protocolos: DNS (Sistema de Nombres de Dominio) para la resolu-
cion de nombres de /ost en sus direcciones de red; NNTP, para transportar los articulos de noti-
cias de USENET; HTTP, para las paginas de World Wide Web, y muchos otros.

La capa host a red

Debajo de la capa de interred hay un gran vacio. El modelo de referencia TCP/IP en realidad
no dice mucho acerca de lo que pasa aqui, excepto que puntualiza que el /ost se tiene que conec-
tar a la red mediante el mismo protocolo para que le puedan enviar paquetes IP. Este protocolo no
esta definido y varia de un host a otro y de una red a otra. Este tema rara vez se trata en libros y
articulos sobre TCP/IP.

1.4.3 Comparacion entre los modelos de referencia OSI y TCP/IP

Los modelos de referencia OSI y TCP/IP tienen mucho en comun. Los dos se basan en el con-
cepto de una pila de protocolos independientes. Asimismo, la funcionalidad de las capas es muy
parecida. Por ejemplo, en ambos modelos las capas que estan arriba de, incluyendo a, la capa de
transporte estan ahi para proporcionar un servicio de transporte independiente de extremo a extre-
mo a los procesos que desean comunicarse. Estas capas forman el proveedor de transporte. De
nuevo, en ambos modelos, las capas que estan arriba de la de transporte son usuarias orientadas a
la aplicacion del servicio de transporte.

A pesar de estas similitudes fundamentales, los dos modelos también tienen muchas diferen-
cias. En esta seccion nos enfocaremos en las diferencias clave entre estos dos modelos de referencia.
Es importante tener en cuenta que estamos comparando los modelos de referencia, no las pilas de
protocolos correspondientes. Mas adelante explicaremos los protocolos. Si desea un libro dedica-
do a comparar y contrastar TCP/IP y OSI, vea (Piscitello y Chapin, 1993).

Tres conceptos son basicos para el modelo OSI:

1. Servicios.
2. Interfaces.
3. Protocolos.

Probablemente la contribucion mas grande del modelo OSI es que hace explicita la distincion
entre estos tres conceptos. Cada capa desempeiia algunos servicios para la capa que esta arriba de
ella. La definicion de servicio indica qué hace la capa, no la forma en que la entidad superior tie-
ne acceso a ella, o como funciona dicha capa. Define el aspecto semantico de la capa.
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La interfaz de una capa indica a los procesos que estan sobre ella como accederla. Especifica
cuales son los parametros y qué resultados se esperan. Incluso, no dice nada sobre como funciona
internamente la capa.

Por ultimo, una capa es quien debe decidir qué protocolos de iguales utilizar. Puede usar cua-
lesquier protocolos que desee, en tanto consiga que se haga el trabajo (es decir, proporcione los
servicios ofrecidos). También puede cambiarlos cuando desee sin afectar el software de las capas
superiores.

Estas ideas encajan muy bien con las ideas modernas sobre la programacion orientada a obje-
tos. Un objeto, como una capa, cuenta con un conjunto de métodos (operaciones) que pueden ser
invocados por procesos que no estén en dicho objeto. La semantica de estos métodos define el con-
junto de servicios que ofrece el objeto. Los parametros y resultados de los métodos forman la in-
terfaz del objeto. El codigo interno del objeto es su protocolo y no es visible o no tiene importancia
fuera del objeto.

Originalmente, el modelo TCP/IP no distinguia entre servicio, interfaz y protocolo, aunque las
personas han tratado de readaptarlo con el propdsito de hacerlo mas parecido al OSI. Por ejem-
plo, los tnicos servicios ofrecidos realmente por la capa de interred son SEND IP PACKET y
RECEIVE IP PACKET.

Como consecuencia, los protocolos del modelo OSI estan mejor ocultos que los del modelo
TCPI/IP y se pueden reemplazar facilmente conforme cambia la tecnologia. La facilidad para rea-
lizar tales cambios es uno de los objetivos principales de tener protocolos en capas.

El modelo de referencia OSI se vislumbro antes de que se inventaran los protocolos corres-
pondientes. Esta clasificacion significa que el modelo no estaba disefiado para un conjunto par-
ticular de protocolos, un hecho que lo hizo general. Una deficiencia de esta clasificacion es
que los disenadores no tenian mucha experiencia con el asunto y no tenian una idea concreta
de qué funcionalidad poner en qué capa.

Por ejemplo, originalmente la capa de enlace de datos s6lo trataba con redes de punto a pun-
to. Cuando llegaron las redes de difusion, se tuvo que extender una nueva subcapa en el modelo.
Cuando las personas empezaron a construir redes reales utilizando el modelo OSI y los protocolos
existentes, se descubrio que estas redes no coincidian con las especificaciones de los servicios
solicitados (maravilla de maravillas), por lo que se tuvieron que integrar subcapas convergentes en
el modelo para proporcionar un espacio para documentar las diferencias. Por ultimo, el comité es-
peraba en un principio que cada pais tuviera una red, controlada por el gobierno y que utilizara los
protocolos OSI, pero nunca pensaron en la interconectividad de redes. Para no hacer tan larga la
historia, las cosas no sucedieron como se esperaba.

Con TCP/IP sucedio lo contrario: los protocolos llegaron primero y el modelo fue en realidad
una descripcion de los protocolos existentes. No habia problemas para ajustar los protocolos al
modelo. Encajaban a la perfeccion. El tinico problema era que el modelo no aceptaba otras pilas
de protocolos. Como consecuencia, no era util para describir otras redes que no fueran TCP/IP.

Volviendo de los asuntos filosoficos a los mas especificos, una diferencia patente entre los dos
modelos es el nimero de capas: el modelo OSI tiene siete y el TCP/IP s6lo cuatro. Los dos tienen
capas de (inter)red, transporte y aplicacion, pero las otras capas son diferentes.



46 INTRODUCCION CAP. 1

Otra diferencia esta en el area de la comunicacién orientada a la conexién comparada con la
no orientada a la conexion. El modelo OSI soporta ambas comunicaciones en la capa de red, pero
solo la de comunicacion orientada a la conexién en la capa de transporte, donde es importante
(porque el servicio de transporte es transparente para los usuarios). El modelo TCP/IP solo tiene
un modo en la capa de red (no orientado a la conexidn) pero soporta ambos modos en la capa
de transporte, lo que da a los usuarios la oportunidad de elegir. Esta eleccion es importante espe-
cialmente para protocolos sencillos de solicitud-respuesta.

1.4.4 Critica al modelo OSI y los protocolos

Ni el modelo OSI y sus protocolos ni el modelo TCP/IP y sus protocolos son perfectos. Se les
pueden hacer, y se les han hecho, criticas. En ésta y en la siguiente seccion veremos algunas de
estas criticas. Empezaremos con el modelo OSI y mas adelante examinaremos el modelo TCP/IP.

En la época en la que se publico la segunda edicion de este libro (1989), a muchos expertos
en el campo les parecid que el modelo OSI y sus protocolos iban a dominar el mundo y a despla-
zar a todos los demas. Eso no sucedi6. ;Por qué? Seria util echar un vistazo a algunas lecciones.
Estas se pueden resumir asi:

1. Aparicion inoportuna.

2. Mala tecnologia.

3. Malas implementaciones.
4

. Malas politicas.

Aparicion inoportuna

Primero veamos la razén nimero uno: aparicidon inoportuna. El tiempo en que se establece un
estandar es absolutamente critico para el éxito. David Clark, del M.L.T., tiene una teoria de estan-
dares que llama apocalipsis de los dos elefantes, la cual se ilustra en la figura 1-23.

Esta figura muestra la cantidad de actividad que rodea a un sujeto nuevo. Cuando se descubre
primero el sujeto, hay una explosion de actividad de investigacion en forma de exposiciones, do-
cumentos y reuniones. Después de un tiempo esta actividad disminuye, las empresas descubren el
sujeto y surge la ola de miles de millones de dolares de inversion.

Es esencial que los estandares se escriban en el punto intermedio entre los dos “elefantes”. Si
los estandares se escriben demasiado pronto, antes de que se termine la investigacion, el tema po-
dria no estar entendido por completo; el resultado son malos estandares. Si se escriben demasiado
tarde, varias empresas podrian haber hecho ya inversiones importantes en diversas maneras de ha-
cer las cosas que los estandares han ignorado. Si el intervalo entre los dos elefantes es muy corto
(porque cada cual tiene prisa por empezar), las personas que estan desarrollando los estandares po-
drian fracasar.
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Figura 1-23. El apocalipsis de los dos elefantes.

Al parecer, los protocolos OSI estandar han sido vencidos. Los protocolos TCP/IP competidores
ya eran ampliamente utilizados por las universidades investigadoras al momento en que aparecie-
ron los protocolos OSI. Mientras la ola de los miles de millones de inversion atin no golpeaba, el
mercado académico era bastante grande para que los proveedores empezaran a hacer ofertas cau-
tas de los productos TCP/IP. Cuando OSI llego, no quisieron soportar una segunda pila de pro-
tocolos hasta que se vieran forzados, por lo que no hubo ofertas iniciales. Puesto que cada empresa
esperaba que la otra diera el primer paso, ninguna lo hizo y OSI nunca prospero.

Mala tecnologia

La segunda razén por la que OSI no tuvo éxito es que tanto el modelo como los protocolos
tienen defectos. La eleccion de las siete capas fue mas politica que técnica, y dos de las capas (la
de sesion y la de presentacion) estan casi vacias, mientras que las otras dos (la de enlace de datos
y la de red) estan saturadas.

El modelo OSI, junto con el servicio asociado de definiciones y protocolos, es extraordinaria-
mente complejo. Si se apilan, los estandares impresos ocupan una fraccién importante de un me-
tro de papel. Incluso son dificiles de implementar y de operacion deficiente. En este contexto, nos
viene a la mente un enigma propuesto por Paul Mockapetris y citado en (Rose, 1993):

P: ;Qué obtiene cuando cruza un gangster con un estandar internacional?
R: Alguien que le hace una oferta que usted no entiende.

Ademas de ser incomprensible, otro problema con OSI es que algunas funciones, como direc-
cionamiento, control de flujo y control de errores, reaparecen una y otra vez en cada capa. Por
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ejemplo, Saltzer y cols. (1984) han apuntado que para ser efectivo el control de errores, se debe
hacer en la capa superior, puesto que repetirlo una y otra vez en cada una de las capas inferiores
suele ser innecesario e ineficaz.

Malas implementaciones

Ante la enorme complejidad del modelo y los protocolos, no es de sorprender que las imple-
mentaciones iniciales fueran grandes, pesadas y lentas. Todos los que lo intentaron fracasaron. No
le tom6 mucho tiempo a las personas asociar OSI con “baja calidad”. Aunque los productos me-
joraron con el paso del tiempo, la imagen persistio.

En contraste, una de las primeras implementaciones de TCP/IP era parte de UNIX de Berkeley
y fue bastante buena (sin mencionar que era gratis). Las personas pronto empezaron a utilizarla,
lo que la llevo a un uso mayor por la comunidad, y esto a su vez condujo a mejoras que la lleva-
ron a un mayor uso en la comunidad. Aqui la espiral fue ascendente en vez de descendente.

Malas politicas

A causa de la implementacion inicial, muchas personas, sobre todo en el nivel académico, pen-
saban que TCP/IP era parte de UNIX, y en la década de 1980, UNIX no parecia tener paternidad
alguna en la universidad.

Por otra parte, se tenia la idea de que OSI seria la criatura de los ministerios de telecomunica-
cion de Europa, de la comunidad europea y mas tarde del gobierno de los Estados Unidos. Esta
creencia era cierta en parte, pero no ayudaba mucho la idea de un manojo de burdcratas guberna-
mentales intentando poner en marcha un estandar técnicamente inferior al mando de los investiga-
dores y programadores pobres que estaban en las trincheras desarrollando realmente redes de
computadoras. Algunas personas compararon este desarrollo con la ocasion en que IBM anuncio,
en la década de 1960, que PL/I era el lenguaje del futuro, o cuando mas tarde el DoD corregia es-
to anunciando que en realidad era Ada.

1.4.5 Critica del modelo de referencia TCP/IP

El modelo de referencia TCP/IP y los protocolos también tienen sus problemas. En primer lu-
gar, el modelo no distingue claramente los conceptos de servicio, interfaz y protocolo. Una buena
ingenieria de software requiere la diferenciacion entre la especificacion y la implementacion, al-
go que OSI hace con mucho cuidado y que TCP/IP no hace. En consecuencia, el modelo TCP/IP
no es una guia para disefiar redes nuevas mediante tecnologias nuevas.

En segundo lugar, el modelo TCP/IP no es general del todo y no esta bien ajustado para des-
cribir ninguna pila de protocolos mas que de TCP/IP. Por ejemplo, es completamente imposible
tratar de utilizar el modelo TCP/IP para describir Bluetooth.

En tercer lugar, la capa host a red no es en realidad una capa del todo en el sentido normal del
término, como se utiliza en el contexto de los protocolos de capas. Es una interfaz (entre la capa
de red y la de enlace de datos). La distincion entre una interfaz y una capa es crucial y nadie de-
be ser descuidado al respecto.
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En cuarto lugar, el modelo TCP/IP no distingue (ni menciona) las capas fisica y de enlace de
datos. Son completamente diferentes. La capa fisica tiene que ver con las caracteristicas de trans-
mision de comunicacion por cable de cobre, por fibra optica e inaldmbrica. El trabajo de la capa
de enlace de datos es delimitar el inicio y fin de las tramas y captarlas de uno a otro lado con el
grado deseado de confiabilidad. Un modelo adecuado deberia incluir ambas como capas separa-
das. El modelo TCP/IP no hace esto.

Por ultimo, aunque los protocolos IP y TCP se idearon e implementaron con sumo cuidado,
muchos de los demas protocolos fueron hechos con fines especificos, producidos por lo general
por estudiantes de licenciatura que los mejoraban hasta que se aburrian. Posteriormente, las im-
plementaciones de tales protocolos se distribuyeron de manera gratuita, lo que dio como resulta-
do un uso amplio y profundo y, por lo tanto, que fueran dificiles de reemplazar. Algunos de ellos
ahora estan en apuros. Por ejemplo, el protocolo de terminal virtual, TELNET, se disei6 para una
terminal de teletipo mecanica de 10 caracteres por segundo. No sabe nada de interfaces graficas
de usuario ni de ratones. No obstante, 25 aflos mas tarde aun tiene un amplio uso.

En resumen, a pesar de sus problemas, el modelo OSI (excepto las capas de sesion y presen-
tacion) ha probado ser excepcionalmente 1til en la exposicion de redes de computadoras. En con-
traste, los protocolos OSI no han sido muy populares. Sucede lo contrario con TCP/IP: el modelo
es practicamente inexistente, pero los protocolos tienen un amplio uso. En este libro utilizaremos
un modelo OSI modificado pero nos concentraremos principalmente en el modelo TCP/IP y los
protocolos relacionados, asi como en los novisimos 802, SONET y Bluetooth. En efecto, utiliza-
remos el modelo hibrido de la figura 1-24 como marco de trabajo para este libro.

5 | Capa de aplicacion

4 | Capa de transporte

3 | Capa de red

2 | Capa de enlace de datos

1 | Capa fisica

Figura 1-24. Modelo de referencia hibrido que se usara en este libro.

1.5 REDES DE EJEMPLO

El tema de las redes de computadoras cubre muchos y diversos tipos de redes, grandes y pe-
quefias, bien conocidas y no tan bien conocidas. Tiene diferentes objetivos, escalamientos y tec-
nologias. En las siguientes secciones veremos algunos ejemplos para tener una idea de la variedad
que se puede encontrar en el area de la conectividad de redes.
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Empezaremos con Internet, que es probablemente la red mas conocida y veremos su historia,
evolucion y tecnologia. Luego consideraremos ATM, cuyo uso es frecuente en el nucleo de redes
(telefonicas) grandes. Desde el punto de vista técnico difiere muy poco de Internet, y contrasta
gratamente. Después presentaremos Ethernet, la red de area local dominante. Y, por ultimo, vere-
mos el IEEE 802.11, el estandar para las LANs inalambricas.

1.5.1 Internet

Internet no es del todo una red, sino un inmenso conjunto de redes diferentes que usan ciertos
protocolos comunes y proporcionan ciertos servicios comunes. Es un sistema poco comun porque
nadie lo plane6 y nadie lo controla. Para entenderlo mejor, empecemos desde el principio y vea-
mos como se desarrolld y por qué. Si desea leer una historia maravillosa sobre Internet, recomen-
damos ampliamente el libro de John Naughton (2000). Es uno de esos raros libros cuya lectura no
solo es divertida, sino que también contiene 20 paginas de ibidems y op. cits. para el historiador
serio. Parte del material que se muestra a continuacion se basa en dicho libro.

Desde luego, se ha escrito una infinidad de libros técnicos sobre Internet y sus protocolos. Pa-
ra mas informacion, vea (Maufer, 1999).

ARPANET

Nuestro relato empieza a fines de la década de 1950. Durante el auge de la Guerra Fria, el
DoD queria una red de control y comando que pudiera sobrevivir a una guerra nuclear. En esa épo-
ca todas las comunicaciones militares usaban la red telefonica publica, que se consideraba vulne-
rable. La razon de esta creencia se puede entresacar de la figura 1-25(a). Los puntos negros
representan las oficinas de conmutacion telefonica, a cada una de las cuales se conectaban miles
de teléfonos. Estas oficinas de conmutacion estaban, a su vez, conectadas a oficinas de conmuta-
cion de mas alto nivel (oficinas interurbanas), para conformar una jerarquia nacional con sélo una
minima redundancia. La vulnerabilidad del sistema estaba en que la destruccion de algunas de las
oficinas interurbanas clave podia fragmentar el sistema en muchas islas incomunicadas.

Hacia 1960, el DoD firmé un contrato con RAND Corporation para encontrar una solucioén.
Uno de sus empleados, Paul Baran, presento el disefio de amplia distribucidn y tolerancia a fallas
que se muestra en la figura 1-25(b). Puesto que las trayectorias entre cualquiera de las oficinas de
conmutacion eran ahora mas grandes de lo que las sefiales analogas podian viajar sin distorsion,
Baran propuso que se utilizara la tecnologia digital de conmutacion de paquetes a través del siste-
ma. Baran escribi6 varios informes al DoD describiendo en detalle sus ideas. A los oficiales del
Pentagono les agradd el concepto y pidieron a AT&T, en ese entonces el monopolio telefonico es-
tadounidense, que construyera un prototipo. AT&T desecho las ideas de Baran. La corporacion
mas grande y rica del mundo no iba a permitir que un jovenzuelo le dijera como construir un sis-
tema telefonico. Dijeron que la red de Baran no se podia construir y la idea se desecho.

Pasaron varios afios y el DoD atn no tenia un mejor sistema de control y comando. Para en-
tender qué sucedid a continuacion, tenemos que volver al 7 de octubre de 1957, cuando la Unién
soviética lanzo el Sputnik, su primer satélite artificial, con lo cual se le adelant6 a Estados Unidos.
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Figura 1-25. (a) Estructura de un sistema telefonico. (b) Sistema de conmutacion distribuida pro-
puesto por Baran.

Cuando el presidente Eisenhower tratd de encontrar quién estaba dormido en sus laureles, se es-
panto al encontrarse con que la armada, el ejército y la fuerza aérea se peleaban por el presupuesto
de investigacion del Pentagono. Su respuesta inmediata fue crear una organizacion unica de inves-
tigacion para la defensa, ARPA (Agencia de Proyectos de Investigacion Avanzada). Esta no te-
nia cientificos ni laboratorios; de hecho, no tenia mas que una oficina y un presupuesto pequefio
(por normas del Pentagono). Hacia su trabajo otorgando subvenciones y contratos a universidades
y empresas cuyas ideas le parecian prometedoras.

Durante los primeros afios, ARPA trataba de imaginarse cual seria su mision, pero en 1967 la
atencion de su entonces director, Larry Roberts, se volvio hacia las redes. Se puso en contacto con
varios expertos para decidir qué hacer. Uno de ellos, Wesley Clark, sugiri6 la construccion de una
subred de conmutacion de paquetes, dando a cada 4ost su propio enrutador, como se ilustra en la
figura 1-10.

Después del escepticismo inicial, Roberts acepto la idea y presenté un documento algo vago
al respecto en el Simposio sobre Principios de Sistemas Operativos ACM SIGOPS que se llevo a
cabo en Gatlinburg, Tennessee, a fines de 1967 (Roberts, 1967). Para mayor sorpresa de Roberts,
otro documento en la conferencia describia un sistema similar que no sé6lo habia sido disefiado,
sino que ya estaba implementado bajo la direccion de Donald Davies en el National Physical
Laboratory en Inglaterra. El sistema del NPL no era un sistema a nivel nacional (s6lo conectaba
algunas computadoras en el campus del NPL), pero demostro que era posible hacer que la conmu-
tacion de paquetes funcionara. Ademas, citaba el trabajo anterior de Baran, el cual habia sido des-
cartado. Roberts sali6 de Gatlinburg determinado a construir lo que mas tarde se conoceria como
ARPANET.
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La subred constaria de minicomputadoras llamadas IMPs (Procesadores de Mensajes de In-
terfaz), conectadas por lineas de transmision de 56 kbps. Para alta confiabilidad, cada IMP esta-
ria conectado al menos a otros dos IMPs. La subred iba a ser de datagramas, de manera que si
se destruian algunos IMPs, los mensajes se podrian volver a enrutar de manera automatica a otras
rutas alternativas.

Cada nodo de la red iba a constar de un IMP y un Aost, en el mismo cuarto, conectados por
un cable corto. Un host tendria la capacidad de enviar mensajes de mas de 8063 bits a su IMP, el
cual los fragmentaria en paquetes de, a lo sumo, 1008 bits y los reenviaria de manera independien-
te hacia el destino. Cada paquete se recibiria integro antes de ser reenviado, por lo que la subred
seria la primera red electronica de conmutacion de paquetes de almacenamiento y reenvio.

Entonces ARPA lanzd una convocatoria para construir la subred. Doce empresas licitaron.
Después de evaluar las propuestas, ARPA seleccion6 a BBN, una empresa de consultoria de Cam-
bridge, Massachusetts, y en diciembre de 1968 le otorg6 el contrato para construir la subred y
escribir el software de ésta. BBN eligi6 utilizar como IMPs minicomputadoras Honeywell DDP-316
especialmente modificadas con palabras de 16 bits y 12 KB de memoria central. Los IMPs no te-
nian discos, ya que las partes moviles se consideraban no confiables. Estaban interconectadas por
lineas de 56 kbps alquiladas a las compaiias telefonicas. Aunque 56 kbps ahora es la eleccion de
las personas que no pueden permitirse ADSL o cable, entonces era la mejor opcion.

El software estaba dividido en dos partes: subred y /ost. El software de la subred constaba del
extremo IMP de la conexion host a IMP, del protocolo IMP a IMP y de un protocolo de IMP ori-
gen a IMP destino disefiado para mejorar la confiabilidad. En la figura 1-26 se muestra el disefio
original de ARPANET.

Protocolo host a host
otocolo host a hos ’/Host

Subred

IMP

Figura 1-26. Diseflo original de ARPANET.

Fuera de la subred también se necesitaba software, es decir, el extremo /ost de la conexion
host a IMP, el protocolo host a host y el software de aplicacion. Pronto quedo claro que BBN sin-
ti6 que cuando se aceptaba un mensaje en un cable sost a IMP y se ponia en un cable sost a IMP
en el destino, el trabajo estaba hecho.
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Roberts tenia un problema: los Aosts también necesitaban software. Para resolverlo convoco a
una reunion de investigadores de red —en su mayoria estudiantes de licenciatura de Snowbird,
Utah— durante el verano de 1969. Los estudiantes esperaban que algun experto en redes les ex-
plicara el gran disefio de la red y su software y que luego les asignara el trabajo de escribir parte
de ¢él. Se quedaron asombrados al descubrir que no habia ningun experto ni un gran disefio. Tenian
que averiguar qué era lo que se tenia que hacer.

No obstante, en diciembre de 1969 de alguna manera surgi6 una red experimental con cuatro
nodos: en UCLA, UCSB, SRI y la Universidad de Utah. Se eligieron estas cuatro porque todas te-
nian un gran nimero de contratos de ARPA y todas tenian computadoras /ost diferentes incompa-
tibles en su totalidad (precisamente para hacerlo mas divertido). La red crecid con rapidez a
medida que se entregaban e instalaban mas IMPs; pronto abarco Estados Unidos. La figura 1-27
muestra qué tan rapido crecid ARPANET en los primeros tres afios.

SRI__UTAH SRl UTAH  MIT SRl UTAH ILLINOIS MIT LINCOLN CASE
O

O O-- O
4'SDC O SDC CARN
STAN
O -- O
UGLA RAND  BBN UCLA RAND HARVARD BURROUGS
(a) (b) (©)
SR LBL MCCLELLAN UTAH ILLINOIS MIT

MCCLELLAN
SRI )/UTAH NCAR GWC LINCOLN CASE

O

ILLINOIS

UCLA RAND TINKER BBN HARVARD NBS

(d) (e)

Figura 1-27. Crecimiento de ARPANET: (a) Diciembre de 1969. (b) Julio de 1970. (c) Marzo de
1971. (d) Abril de 1972. (e) Septiembre de 1972.

Ademas de ayudar al crecimiento de la novel ARPANET, ARPA también proporcioné fondos
para la investigacion sobre el uso de redes satelitales y redes de radio de paquetes moviles. En una
demostracion, ahora famosa, un camion que viajaba por California utiliz6 la red de radio de
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paquetes para enviar mensajes a SRI, que luego los reenvid por ARPANET a la Costa Este, donde
se expidieron al University College en Londres a través de una red satelital. Esto permitio que el
investigador que iba en el camion usara una computadora que se encontraba en Londres mientras
manejaba por California.

Este experimento también demostrd que los protocolos existentes de ARPANET no eran ade-
cuados para ejecutarse a través de varias redes. Esta observacion condujo a mas investigacion so-
bre los protocolos, culminando con la invencion del modelo y los protocolos de TCP/IP (Cerf 'y
Kahn, 1974). TCP/IP esta disefiado de manera especifica para manejar comunicacion por interre-
des, aspecto cuya importancia se acrecentd conforme cada vez mas y mas redes se adhirieron a
ARPANET.

Para alentar la adopcion de estos nuevos protocolos, ARPA concedi6 varios contratos a BBN
y a la Universidad de California en Berkeley para integrarlos en UNIX de Berkeley. Los investi-
gadores en Berkeley desarrollaron una interfaz de programa adecuada para la red (sockets) y
escribieron muchos programas de aplicacion, utileria y administracion para hacer mas facil la co-
nectividad.

El momento era perfecto. Muchas universidades habian adquirido recientemente una segunda
o tercera computadora VAX y una LAN para conectarlas, pero no tenian software de redes. Cuan-
do llegd 4.2BSD junto con TCP/IP, sockets y muchas utilerias de red, el paquete completo se adop-
t6 de inmediato. Ademas, con TCP/IP, fue facil para las LANs conectarse a ARPANET y muchas
lo hicieron.

Durante la década de 1980, se conectaron redes adicionales, en particular LANs, a ARPANET.
Conforme crecia el escalamiento, encontrar 4osts llegd a ser muy costoso, por lo que se cre6 el
DNS (Sistema de Nombres de Dominio) para organizar maquinas dentro de dominios y resolver
nombres de /host en direcciones IP. Desde entonces, el DNS ha llegado a ser un sistema de base de
datos distribuido generalizado para almacenar una variedad de informacion relacionada con la
eleccion de un nombre. En el capitulo 7 estudiaremos en detalle este tema.

NSFNET

A finales de la década de 1970, la NFS (Fundacion Nacional para las Ciencias, de Estados
Unidos) vio el enorme impacto que ARPANET estaba teniendo en la investigacion universitaria,
permitiendo que cientificos de todo el pais compartieran datos y colaboraran en proyectos de in-
vestigacion. Sin embargo, para estar en ARPANET, una universidad debia tener un contrato de
investigacion con el DoD, lo cual muchas no tenian. La respuesta de la NSF fue disefiar un suce-
sor de ARPANET que pudiera estar abierto a todos los grupos de investigacion de las universida-
des. Para tener algo concreto con que empezar, la NSF decidié construir una red dorsal (o troncal)
para conectar sus seis centros de supercomputadoras en San Diego, Boulder, Champaign, Pitts-
burgh, Ithaca y Princeton. A cada supercomputadora se le dio un hermano menor, que consistia en
una microcomputadora LSI-11 llamada fuzzball. Estas computadoras estaban conectadas a lineas
alquiladas de 56 kbps y formaban una subred, utilizando la misma tecnologia de hardware que AR-
PANET. Sin embargo, la tecnologia de software era diferente: las fuzzball utilizan TCP/IP desde
el inicio, creando asi la primera WAN TCP/IP.
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La NSF también fund6 algunas redes regionales (alrededor de 20) que se conectaban a la red
dorsal para que los usuarios en miles de universidades, laboratorios de investigacion, bibliote-
cas y museos, tuvieran acceso a cualquiera de las supercomputadoras y se comunicaran entre si.
Toda la red, incluyendo la red dorsal y las redes regionales, se 1lamé NSFNET. Esta se conect6 a
ARPANET a través de un enlace entre un IMP y una fuzzball en el cuarto de maquinas de Carnegie-
Mellon. En la figura 1-28 se muestra la primera red dorsal NSFNET.

O Centro de supercomputo de la NSF
® Red de nivel medio de la NSF

® Las dos

Figura 1-28. La red dorsal NSFNET en 1988.

NSFENET fue un éxito instantaneo y pronto se satur6. Inmediatamente, la NSF empezo a pla-
near su sucesor y otorgé un contrato al consorcio MERIT de Michigan para que lo creara. Se al-
quilaron a MCI (puesto que se fusiond con WorldCom) canales de fibra optica a 448 kbps para
establecer la version 2 de la red dorsal. Se utilizaron PC-RTs de IBM como enrutadores. Esta se-
gunda red dorsal también se sobrecargo6 pronto, y en 1990 se escalo a 1.5 Mbps.

Al continuar el crecimiento, la NSF se percatd de que el gobierno no podria financiar por
siempre el uso de redes. Ademas, las empresas comerciales se querian unir, pero los estatutos de
la NSF les prohibian utilizar las redes por las que la NSF habia pagado. En consecuencia, la NSF
alenté a MERIT, MCI e IBM a que formaran una corporacion no lucrativa, ANS (Redes y Servi-
cios Avanzados), como el primer paso hacia la comercializacion. En 1990, ANS adquirié NSF-
NET y escal6 los enlaces de 1.5 Mbps a 45 Mbps para formar ANSNET. Esta red operé durante
cinco aflos y luego fue vendida a America Online. Pero para entonces varias empresas estaban
ofreciendo servicios IP comerciales y fue evidente que el gobierno se debia retirar del negocio de
las redes.

Para facilitar la transicion y hacer que todas las redes regionales se pudieran comunicar con
las demas redes regionales, la NSF concedio contratos a cuatro diferentes operadores de redes para
establecer un NAP (Punto de Acceso a la Red). Estos operadores eran PacBell (San Francisco),
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Ameritech (Chicago), MFS (Washington, D.C.) y Sprint (Nueva York, donde para efectos de NAP,
Pennsauken, Nueva Jersey se toma en cuenta como si fuera la ciudad de Nueva York). Todo ope-
rador de red que quisiera proporcionar el servicio de red dorsal a las redes regionales de la NSF
se tenia que conectar a todos los NAPs.

Este arreglo significaba que un paquete que se originara en cualquier red regional tenia la op-
cion de contar con operadores de red dorsal desde su NAP al NAP de destino.

En consecuencia, los operadores de red dorsal se vieron forzados a competir por el negocio de
las redes regionales con base en el servicio y el precio, que, desde luego, era la idea. Como resul-
tado, el concepto de una unica red dorsal predeterminada fue reemplazado por una infraestructu-
ra competitiva orientada a la comercializacion. A muchas personas les gusta criticar al gobierno
federal por no ser innovador, pero en el area de redes, el DoD y la NSF fueron los creadores de la
infraestructura que cimento la base para Internet y luego dejaron que la industria la operara.

Durante la década de 1990, muchos otros paises y regiones también construyeron redes nacio-
nales de investigacion, con frecuencia siguiendo el patrén de ARPANET y NSFNET. Estas in-
cluian EuropaNET y EBONE en Europa, que empezaron con lineas de 2 Mbps y luego las
escalaron a 34 Mbps. Finalmente, en Europa la infraestructura de redes quedé en manos de la in-
dustria.

Uso de Internet

El numero de redes, maquinas y usuarios conectados a ARPANET creci6 rapidamente luego
de que TCP/IP se convirtié en el protocolo oficial el 1o. de enero de 1983. Cuando NSFNET y
ARPANET estaban interconectadas, el crecimiento se hizo exponencial. Muchas redes regionales
se unieron y se hicieron conexiones a redes en Canada, Europa y el Pacifico.

En algiin momento a mediados de la década de 1980, las personas empezaron a ver el conjun-
to de redes como una interred y mas tarde como Internet, aunque no hubo una inauguracion ofi-
cial con algun politico rompiendo una botella de champana sobre una fuzzball.

El aglutinante que mantiene unida la Internet es el modelo de referencia TCP/IP y la pila de
protocolos de TCP/IP. TCP/IP hace posible el servicio universal y se puede comparar con la adop-
cion de la medida estandar para el ancho de via del ferrocarril en el siglo XIX o la adopcion de
los protocolos de sefializacion comunes para las compaiiias telefonicas.

(Qué significa en realidad estar en Internet? Nuestra definicion es que una maquina esta en
Internet si ejecuta la pila de protocolos de TCP/IP, tiene una direccion IP y puede enviar paquetes
IP a todas las demas maquinas en Internet. La sola capacidad para enviar y recibir correo electro-
nico no basta, puesto que el correo electronico es la puerta de entrada a muchas redes fuera de In-
ternet. Sin embargo, el aspecto se nubla de alguna manera por el hecho de que millones de
computadoras personales pueden llamar a un proveedor de servicios de Internet mediante un mo-
dem, recibir direcciones IP temporales y enviar paquetes IP a otros fosts de Internet. Tiene senti-
do decir que tales maquinas estan en Internet en tanto estén conectadas al enrutador del proveedor de
servicios.

Tradicionalmente (es decir, de 1970 a 1990) Internet y sus predecesores tenian cuatro aplica-
ciones principales:
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1. Correo electronico. La capacidad para redactar, enviar y recibir correo electronico ha si-
do posible desde los inicios de ARPANET y su gran popularidad. Muchas personas ob-
tienen docenas de mensajes al dia y consideran esto como su primer medio de interactuar
con el mundo exterior, mas alla del teléfono y el correo caracol que se han quedado atras.
Hoy en dia los programas de correo electronico estan disponibles en practicamente todo
tipo de computadora.

2. Noticias. Los grupos de noticias son foros especializados en los que los usuarios con un
interés comun pueden intercambiar mensajes. Existen miles de grupos de noticias, dedi-
cados a temas técnicos y no técnicos, entre ellos computadoras, ciencia, recreacion y po-
litica. Cada grupo de noticias tiene su propia etiqueta, estilo, habitos y penas en que se
incurre al violarlas.

3. Inicio remoto de sesion. Mediante los programas telnet, rlogin o ssh, los usuarios de
cualquier parte en Internet pueden iniciar sesion en cualquier otra maquina en la que ten-
gan una cuenta.

4. Transferencia de archivos. Con el programa FTP, los usuarios pueden copiar archivos de
una maquina en Internet a otra. Por este medio se encuentra disponible una vasta canti-
dad de articulos, bases de datos y otra informacion.

Hasta principios de la década de 1990, Internet era muy visitada por investigadores académi-
cos, del gobierno e industriales. Una nueva aplicacion, WWW (World Wide Web) cambi6 todo
eso y trajo millones de usuarios nuevos no académicos a la red. Esta aplicaciéon —inventada por
Tim Berners-Lee, fisico del CERN— no cambid ninguna de las caracteristicas subyacentes pero
las hizo mas faciles de usar. Junto con el navegador Mosaic, escrito por Marc Andreessen en el
Centro Nacional para Aplicaciones de Supercomputo en Urbana, Illinois, WWW hizo posible que
un sitio estableciera paginas de informacion que contienen texto, imagenes, sonido e incluso vi-
deo, y vinculos integrados a otras paginas. Al hacer clic en un vinculo, el usuario es transportado
de inmediato a la pagina a la que apunta dicho vinculo. Por ejemplo, muchas compafiias tienen una
pagina de inicio con entradas que apuntan a otras paginas que contienen informacién de produc-
tos, listas de precios, ventas, soporte técnico, comunicacion con empleados, informacion para los
accionistas y mas.

En muy poco tiempo han aparecido paginas de otro tipo, incluyendo mapas, tablas del merca-
do accionario, catalogos de fichas bibliograficas, programas de radio grabados e incluso una pa-
gina que apunta al texto completo de muchos libros cuyos derechos de autor han expirado (Mark
Twain, Charles Dickens, etcétera). Muchas personas también tienen paginas personales (paginas
de inicio).

Gran parte de su crecimiento durante la década de 1990 estuvo alimentado por empresas 1la-
madas ISPs (proveedores de servicios de Internet). Hay compafiias que ofrecen a los usuarios
individuales domésticos la capacidad de llamar a una de sus maquinas y conectarse a Internet, ob-
teniendo asi acceso al correo electronico, WWW vy otros servicios de Internet. Estas compaifiias
suscribieron contratos con decenas de millones de usuarios nuevos por un afio durante el final de
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la década de 1990, cambiando por completo el caracter de la red de ser un campo de recreo para
académicos y militares a uno de utilidad publica, muy semejante al sistema telefénico. Ahora el
numero de usuarios de Internet se desconoce, pero lo cierto es que son cientos de millones en to-
do el mundo y tal vez pronto lleguen a rebasar los mil millones.

Arquitectura de Internet

En esta seccion trataremos de dar un breve panorama de lo que es Internet hoy. Debido a las
muchas fusiones entre compaiiias telefonicas (telcos) e ISPs, las aguas se han enturbiado y a ve-
ces es dificil decir quién hace qué. En consecuencia, la siguiente descripcion serd, por necesidad,
algo mas sencilla que la realidad. En la figura 1-29 se muestra el panorama general. Ahora exa-
minemos esta figura parte por parte.

ISP regional
Red dorsal

~_Sistema

telefénico

Granja de servidores

corggr':nva\ [P ;1 [F' |_T_| ;] O

Figura 1-29. Panorama de Internet.

Enrutador

Un buen lugar para empezar es con un cliente en casa. Supongamos que nuestro cliente llama
a su ISP desde una conexidn de linea telefonica conmutada, como se muestra en la figura 1-29. El
modem es una tarjeta dentro de su PC que convierte las sefiales digitales que la computadora pro-
duce en sefiales analogas que pueden pasar sin obstaculos a través del sistema telefonico. Estas se-
fnales se transfieren al POP (Punto de Presencia) del ISP, donde se retiran del sistema telefonico
y se inyectan en la red regional del ISP. A partir de este punto, el sistema es totalmente digital y
de conmutacion de paquetes. Si el ISP es la telco local, es probable que el POP esté ubicado en la
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oficina de conmutacion telefonica, donde termina el cableado de teléfono de los clientes. Si el ISP
no es la telco local, el POP podria ser alguna de las oficinas de conmutacion en el camino.

La red regional de ISPs consta de enrutadores interconectados en las diversas ciudades en las
que el ISP opera o da servicio. Si el paquete esta destinado a un /ost servido directamente por el
ISP, el paquete se entrega al sost. En caso contrario, se entrega al operador de la red dorsal del ISP.

En la cima de la cadena alimenticia estan los operadores de las principales redes dorsales, em-
presas como AT&T y Sprint. Estas operan grandes redes de redes dorsales internacionales, con mi-
les de enrutadores conectados por fibra optica de banda ancha. Grandes corporaciones y servicios
de hosting que ejecutan granjas de servidores (maquinas que pueden servir miles de paginas Web
por segundo) con frecuencia se conectan de manera directa a la red dorsal. Los operadores de re-
des dorsales alientan esta conexién directa rentando espacio en lo que se llama hoteles de porta-
dores, que son basicamente gabinetes de equipos en el mismo cuarto que el enrutador para
conexiones cortas y rapidas entre las granjas de servidores y la red dorsal.

Si un paquete dado a la red dorsal se destina a un ISP o a una compaiiia servida por la red dor-
sal, se envia al enrutador mas cercano y se pierde cualquier responsabilidad por este paquete. Sin
embargo, en el mundo hay muchas redes dorsales, de varios tamafios, de manera que un paquete
podria tener que ir a una red dorsal competidora. Para que los paquetes viajen entre redes dorsa-
les, todas las redes principales se conectan a los NAPs explicados antes. Basicamente, un NAP es
un cuarto lleno de enrutadores, al menos uno por red dorsal. Una LAN en el cuarto conecta todos
los enrutadores, de modo que los paquetes se pueden reenviar desde una red dorsal hacia cualquier
otra. Ademas de estar conectadas en los NAPs, las redes dorsales mas grandes tienen numerosas
conexiones directas entre sus enrutadores, una técnica conocida como igualdad privada ( private
peering). Una de las muchas paradojas de Internet es que los ISPs que compiten en publico entre
si por clientes, con frecuencia cooperan estableciendo igualdades privadas entre ellos (Metz,
2001).

Aqui termina nuestro rapido viaje por Internet. En los siguientes capitulos tendremos mucho
que decir sobre los componentes individuales y su disefio, algoritmos y protocolos. También vale
la pena mencionar de paso que algunas empresas tienen interconectadas todas sus redes internas
existentes, utilizando con frecuencia la misma tecnologia que Internet. Por lo general, estas intra-
nets son accesibles solo dentro de la empresa pero, por otra parte, funcionan del mismo modo que
Internet.

1.5.2 Redes orientadas a la conexion:
X.25, Frame Relay y ATM

Desde el inicio de la conectividad surgié una guerra entre aquellos que apoyan a las subredes
no orientadas a la conexion (es decir, de datagramas) y quienes apoyan a las subredes orientadas
a la conexioén. Los principales defensores de las subredes no orientadas a la conexidn vienen de
la comunidad ARPANET/Internet. Recuerde que el deseo original del DoD al fundar y construir
ARPANET era tener una red que pudiera funcionar incluso después de que varios impactos de armas
nucleares destruyeran numerosos enrutadores y lineas de transmision. Por lo tanto, la tolerancia a
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errores era importante en su lista de prioridades, no tanto lo que pudieran cobrar a los clientes. Es-
te enfoque condujo a un disefio no orientado a la conexién en el que cada paquete se enruta inde-
pendientemente de cualquier otro paquete. Por lo tanto, si algunos enrutadores se caen durante una
sesion, no hay dafio puesto que el sistema puede reconfigurarse a si mismo de manera dinamica
para que los paquetes subsiguientes puedan encontrar alguna ruta a su destino, aun cuando sea di-
ferente de la que utilizaron los paquetes anteriores.

El campo orientado a la conexion viene del mundo de las compaiiias telefonicas. En el siste-
ma telefonico, quien llama debe marcar el nimero de la parte a la que desea llamar y esperar la
conexion antes de poder hablar o enviar los datos. Esta configuracion de conexion establece una
ruta a través del sistema telefonico que se mantiene hasta que se termina la llamada. Todas las pa-
labras o paquetes siguen la misma ruta. Si una linea o conmutador se cae en el trayecto, la llama-
da se cancela. Esta propiedad es precisamente lo que al DoD no le gustaba.

Entonces, ;por qué le gustaba a las compaifiias telefénicas? Por dos razones:

1. Calidad en el servicio.

2. Facturacion.

Al establecer de antemano una conexion, la subred puede reservar recursos como espacio de
bufer y capacidad de procesamiento (CPU) en los enrutadores. Si se intenta establecer una llama-
da y los recursos disponibles son insuficientes, la llamada se rechaza y el invocador recibe una
sefal de ocupado. De esta manera, una vez que se establece una conexion, ésta da un buen servi-
cio. Con una red no orientada a la conexion, si llegan demasiados paquetes al mismo enrutador al
mismo tiempo, el enrutador se saturara y tal vez pierda algunos paquetes. Tal vez el emisor advier-
ta esto y los envie de nuevo, pero la calidad del servicio sera accidentada e inadecuada para audio
o video a menos que la red tenga poca carga. No es necesario decir que proveer una calidad de au-
dio adecuada es algo en lo que las compaiiias telefonicas ponen mucho cuidado, de ahi su prefe-
rencia por las conexiones.

La segunda razén por la que las compaiias telefonicas prefieren el servicio orientado a la co-
nexion es que estan acostumbradas a cobrar por el tiempo de conexion. Cuando hace una llamada
de larga distancia (sea nacional o internacional) se le cobra por minuto. Cuando llegaron las redes,
se vieron atraidas precisamente hacia un modelo en el que el cobro por minuto fuera facil de ha-
cer. Si se tiene que establecer una conexion antes de enviar los datos, en ese momento es cuando
el reloj de la facturacion empieza a correr. Si no hay conexion, no hay cobro.

Irénicamente, mantener registros de facturacion es muy costoso. Si una compaifia telefonica
adoptara una tarifa mensual plana sin limite de llamadas y sin facturaciéon o mantenimiento de un
registro, probablemente ahorraria una gran cantidad de dinero, a pesar del incremento en llamadas
que generaria esta politica. Sin embargo, hay politicas, regulaciones y otros factores que pesan en
contra de hacer esto. Curiosamente, el servicio de tarifa plana existe en otros sectores. Por ejem-
plo, la TV por cable se factura en una tasa mensual plana, independientemente de cuantos progra-
mas vea. Podria haberse disefiado con pago por evento como concepto basico, pero no fue asi, en
parte por lo costoso de la facturacion (y dada la calidad de la mayoria de los programas televisi-
vos, la vergiienza no se puede descontar del todo). Asimismo, muchos parques de diversiones
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cobran una cuota de admisidn por dia con acceso ilimitado a los juegos, en contraste con las
ferias ambulantes que cobran por juego.

Dicho esto, no nos deberia sorprender que todas las redes disenadas por la industria de la te-
lefonia hayan sido subredes orientadas a la conexion. Lo que si es de sorprender es que Internet
también se estd inclinado en esa direccion, a fin de proporcionar un mejor servicio de audio y vi-
deo, un tema al que volveremos en el capitulo 5. Por ahora examinaremos algunas redes orienta-
das a la conexion.

X.25 y Frame Relay

Nuestro primer ejemplo de red orientada a la conexion es la X.25, que fue la primera red de
datos publica. Se despleg6 en la década de 1970, cuando el servicio telefonico era un monopolio
en todas partes y la compaiiia telefénica de cada pais esperaba que hubiera una red de datos por
pais —Ila propia. Para utilizar X.25, una computadora establecia primero una conexion con la compu-
tadora remota, es decir, hacia una llamada telefonica. Esta conexion daba un numero de conexion
para utilizarlo en los paquetes de transferencia de datos (ya que se podian abrir muchas conexiones
al mismo tiempo). Los paquetes de datos eran muy sencillos, consistian en un encabezado de 3 bytes
y hasta 128 bytes de datos. El encabezado constaba de un numero de conexioén de 12 bits, un na-
mero de secuencia de paquete, un niimero de confirmacion de recepcion y algunos bits diversos.
Las redes X.25 funcionaron por casi diez afios con resultados mixtos.

En la década de 1980, las redes X.25 fueron reemplazadas ampliamente por un nuevo tipo de
red llamada Frame Relay. Esta es una red orientada a la conexion sin controles de error ni de flu-
jo. Como era orientada a la conexion, los paquetes se entregaban en orden (en caso de que se en-
tregaran todos). Las propiedades de entrega en orden, sin control de errores ni de flujo hicieron el
Frame Relay parecido a la LAN de area amplia. Su aplicacién mas importante es la interconexion
de LANs en multiples oficinas de una empresa. Frame Relay disfrutd de un éxito modesto y aun
se sigue utilizando en algunas partes.

Modo de Transferencia Asincrona

Otro tipo de red orientada a la conexidn, tal vez el mas importante, es ATM (Modo de Trans-
ferencia Asincrona). La razon de tan extrafio nombre se debe a que en el sistema telefonico la ma-
yor parte de la transmision es sincrona (lo mas parecido a un reloj), y en ATM no sucede asi.

ATM se diseio a principios de la década de 1990 y se lanz6 en medio de una increible exage-
racion (Ginsburg, 1996; Goralski, 1995; Ibe, 1997; Kimn y cols., 1994, y Stallings, 2000). ATM
iba a resolver todos los problemas de conectividad y telecomunicaciones fusionando voz, datos,
television por cable, télex, telégrafo, palomas mensajeras, botes conectados por cordon, tambores,
sefales de humo y todo lo demads, en un solo sistema integrado que pudiera proporcionar todos los
servicios para todas las necesidades. Eso no sucedid. En gran parte, los problemas fueron seme-
jantes a los ya descritos en el tema de OS], es decir, una aparicion inoportuna, junto con tecnolo-
gia, implementacion y politicas equivocadas. Habiendo noqueado a las compaiias telefonicas en
el primer asalto, gran parte de la comunidad de Internet vio a ATM como cuando Internet era el
contrincante de las telcos: la segunda parte. Pero no fue asi en realidad y esta vez incluso los in-
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transigentes fanaticos de los datagramas se dieron cuenta de que la calidad de servicio de Internet
dejaba mucho que desear. Para no alargar la historia, ATM tuvo mucho mas éxito que OSI y ac-
tualmente tiene un uso profundo dentro del sistema telefonico, con frecuencia en el transporte de
los paquetes IP. Como en la actualidad las empresas portadoras la utilizan principalmente para su
transporte interno, los usuarios no se percatan de su existencia pero, definitivamente, vive y goza
de salud.

Circuitos virtuales de ATM

Puesto que las redes ATM estan orientadas a la conexion, el envio de datos requiere que pri-
mero se envie un paquete para establecer la conexion. Conforme el mensaje de establecimiento si-
gue su camino a través de la subred, todos los conmutadores que se encuentran en la ruta crean
una entrada en sus tablas internas tomando nota de la existencia de la conexion y reservando cua-
lesquier recursos que necesite la conexion. Con frecuencia a las conexiones se les conoce como
circuitos virtuales, en analogia con los circuitos fisicos utilizados en el sistema telefonico. La ma-
yoria de las redes ATM soportan también circuitos virtuales permanentes, que son conexiones
permanentes entre dos hosts (distantes). Son similares a las lineas alquiladas del mundo telefoni-
co. Cada conexion, temporal o permanente, tiene un solo identificador de conexion. En la figura
1-30 se ilustra un circuito virtual.

Host Conmutador Subred Host
emisor / receptor

Proceso Circuito virtual Proceso
emisor receptor

Figura 1-30. Un circuito virtual.

Una vez establecida la conexion, cada lado puede empezar a transmitir datos. La idea basica
en que se fundamenta ATM es transmitir toda la informacion en paquetes pequefios, de tamafio fi-
jo, llamados celdas. Las celdas tienen un tamafio de 53 bytes, de los cuales cinco son del encabe-
zado y 48 de carga util, como se muestra en la figura 1-31. Parte del encabezado es el identificador
de la conexion, por lo que los zosts emisor y receptor y todos los conmutadores intermedios pueden
saber qué celdas pertenecen a qué conexiones. Esta informacion permite que cada conmutador se-
pa como enviar cada celda entrante. La conmutacion de celdas se hace en el hardware, a alta ve-
locidad. De hecho, el principal argumento para tener celdas de tamaio fijo es que asi es facil
construir conmutadores de hardware para manejar celdas pequeiias, de longitud fija. Los paquetes
de longitud variable de IP se tienen que enrutar mediante software, que es un proceso mas lento.
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Otro punto a favor de ATM es que el hardware se puede configurar para enviar una celda entran-
te a multiples lineas de salida, una propiedad necesaria para el manejo de un programa de televi-
sion que se va a difundir a varios receptores. Por tltimo, las celdas pequefias no bloquean ninguna
linea por mucho tiempo, lo que facilita la garantia en la calidad del servicio.

Todas las celdas siguen la misma ruta al destino. La entrega de celdas no esta garantizada, pe-
ro el orden si. Si las celdas 1 y 2 se envian en ese orden, entonces deben arribar en el mismo or-
den, nunca primero la 2 y luego la 1. No obstante, una de las dos o ambas se pueden perder en el
trayecto. A los niveles mas altos de protocolos les corresponde la recuperacion de celdas perdidas.
Observe que aunque esta garantia no es perfecta, es mejor que la de Internet. Ahi los paquetes no
solo se pierden, sino que ademas se entregan en desorden. ATM, en contraste, garantiza que las
celdas nunca se entregaran en desorden.

Bytes 5 48

Encabezado Datos de usuario

Figura 1-31. Una celda ATM.

Las redes ATM se organizan como las WANSs tradicionales, con lineas y conmutadores (enru-
tadores). Las velocidades mas comunes para las redes ATM son de 155 y 622 Mbps, aunque tam-
bién se soportan velocidades mas altas. Se eligio la velocidad de 155 Mbps porque ¢€sta es la que
se requiere para transmitir television de alta definicion. La eleccion exacta de 155.52 Mbps se hi-
zo por compatibilidad con el sistema de transmision SONET de AT&T, punto que estudiaremos en
el capitulo 2. La velocidad de 622 Mbps se eligioé para que se pudieran enviar cuatro canales de
155 Mbps.

El modelo de referencia ATM

ATM tiene su propio modelo de referencia, el cual es diferente del OSI y también del TCP/IP.
En la figura 1.32 se muestra el modelo de referencia ATM. Consta de tres capas: la fisica, la ATM
y la de adaptacion ATM, ademads de lo que el usuario desee poner arriba de ellas.

La capa fisica tiene que ver con el medio fisico: voltajes, temporizacion de bits y otros aspec-
tos mas. ATM no prescribe un conjunto particular de reglas, tan solo especifica que las celdas
ATM se pueden enviar tal cual por cable o fibra, pero también se pueden empacar dentro de la car-
ga util de otros sistemas de transporte. En otras palabras, ATM se ha disefiado para ser indepen-
diente del medio de transmision.

La capa ATM se encarga de las celdas y su transporte. Define la disposicidon de una celda e
indica qué significan los campos del encabezado. También tiene que ver con el establecimiento y
la liberacion de los circuitos virtuales. El control de congestion también se ubica aqui.

Puesto que la mayoria de las aplicaciones no necesita trabajar de manera directa con las cel-
das (aunque algunas podrian hacerlo), se ha definido una capa superior a la capa ATM para que
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/ Administracion del plano

/ Administracién de la capa
Plano de control Plano de usuario
Capas superiores | Capas superiores z CS: Subcapa de convergencia
A SAR: Subcapa de segmentacion
£8 ___ Capa de adaptacion ATM ————— 5 / y reensamble
SAR TC: Subcapa de convergencia
Capa ATM 4 / de transmision
<3 PMD: Subcapa dependiente
TC . 75 del medio fisico
——————— Capa fisica S
PMD

Figura 1-32. El modelo de referencia ATM.

los usuarios envien paquetes mas grandes que una celda. La interfaz de ATM segmenta estos pa-
quetes, transmite de forma individual las celdas y las reensambla en el otro extremo. Esta capa es
la AAL (Capa de Adaptaciéon ATM).

A diferencia de los primeros modelos de referencia bidimensionales, el modelo ATM se defi-
ne como si fuera tridimensional, lo que se puede apreciar en la figura 1-32. El plano de usuario
trata con el transporte de datos, control de flujo, correccion de errores y otras funciones de usua-
rio. En contraste, el plano de control se ocupa de la administracion de la conexion. Las funcio-
nes de administracion del plano y de la capa se relacionan con la administracion de recursos y
coordinacion entre capas.

Cada una de las capas fisica y AAL se dividen en dos subredes, una en la parte inferior que
hace el trabajo y en la subcapa de convergencia en la parte superior que proporciona la interfaz
propia de la capa superior inmediata. En la figura 1-33 se muestran las funciones de las capas y
subcapas.

La subcapa PMD (Dependiente del Medio Fisico) interactiia con el cable real. Mueve los bits
dentro y fuera y maneja la temporizacion de bits, es decir, el tiempo que existe entre cada bit al
transmitirlos. Esta capa sera diferente para diferentes transportadoras y cables.

La otra subcapa de la capa fisica es la subcapa TC (Convergencia de Transmision). Cuando
se transmiten las celdas, la capa TC las envia como una cadena de bits a la capa PMD. Esto es sen-
cillo. En el otro extremo, la subcapa TC recibe una serie de bits de entrada de la subcapa PMD. Su
trabajo es convertir este flujo de bits en un flujo de celdas para la capa ATM. Maneja todos los as-
pectos relacionados con las indicaciones de donde empiezan y terminan las celdas en el flujo de
bits. En el modelo ATM, esta funcionalidad se da en la capa fisica. En el modelo OSI y en gran
parte de las demas redes, el trabajo de entramado, es decir, convertir una serie de bits en bruto en
una secuencia de tramas o celdas, es la tarea de la capa de enlace de datos.

Como mencionamos antes, la capa ATM maneja celdas, incluyendo su generacion y transpor-
te. La mayoria de los aspectos interesantes de ATM se encuentra ubicada aqui. Es una combina-
cion de las capas de enlace de datos y de red del modelo OSI; no hay una division en subcapas.
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Capa Capa Subcapa

(o8] ATM ATM Funcionalidad

CS Provision de la interfaz estandar (convergencia)
3/4 AAL

SAR Segmentacion y reensamblado

Control de flujo

2/3 ATM Generacion/extraccion de encabezado de celda
Circuito virtual/administracion de ruta
Multiplexién/desmultiplexion de celdas

Desacoplamiento de proporcion de celdas

Generacion y comprobacion de la suma de verificacion de encabezados
2 TC Generacion de celdas

Empaque/desempaque de celdas a partir del sobre contenedor
Generacion de tramas

Fisica

1 PMD Temporizacion de bits
Acceso a la red fisica

Figura 1-33. Las capas y subcapas de ATM y sus funciones.

La capa AAL se divide en una subcapa SAR (Segmentacién y Reensamble) y una CS (Sub-
capa de Convergencia). La subcapa inferior fragmenta paquetes en celdas en el lado de transmi-
sion y los une de nuevo en el destino. La subcapa superior permite que los sistemas ATM ofrezcan
diversos tipos de servicios a diferentes aplicaciones (por ejemplo, la transferencia de archivos y el
video bajo demanda tienen diferentes requerimientos respecto a manejo de errores, temporizacion,
etcétera).

Puesto que quiza ATM esté en declive, no lo explicaremos mas en este libro. No obstante,
puesto que existe una base instalada considerable, es probable que aun siga en uso durante algunos
afios. Para mas informacion sobre ATM, vea (Dobrowsky y Grise, 2001, y Gadecki y Heckart,
1997).

1.5.3 Ethernet

Internet y ATM se disefaron para conectividad de area amplia. Sin embargo, muchas empre-
sas, universidades y otras organizaciones tienen un gran nimero de computadoras que requieren
interconexion. Esta necesidad dio origen a la red de area local. En esta seccion diremos algo so-
bre la LAN mas popular: Ethernet.

La historia empieza en la pristina Hawaii a principios de la década de 1970. En este caso,
“pristina” se puede interpretar como “que no tiene un sistema telefénico funcional”. En tanto los
dias son mas agradables para los vacacionistas cuando no son interrumpidos por el teléfono, no
fue asi para el investigador Norman Abramson y sus colegas de la Universidad de Hawaii, quienes
estuvieron tratando de conectar usuarios de las islas remotas a la computadora principal de Hono-
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lulu. Conectar sus propios cables bajo el Océano Pacifico parecia imposible, de modo que busca-
ron una solucion diferente.

La primera que encontraron fueron los radios de onda corta. Cada terminal estaba equipada
con un radio pequefio de dos frecuencias: un canal ascendente (a la computadora central) y otro
descendente (desde la computadora central). Cuando el usuario deseaba conectarse con la compu-
tadora, sélo transmitia por el canal ascendente un paquete que contenia los datos. Si en ese instante
nadie mas estaba transmitiendo, probablemente el paquete saldria y su recepcion seria confirma-
da en el canal descendente. Si habia contencion por el canal ascendente, la terminal detectaria la
falta de confirmacion de recepcion y haria otro intento. Puesto que s6lo habria un emisor en el ca-
nal descendente (la computadora central), nunca habria colisiones ahi. Este sistema, llamado
ALOHANET, trabajaba muy bien en condiciones de bajo trafico pero se caia cuando el flujo de
trafico ascendente era pesado.

En esa misma época, un estudiante llamado Bob Metcalfe hizo su licenciatura en el M.L.T. y
luego se mudo6 para obtener su doctorado en Harvard. Durante sus estudios, conocio el trabajo de
Abramson. Se intereso tanto en ¢él que después de graduarse en Harvard decidid pasar el verano
en Hawaii trabajando con Abramson antes de empezar a trabajar en el Centro de Investigacion de
Palo Alto de Xerox (PARC). Cuando lleg6 al PARC, vio que los investigadores de ahi habian di-
seflado y construido lo que mads tarde se llamarian computadoras personales. Pero las maquinas es-
taban aisladas. Aplicando su conocimiento del trabajo de Abramson, junto con su colega David
Boggs, disefi6 e implemento la primera red de area local (Metcalfe y Boggs, 1976).

Llamaron Ethernet al sistema, por lo de luminiferous ether, a través del cual se pensé alguna
vez que se propagaba la radiacion electromagnética. (Cuando, en el siglo XIX, el fisico inglés Ja-
mes Clerk Maxwell descubrié que la radiacion electromagnética se podia describir mediante una
ecuacion de onda, los cientificos supusieron que el espacio debia estar lleno de algiin medio eté-
reo en el cual se propagaba la radiacion. Solo después del famoso experimento de Michelson-Mor-
ley en 1887, los fisicos descubrieron que la radiacion electromagnética se podia propagar por el
vacio.)

Aqui el medio de transmision no era el vacio, sino un cable coaxial grueso (el éter) de mas de
2.5 km de largo (con repetidoras cada 500 metros). El sistema podia contener hasta 256 maquinas
por medio de transceptores acoplados al cable. Un cable con multiples maquinas en paralelo se lla-
ma cable de derivacién miltiple (multidrop). El sistema se ejecutaba a 2.94 Mbps. En la figura
1-34 se presenta un esbozo de su arquitectura. Ethernet tenia una mejora importante respecto de
ALOHANET; antes de transmitir, una computadora tenia que escuchar el cable para ver si habia
alguien mas transmitiendo. En caso de que ya lo hubiera, la computadora se mantenia en espera
de que la transmision actual terminara. Al hacerlo asi se evitaba interferir con las transmisiones
existentes, dando una mayor eficiencia. ALOHANET no trabajaba de este modo porque para una
terminal en una isla era imposible detectar la transmision de otra terminal en una isla distante. El
problema se resolvia con un cable tnico.

A pesar de que la computadora escucha antes de transmitir, surge un problema: ;qué sucede
si dos 0 mas computadoras esperan hasta que se complete la transmision actual y luego empiezan
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Figura 1-34. Arquitectura de la Ethernet original.

a transmitir al mismo tiempo? La solucion es que cada computadora escuche durante su propia
transmision y, si detecta interferencia, mande una sefal para poner en alerta a todos los transmi-
sores. Después espera un tiempo aleatorio antes de reintentarlo. Si sucede una colision, el tiempo
aleatorio de espera se duplica y asi sucesivamente, para separar las transmisiones que estan en
competencia y dar a alguna la oportunidad de transmitir primero.

La Ethernet de Xerox fue tan exitosa que DEC, Intel y Xerox disefiaron un estandar en 1978
para una Ethernet de 10 Mbps, llamado estandar DIX. Con dos cambios menores, en 1983 el es-
tandar DIX se convirtio en el estandar IEEE 802.3.

Por desgracia para Xerox, ya tenia fama de hacer inventos originales (como el de las compu-
tadoras personales) y luego fallar en la comercializacion de los mismos, como se menciona en un
relato titulado Fumbling the Future (Smith y Alexander, 1988). Cuando Xerox mostrd poco inte-
rés en hacer algo con Ethernet aparte de ayudar a estandarizarlo, Metcalfe formo su propia empre-
sa, 3Com, con el propdsito de vender adaptadores Ethernet para PCs. Ha vendido mas de 100
millones.

Ethernet continu6 su desarrollo y atn esta en desarrollo. Han salido nuevas versiones a 100 y
1000 Mbps, e incluso mas altas. También se ha mejorado el cableado y se han agregado conmuta-
cion y otras caracteristicas. En el capitulo 4 explicaremos Ethernet en detalle.

De paso, vale la pena mencionar que Ethernet (IEEE 802.3) no es el unico estandar de LAN.
El comité también estandarizo Token Bus (802.4) y Token Ring (802.5). La necesidad de tres
estandares mas o menos incompatibles tiene poco que ver con la tecnologia y mucho con la poli-
tica. En el momento de la estandarizacion, General Motors estaba impulsando una LAN en la que
la topologia era la misma que la usada en Ethernet (un cable linear), pero las computadoras trans-
mitian por turnos pasando un pequefio paquete de computadora a computadora, llamado token.
Una computadora podia transmitir solo si poseia el foken, lo que evitaba colisiones. General Motors
anuncio que este esquema era esencial para la manufactura de automoviles y que no estaba prepa-
rado para cambiar su postura. No obstante este anuncio, el 802.4 practicamente desaparecio.

Del mismo modo, IBM tenia su favorito: su Token Ring patentado. En este esquema el token
se pasaba a través del anillo y la computadora que poseyera el token podia transmitir antes de po-
ner el foken de nuevo en el anillo. A diferencia del 802.4, este esquema, estandarizado como 802.5,
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aun se usa en algunos sitios de IBM, pero practicamente en ninguna parte mas. Sin embargo, se
estd desarrollando una version de 1 gigabit (802.5v), pero parece poco probable que alcance a
Ethernet. Resumiendo, habia una guerra entre Ethernet, Token Bus y Token Ring, pero Ethernet
gand, en gran medida porque fue la primera y los retadores no pudieron superarlo.

1.5.4 LANs inalambricas: 802.11

Casi al mismo tiempo que aparecieron las computadoras portatiles, muchas personas tuvieron
el suefio de andar por la oficina y poder conectar a Internet su computadora. En consecuencia, va-
rios grupos empezaron a trabajar para cumplir con esta meta. El método mas practico es equipar
las computadoras de la oficina y las portatiles con transmisores y receptores de radio de onda cor-
ta que les permitan comunicarse. Este trabajo condujo rapidamente a que varias empresas empe-
zaran a comercializar las LANs inalambricas.

El problema es que no habia compatibilidad entre ninguna de ellas. Esta proliferacion de es-
tandares implicaba que una computadora equipada con un radio de marca X no funcionara en un
cuarto equipado con una estacion de base marca Y. Finalmente, la industria decidié que un estan-
dar de LAN inalambrica seria una buena idea, por lo que al comité del IEEE que estandarizo las
LANSs alambricas se le encargd la tarea de disefiar un estandar para LANs inaldmbricas. El estan-
dar resultante se llamé 802.11. En la jerga comun se le conoce como WiFi. Es un estandar impor-
tante y merece respeto, asi que lo llamaremos por su nombre propio, 802.11.

El estandar propuesto tenia que trabajar en dos modos:

1. En presencia de una estacion base.

2. En ausencia de una estacion base.

En el primer caso, toda la comunicacion se hacia a través de la estacion base, que en la termi-
nologia del 802.11 se conoce como punto de acceso. En el segundo caso, las computadoras po-
drian enviarse mensajes entre si directamente. Este modo se llama a veces red ad hoc. Un ejemplo
tipico es el de dos 0 mas personas que se encuentran juntas en un cuarto no equipado con una LAN
inalambrica y cuyas computadoras se comunican entre si de manera directa. Los dos modos se
ilustran en la figura 1-35.

La primera decision fue la mas sencilla: cémo llamarlo. Todos las otros estandares LAN te-
nian numeros como 802.1, 802.2, hasta 802.10, por lo que el estandar LAN se llamé o publico co-
mo 802.11. El resto fue mas dificil.

En particular, varios de los diversos retos que habia que enfrentar eran: encontrar una banda
de frecuencia adecuada, de preferencia mundial; enfrentar el hecho de que las sefiales de radio tie-
nen un rango finito; asegurarse de que se mantuviera la privacidad de los usuarios; tomar en cuen-
ta la vida limitada de las baterias; preocuparse por la seguridad humana (;las ondas de radio
causan cancer?); comprender las implicaciones de la movilidad de las computadoras y, por tltimo,
construir un sistema con suficiente ancho de banda para que sea econémicamente viable.
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Figura 1-35. (a) Red inalambrica con una estacion base. (b) Red ad hoc.

Cuando empez6 el proceso de estandarizacion (a mediados de la década de 1990), Ethernet ya
habia llegado a dominar las redes de area local, por lo que el comité decidio hacer que el 802.11
fuera compatible con Ethernet sobre la capa de enlace de datos. En particular, se podria enviar un
paquete IP sobre la LAN inaldmbrica del mismo modo en que una computadora conectada me-
diante cable enviaba un paquete IP a través de Ethernet. No obstante, existen algunas diferencias
inherentes con Ethernet en las capas fisica y de enlace de datos y tuvieron que manejarse median-
te el estandar.

Primero, una computadora en Ethernet siempre escucha el medio antes de transmitir. S6lo si
el medio esta inactivo la computadora puede empezar a transmitir. Esta idea no funciona igual en
las LANs inalambricas. Para ver por qué, examine la figura 1-36. Suponga que la computadora 4
esta transmitiendo a la computadora B, pero el alcance del radio del transmisor de 4 es muy cor-
to para encontrar a la computadora C. Si C desea transmitir a B puede escuchar el medio antes de
empezar, pero el hecho de que no escuche nada no quiere decir que su transmision tendra éxito.
El estandar 802.11 tenia que resolver este problema.

El segundo problema que se tenia que resolver es que los objetos s6lidos pueden reflejar una
sefal de radio, por lo que ésta se podria recibir multiples veces (a través de varias rutas). Esta in-
terferencia da como resultado lo que se llama desvanecimiento por multiples trayectorias.

El tercer problema es que una gran cantidad de software no toma en cuenta la movilidad. Por
ejemplo, muchos procesadores de texto tienen una lista de impresoras de entre las cuales los usua-
rios pueden elegir para imprimir un archivo. Cuando la computadora en la que se ejecuta el pro-
cesador de texto se coloca en un nuevo entorno, la lista interna de impresoras ya no es util.

El cuarto problema es que si una computadora portatil se mueve lejos de la estacion base que
estd usando y dentro del rango de una estacion base diferente, se requiere algin tipo de manejo.
Aunque este problema ocurre con los teléfonos celulares, eso no sucede con Ethernet y requiere
solucion. En particular, la red prevista consta de multiples celdas, cada una con su propia estacion
base pero con las estaciones base conectadas por Ethernet, como se muestra en la figura 1-37. Des-
de fuera todo el sistema se veria como una Ethernet sola. La conexion entre el sistema 802.11 y el
mundo exterior se conoce como portal.
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Figura 1-36. El rango de un solo radio no podria cubrir todo el sistema.

Después de algtin trabajo, el comité se present6d en 1997 con un estdndar que se dirigia a és-
tos y otros respectos. La LAN inaldmbrica descrita se ejecutaba a 1 o 2 Mbps. Casi de inmediato
la gente comenzo a quejarse de que era demasiado lenta, de manera que empezaron a trabajar en
estandares mas rapidos. Una division desarrollada con el comité tuvo como resultado dos nuevos es-
tandares en 1999. El estandar 802.11a utiliza una banda de frecuencia mas ancha y se ejecuta a ve-
locidades de hasta 54 Mbps. El estdndar 802.11b utiliza la misma banda de frecuencia que el
802.11, pero se vale de una técnica de modulacion diferente para alcanzar 11 Mbps. Algunas per-
sonas ven esto como un aspecto psicoldgico importante puesto que 11 Mbps es mas rapido que la
Ethernet alambrica original. Es posible que el 802.11 original de 1 Mbps desaparezca con rapidez,
pero aun no queda claro cual de los nuevos estandares sera el ganador.

Ethernet Estacion base

[
™

Portal

Figura 1-37. Una red 802.11 de multiples celdas.

Para hacer las cosas todavia mas complicadas, el comité 802 ha creado otra variante, el
802.11g, que utiliza la técnica de modulacion del 802.11a pero la banda de frecuencia del 802.11b.
En el capitulo 4 trataremos en detalle al 802.11.
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Sin lugar a dudas, el 802.11 va a causar una revolucion en computacion y en el acceso a In-
ternet. Aeropuertos, estaciones de trenes, hoteles, centros comerciales y universidades lo estan ins-
talando rapidamente. Incluso cafeterias de lujo estan instalando el 802.11 para que los yuppies que
se reunen puedan navegar en Web mientras toman su café con leche. Es posible que el 802.11 ha-
ga por Internet lo que las computadoras portatiles hicieron por la computacion: volverla moévil.

1.6 ESTANDARIZACION DE REDES

Existen muchos fabricantes y proveedores de redes, cada uno con sus propias ideas de cémo
se deben hacer las cosas. Sin coordinacion seria un caos total y los usuarios nunca conseguirian
nada. La uinica manera de resolver esta situacion es ponerse de acuerdo en la adopcion de algunos
estandares para redes.

Los estandares no sélo permiten que computadoras diferentes se comuniquen, sino que tam-
bién incrementan el mercado de productos que se ajustan al estandar. Un mercado grande condu-
ce a la produccion masiva, economias de escala en la produccion, implementaciones VLSI y otros
beneficios que disminuyen el precio e incrementan ain mas la aceptacion. En las siguientes sec-
ciones daremos un vistazo al importante, pero poco conocido, mundo de la estandarizacion inter-
nacional.

Los estandares se dividen en dos categorias: de facto y de jure. Los estdndares de facto (“de
hecho”) son los que simplemente surgieron, sin ningun plan formal. La PC de IBM y sus suce-
soras son estandares de facto para oficinas chicas y equipos domésticos porque docenas de fabri-
cantes decidieron copiar exactamente las maquinas de IBM. Del mismo modo, UNIX es el estandar
de facto para sistemas operativos en los departamentos de ciencias de la computacion de las uni-
versidades.

En contraste, los estandares de jure (“por derecho”), son formales, legales, adoptados por al-
guna institucion de estandarizacion autorizada. Por lo general, las autoridades de estandarizacion
internacional se dividen en dos clases: las establecidas por acuerdos entre los gobiernos de cada
pais, y las incluidas de manera voluntaria, sin acuerdos entre organizaciones. En el area de los es-
tandares de redes de computadoras hay varias organizaciones de cada tipo, las cuales explicare-
mos a continuacion.

1.6.1 Quién es quién en el mundo de las telecomunicaciones

La situacion legal de las compaiiias telefonicas del mundo varia considerablemente de un pais
a otro. En un extremo estan los Estados Unidos con sus 1500 empresas telefonicas privadas indi-
viduales. Antes de que AT&T se dividiera, en 1984, era la empresa mas grande del mundo y do-
minaba el escenario. Proporcionaba servicio telefonico a casi 80% de los usuarios de Estados
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Unidos, con sucursales diseminadas en la mitad del pais; las compafiias oponentes atendian al res-
to de los clientes (en su mayor parte rurales). Desde que se dividio, AT&T sigue proporcionando
servicio de larga distancia, pero ahora en competencia con otras empresas. Las siete Compafiias
Operadoras Regionales de Bell que surgieron de la division de AT&T y numerosas empresas in-
dependientes proporcionan servicios de telefonia local y celular. Debido a las frecuentes fusiones
y otros cambios, la industria estd en un estado de movimiento constante.

Las empresas que dan servicios de comunicacion al publico en Estados Unidos se llaman por-
tadoras comunes (carriers). Las ofertas y precios se describen en un documento llamado tarifa,
el cual debe ser aprobado por la Comision Federal de Comunicaciones para el trafico interestatal
e internacional, pero el trafico estatal interno lo aprueban las comisiones de servicios publicos.

En el otro extremo estan los paises en los cuales el gobierno respectivo tiene el monopolio de
todas las comunicaciones, como correos, telégrafos, teléfonos y a veces la radio y la television. La
mayor parte del mundo cae dentro de esta categoria. En algunos casos la autoridad de la teleco-
municacion es una compaiiia nacionalizada y en otros es simplemente una rama del gobierno, co-
nocida generalmente como PTT (administracion de Correos, Telégrafos y Teléfonos). La
tendencia a nivel mundial es hacia una liberacion y competencia, y alejarse del monopolio guber-
namental. La mayoria de los paises europeos tiene privatizadas (parcialmente) sus PTTs, pero en
otras partes el proceso avanza con lentitud.

Con tantos proveedores diferentes de servicios, es claro que se necesita una compatibilidad a
escala mundial para asegurarse de que las personas (y las computadoras) de un pais puedan llamar
a sus contrapartes en otro. En realidad, esta necesidad ha existido desde hace mucho tiempo. En
1865, los representantes de muchos gobiernos de Europa se reunieron para formar el predecesor
de la actual ITU (Unién Internacional de Telecomunicaciones). Su trabajo era estandarizar las
telecomunicaciones internacionales, que en esos dias se hacian mediante el telégrafo. Incluso en-
tonces era patente que si la mitad de los paises utilizaba el codigo Morse y la otra utilizaba un co-
digo diferente, surgiria un problema. Cuando el teléfono entrd al servicio internacional, la ITU
empez0 a trabajar en la estandarizacion de la telefonia. En 1947 la ITU se convirtié en una agen-
cia de las Naciones Unidas.

La ITU tiene tres sectores principales:

1. Radiocomunicaciones (ITU-R).
2. Estandarizacion de telecomunicaciones (ITU-T).

3. Desarrollo (ITU-D).

La ITU-R se ocupa de asignar frecuencias de radio en todo el mundo a los grupos de interés
en competencia. Nos enfocaremos en primer lugar en la ITU-T, que se ocupa de los sistemas tele-
fonicos y de comunicacion de datos. De 1956 a 1993, 1a ITU-T se conocia como CCITT (del fran-
cés Comité Consultatif International Télégraphique et Téléphonique, Comité Consultivo
Internacional para la Telegrafia y Telefonia). El 1o. de marzo de 1993 el CCITT se reorganizé pa-
ra hacerlo menos burocratico y cambié de nombre para reflejar su nuevo papel. Tanto la ITU-T
como el CCITT emitieron recomendaciones en el drea de comunicaciones telefonicas y de datos.
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Es frecuente encontrar algunas de las recomendaciones del CCITT, como la X.25 del CCITT, aun-
que desde 1993 las recomendaciones llevan la etiqueta de la ITU-T.
La ITU-T tiene cuatro clases de miembros:

1. Gobiernos nacionales.
2. De sector.

3. Asociados.
4

. Agencias reguladoras.

La ITU-T tiene alrededor de 200 miembros gubernamentales, entre ellos casi todos los miem-
bros de las Naciones Unidas. Puesto que Estados Unidos no tiene una PTT, alguien mas tenia que
representarlos en la ITU-T. Esta tarea recayo en el Departamento de Estado, probablemente por-
que la ITU-T tenia que ver con los paises extranjeros, que era la especialidad del Departamento
de Estado.

Hay aproximadamente 500 miembros de sector, incluyendo compaiiias telefonicas (por ejem-
plo, AT&T, Vodafone, WorldCom), fabricantes de equipos de telecomunicacion (como Cisco, No-
kia, Nortel), fabricantes de computadoras (como Compaq, Sun, Toshiba), fabricantes de chips
(como Intel, Motorola, TI), compaiia de medios (como AOL Time Warner, CBS, Sony) y otras
empresas interesadas (como Boeing, Samsung, Xerox). Varias organizaciones cientificas no lucra-
tivas y consorcios industriales también son miembros de sector (por ejemplo, I[FIP e IATA). Los
miembros asociados son organizaciones mas pequefias que se interesan en un grupo de estudio en
particular. Las agencias reguladoras son quienes vigilan el negocio de la telecomunicacion, como
la Comision Federal de Comunicaciones de Estados Unidos.

La tarea de la ITU-T es hacer recomendaciones técnicas sobre telefonia, telegrafia y las inter-
faces de comunicacion de datos. Estas recomendaciones suelen convertirse en estandares recono-
cidos internacionalmente, por ejemplo el V.24 (también conocido en Estados Unidos como EIA
RS-232), el cual especifica la ubicacion y significado de los diversos pines en el conector utiliza-
do para la mayoria de las terminales asincronas y médems externos.

Es preciso observar que las recomendaciones de la ITU-T técnicamente son solo sugerencias
que los gobiernos pueden adoptar o ignorar (ya que los gobiernos parecen adolescentes de 13 afios
a quienes no les gusta recibir 6rdenes). En la practica, un pais que desee adoptar un estandar tele-
fonico diferente del utilizado por el resto del mundo, es libre de hacerlo, pero el precio es el aisla-
miento. Esto podria funcionar en Corea del Norte, pero fuera de ahi seria un verdadero problema. El
sofisma de llamar “recomendaciones” a los estandares de la ITU-T era y es necesario para man-
tener en calma el nacionalismo de varios paises.

El trabajo verdadero de la ITU-T se realiza en sus 14 grupos de estudio, a veces de hasta 400
personas, que abarcan aspectos que van desde la facturacion telefonica hasta servicios de multi-
media. Para conseguir la realizacion de los proyectos, los grupos de estudio se dividen en equipos
de trabajo, que a su vez se dividen en equipos de expertos, que a su vez se dividen en grupos es-
pecificos. Una vez burdcrata, jamas se deja de serlo.
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A pesar de todo esto, en realidad la ITU-T hace su trabajo. Desde que surgio, ha producido
cerca de 3000 recomendaciones que ocupan cerca de 60,000 paginas de papel. Muchas de ellas se
han llevado a la practica en gran medida. Por ejemplo, una de sus recomendaciones es el popular
estandar V.90 para modems de 56 kbps.

En tanto las comunicaciones completen la transicion, que empez6 en la década de 1980, de ser
nacionales totalmente a ser globales totalmente, los estandares llegaran a ser mas importantes ca-
da vez, y mas y mas organizaciones querran estar implicadas en su establecimiento. Para mas in-
formacion sobre la ITU, vea (Irmer, 1994).

1.6.2 Quién es quién en los estandares internacionales

Los estandares internacionales son producidos y publicados por la ISO (Organizacion de Es-
tandares Internacionales),” una organizacion voluntaria no surgida de un acuerdo, fundada en
1946. Sus miembros son las organizaciones de estdndares nacionales de los 89 paises miembro.
Entre ellos se encuentran ANSI (Estados Unidos), BSI (Gran Bretafia), AFNOR (Francia), DIN
(Alemania) y otros 85.

La ISO emite estandares sobre una gran cantidad de temas, desde los mas basicos (literalmen-
te) como tuercas y pernos, hasta el revestimiento de los postes telefonicos (sin mencionar las se-
millas de cacao [ISO 2451], las redes de pesca [ISO 1530], ropa interior femenina [ISO 4416] y
algunos otros objetos que no se pensaria que fueran sujetos de estandarizacion). Se han emitido
mas de 13,000 estandares, entre ellos los estandares de OSI. La ISO tiene casi 200 comités técni-
cos, numerados por el orden de su creacion, refiriéndose cada uno a un objeto especifico. El TC1
se ocupa de las tuercas y pernos (estandariza la rosca de los tornillos). El TC97 trata con compu-
tadoras y procesamiento de informacion. Cada TC tiene subcomités (SCs) divididos en grupos de
trabajo (WGs).

El trabajo real lo hacen sobre todo los WGs, integrados por mas de 100,000 voluntarios en to-
do el mundo. Muchos de estos “voluntarios” son asignados a trabajar en asuntos de la ISO por sus
empleadores, cuyos productos se estan estandarizando. Otros son oficiales gubernamentales an-
siosos de que lo que se hace en su pais llegue a ser estandar internacional. Los expertos académi-
cos también estan activos en muchos de los WGs.

En cuanto a estdndares de telecomunicacion, la ISO y la ITU-T suelen cooperar (la ISO es
miembro de la ITU-T), para evitar la ironia de dos estandares internacionales oficiales mutuamen-
te incompatibles.

El representante de Estados Unidos en la ISO es el ANSI (Instituto Estadounidense de Es-
tandares Nacionales), que a pesar de su nombre es una organizacion privada no gubernamental y
no lucrativa. Sus miembros son fabricantes, empresas portadoras comunes y otras partes interesa-
das. La ISO suele adoptar los estandares ANSI como estandares internacionales.

El procedimiento seguido por la ISO para adoptar estandares se ha disefiado para obtener el
mayor consenso posible. El proceso inicia cuando alguna de las organizaciones de estandares

tPara los puristas, el verdadero nombre de la ISO es Organizacion Internacional para la Estandarizacion.
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nacionales siente la necesidad de un estandar internacional en un area determinada. Entonces se
forma un grupo de trabajo para presentar un CD (Borrador de Comité). El CD se distribuye a
todos los miembros, que tienen seis meses para criticarlo. Si la mayoria lo aprueba, se revisa y
distribuye un documento revisado, llamado DIS (Borrador de Estindar Internacional) para
comentarios y votacion. Con base en los resultados de esta vuelta, se prepara, aprueba y publica
el texto final del IS (Estandar Internacional). En areas de gran controversia, un CD o un DIS
podria llegar a tener varias versiones antes de lograr suficientes votos y todo el proceso puede lle-
gar a tardar afos.

El NIST (Instituto Nacional de Estindares y Tecnologia) es parte del Departamento de Co-
mercio de Estados Unidos. Se llamaba Oficina Nacional de Estandares. Emite estandares que son
obligatorios para compras hechas por el gobierno de Estados Unidos, excepto por los del Depar-
tamento de Defensa, que tiene sus propios estandares.

Otro representante importante en el mundo de los estandares es el IEEE (Instituto de Inge-
nieros Eléctricos y Electronicos), la mayor organizacion de profesionales del mundo. Ademas de
publicar multitud de periodicos y organizar cientos de conferencias cada afio, el IEEE tiene un gru-
po de estandarizacion que desarrolla estandares en el area de ingenieria eléctrica y computacion.
El comité 802 del IEEE ha estandarizado muchos tipos de LANs. Estudiaremos algunos de sus
resultados mas adelante. El trabajo real lo hace un conjunto de grupos de trabajo, que se listan en
la figura 1.38. La tasa de éxito de los diversos grupos de trabajo del 802 ha sido baja; el hecho de
tener un numero 802.x no garantiza el éxito. Pero el impacto de las historias de éxito (en especial,
del 802.3 y el 802.11) ha sido tremendo.

1.6.3 Quién es quién en el mundo de los estindares de Internet

El amplio mundo de Internet tiene sus propios mecanismos de estandarizacién, muy diferentes
de los de 1a ITU-T y 1a ISO. La diferencia se puede resumir diciendo que quienes asisten a las reu-
niones de estandarizacion de la ITU o la ISO van de traje, pero las personas que asisten a las juntas
de estandarizacion de Internet van de mezclilla (excepto cuando se retnen en San Diego, donde
van de short y camiseta).

En las reuniones de la ITU y la ISO abundan los oficiales corporativos y burocratas, para quie-
nes la estandarizacion es su trabajo. Se refieren a la estandarizacién como una Cosa Buena y de-
dican sus vidas a ella. Por otro lado, la gente de Internet prefiere la anarquia por cuestion de
principios. Sin embargo, con cientos de millones de personas haciendo sus propias cosas, la co-
municacidn es escasa. Por lo tanto, los estandares, aunque deplorables, son necesarios.

Cuando se configur6 ARPANET, el DoD cre6 un comité informal para supervisarla. En
1983 se dio otro nombre al comité: IAB (Consejo de Actividades de Internet) y se le enco-
mendd una mision un poco mas amplia, que era la de mantener a los investigadores de ARPA-
NET y de Internet apuntando mas o menos en la misma direccion; algo muy parecido a juntar
una manada de gatos. El significado del acronimo “IAB” se cambi6 a Consejo para la Arqui-
tectura de Internet.
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Numero Tema

802.1 Supervision y arquitectura de LANs

802.2 | | Control l6gico de enlace
802.3 * | Ethernet

802.4 | | Token bus (se utilizé por un corto tiempo en plantas manufactureras)

802.5 Token ring (entrada de IBM al mundo de las LANs)

802.6 | | Cola dual, bus dual (primera red de &rea metropolitana)
802.7 | | Grupo de consultoria técnico de tecnologias de banda ancha
802.8 1 | Grupo de consultoria de tecnologias de fibra dptica

802.9 | | LANs sincrona (para aplicaciones de tiempo real)

802.10 | | LANSs virtuales y seguridad

802.11 * | LANSs inaldambricas
802.12 | | Demanda de prioridad (AnyLAN de Hewlett-Packard)
802.13 Numero de mala suerte. Nadie lo quiso

802.14 | | Médems de cable (desaparecido: primero surgié un consorcio en la industria)

802.15 * | Redes de area personal (Bluetooth)

802.16 * | Redes inalambricas de area ancha

802.17 Anillo de paquete elastico

Figura 1-38. Los grupos de trabajo del 802. Los importantes se marcan con *. Los que
se marcan con 4 estdn en hibernacién. El que tiene la f se desintegro.

Cada uno de los aproximadamente 10 miembros del IAB encabezaba una fuerza de trabajo re-
lacionada con algin asunto importante. El IAB se reunia varias veces al afio para discutir los
resultados y para dar retroalimentacion al DoD y a la NSF, que proporcionaban la mayor parte de
los fondos en aquel entonces. Cuando se necesitaba un estdndar (por ejemplo, un nuevo algoritmo
de enrutamiento), los miembros del IAB le daban solucion y después anunciaban los cambios
para que los estudiantes que estuvieran a cargo de la implementacion del software pudieran reali-
zarlos. La comunicacion se llevaba a cabo mediante una serie de informes técnicos denominados
RFCs (Solicitudes de Comentarios). Estos informes se almacenan en linea y cualquiera que es-
té interesado en ellos puede descargarlos de www.ietf.org/rfc. Los RFCs se encuentran organiza-
dos por el orden cronolégico de su creacion. Actualmente existen alrededor de 3000. En este libro
mencionaremos muchos RFCs.

Para 1989 Internet habia crecido tanto que este estilo sumamente informal dejo de ser funcio-
nal. Muchos fabricantes ofrecian productos de TCP/IP en ese entonces y no deseaban cambiarlos
tan solo porque 10 investigadores habian concebido una mejor idea. El IAB fue reorganizado de
nueva cuenta en el verano de 1989. Los investigadores fueron transferidos a la IRTF (Fuerza de
Trabajo para la Investigacion sobre Internet), que fue puesta bajo el mando del IAB, junto con
la IETF (Fuerza de Trabajo para la Ingenieria de Internet). EI IAB se renovo con nuevos
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miembros, que representaban a un rango mas amplio de organizaciones que tan so6lo a la comuni-
dad de investigadores. Inicialmente fue un grupo que se autorrenovaba, cuyos miembros servian
durante dos afios y ellos mismos designaban a sus sucesores. Mas tarde se creo la Sociedad de In-
ternet, integrada por gente interesada en Internet. En cierto sentido, esta sociedad se asemeja al
ACM o al IEEE. Es dirigida por administradores electos que designan a los miembros del IAB.

El proposito de esta division era que la IRTF se concentrara en proyectos de investigacion a
largo plazo, en tanto que la IETF se encargaba de proyectos de ingenieria a corto plazo. La IETF
se dividio en grupos de trabajo, cada uno a cargo de un problema especifico. Inicialmente, los li-
deres de cada grupo se reunian en un comité para dirigir los proyectos de ingenieria. Entre los
temas de los grupos de trabajo estan nuevas aplicaciones, informacion de usuario, integracion OSI,
enrutamiento y direccionamiento, seguridad, administracion de redes y estandares. Con el tiempo
se formaron tantos grupos de trabajo (mas de 70), que se ordenaron por areas y el lider de cada
area formaba parte del comité directivo.

Ademas, se adopto un proceso de estandarizacion mas formal, con base en el ISO. Para con-
vertirse en Estandar Propuesto, la idea fundamental debia explicarse completamente en un RFC
y despertar suficiente interés en la comunidad. Para avanzar a la etapa de Estandar Borrador, una
implementacion funcional debia haber sido rigurosamente probada por al menos dos sitios inde-
pendientes durante al menos cuatro meses. Si el IAB se convence de que la idea suena logica y el
software funciona, declara que el RFC es un Estandar de Internet. Algunos de estos estandares se
han convertido en estandares del DoD (MIL-STD), con lo cual son obligatorios para los provee-
dores del DoD. En cierta ocasion, David Clark hizo el siguiente comentario, ahora famoso, acer-
ca del proceso de estandarizacion de Internet: “consenso apretado y coédigo que funcione”.

1.7 UNIDADES METRICAS

Para evitar confusiones, vale la pena indicar de manera explicita que en este libro, como en las
ciencias de la computacion en general, se utilizan unidades métricas en lugar de las unidades in-
glesas tradicionales. En la figura 1.39 se muestran los principales prefijos del sistema métrico. Por
lo general, los prefijos se abrevian mediante sus primeras letras, con las unidades mayores que uno
en mayusculas (KB, MB, etcétera). Una excepcion (por razones histdricas) es kbps, de kilobits por
segundo. Por lo tanto, una linea de comunicacion de 1 Mbps transmite 10° bits por segundo y un
reloj de 100 pseg (o 100 ps) marca cada 107'° segundos. Dado que tanto mili como micro empie-
zan con la letra “m”, se tiene que hacer una distincion. Por lo general, “m” es para mili y “u” (la
letra griega mu) es para micro.

También vale la pena sefalar que para medir el tamafio de la memoria, de disco, de archivo y
de bases de datos, en la practica comun de la industria de la computacion las unidades tienen equi-
valencias ligeramente distintas. En ésta, kilo equivale a 2'° (1024) en vez de 10° (1000) porque
las memorias siempre son potencias de dos. De esta forma, 1 KB de memoria son 1024 bytes, no
1000 bytes. De manera similar, | MB de memoria son 22° (1,048,576) bytes, 1 GB de memoria
son 2% (1,073,741,824) bytes, y 1 TB de base de datos son 2*° (1,099,511,627,776) bytes. No obs-
tante, una linea de comunicacion de 1 kbps transmite 1000 bits por segundo y una LAN de
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Exp. Explicito Prefijo | Exp. Explicito | Prefijo
107 0.001 mili 103 1,000 | Kilo
107  0.000001 micro 108 1,000,000 | Mega
10°  0.000000001 nano 10° 1,000,000,000 | Giga
107 0.000000000001 pico 102 1,000,000,000,000 | Tera
107" 0.000000000000001 femto 10'° 1,000,000,000,000,000 | Peta
107" 0.0000000000000000001 atto 108 1,000,000,000,000,000,000 | Exa
107%"  0.0000000000000000000001 zepto 10?1 1,000,000,000,000,000,000,000 | Zeta
10*  0.0000000000000000000000001 | yocto 10%* | 1,000,000,000,000,000,000,000,000 | Yotta

Figura 1-39. Los principales prefijos métricos.

10 Mbps corre a 10,000,000 de bits por segundo debido a que estas velocidades no son potencias
de dos. Desgraciadamente, mucha gente mezcla estos dos sistemas, en particular en lo referente a
los tamafios de disco. Para evitar la ambigiliedad, en este libro utilizaremos los simbolos KB, MB
y GB para 2!, 220 y 230 bytes, respectivamente, y los simbolos kbps, Mbps y Gbps para 10,
10° y 10? bits por segundo, respectivamente.

1.8 PANORAMA DEL RESTO DEL LIBRO

Este libro estudia tanto los principios como la practica de las redes de computadoras. La ma-
yoria de los capitulos inician con un analisis de los principios relevantes, seguido por diversos
ejemplos que ilustran estos principios. Por lo general, los ejemplos se toman de Internet y de las
redes inalambricas puesto que ambos son importantes y muy distintos. Donde es necesario, se dan
otros ejemplos.

El libro se estructura de acuerdo con el modelo hibrido que se presenta en la figura 1-24. El
analisis de la jerarquia de protocolos empieza en el capitulo 2, a partir de la capa mas baja. El segun-
do capitulo proporciona algunos antecedentes en el campo de la comunicacion de datos. Se pre-
sentan sistemas alambricos, inalambricos y satelitales. Este material se relaciona con la capa
fisica, aunque veremos unicamente los aspectos de arquitectura y no los de hardware. También se
analizan numerosos ejemplos de la capa fisica, como la red telefonica ptblica conmutada, la tele-
fonia celular y la red de television por cable.

En el capitulo 3 se presenta la capa de enlace de datos y sus protocolos a través de ejemplos
que crecen en complejidad. También se cubre el analisis de estos protocolos. Mas tarde se exami-
nan algunos protocolos importantes que se usan con mucha frecuencia, entre ellos HDLC (que se
emplea en redes de baja y mediana velocidad) y PPP (que se utiliza en Internet).

El capitulo 4 tiene que ver con la subcapa de acceso al medio, que forma parte de la capa de
enlace de datos. El aspecto principal al que se enfrenta esta subcapa es como determinar quién uti-
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lizara la red cuando ésta consiste en un solo canal compartido, como ocurre en la mayoria de las
LANSs y en algunas redes satelitales. Se dan muchos ejemplos de LANs alambricas, LANs inalam-
bricas (en especial Ethernet), MANs inalambricas, Bluetooth y redes satelitales. También se ana-
lizan los puentes y los conmutadores de enlace de datos.

El capitulo 5 aborda la capa de red, en particular el enrutamiento, con muchos algoritmos de
enrutamiento, tanto estaticos como dindmicos. Aun con el uso de buenos algoritmos de enruta-
miento, si existe mas trafico del que puede manejar la red, se genera congestion, por lo que anali-
zaremos el tema de la congestion y como evitarla. Es aiin mejor garantizar una calidad especifica
en el servicio que tan solo evitar la congestion. También analizaremos este punto. La conexion de
redes heterogéneas para conformar interredes acarrea numerosos problemas que también exami-
naremos. Daremos una amplia cobertura a la capa de red en Internet.

El capitulo 6 se encarga de la capa de transporte. Gran parte del capitulo se dedica a los pro-
tocolos orientados a la conexion, puesto que muchas aplicaciones los necesitan. Se analiza en de-
talle un ejemplo de servicio de transporte y su implementacion. Se proporciona el codigo para este
sencillo ejemplo con el propdsito de mostrar como se puede implementar. Tanto UDP como TCP,
protocolos de transporte de Internet, se abordan en detalle, al igual que sus aspectos de desempe-
flo. Asimismo, veremos aspectos relacionados con las redes inaldmbricas.

El capitulo 7 presenta la capa de aplicacion, sus protocolos y aplicaciones. El primer tema es
el DNS, que es el directorio telefonico de Internet. A continuacion trataremos el correo electroni-
co, junto con un analisis de sus protocolos. Mas adelante pasaremos a Web, con explicaciones mi-
nuciosas sobre contenido estatico, contenido dinamico, lo que sucede tanto en el cliente como en
el servidor, protocolos, rendimiento, la Web inaldmbrica, entre otros temas. Por ultimo, examina-
remos la multimedia en red, con temas como audio de flujo continuo, radio en Internet y video ba-
jo demanda.

El capitulo 8 se relaciona con la seguridad de red. Este tema tiene aspectos que se relacionan
con todas las capas, por lo cual es mas sencillo abordarlo después de haber explicado minuciosa-
mente todas las capas. El capitulo inicia con una introduccion a la criptografia. Mas adelante
muestra como se puede utilizar ésta para garantizar la seguridad en las comunicaciones, el correo
electronico y Web. El libro finaliza con un analisis de algunas areas en las cuales la seguridad afec-
ta la privacidad, la libertad de expresion, la censura y otros aspectos sociales con los cuales choca
directamente.

El capitulo 9 contiene listas de lecturas sugeridas, con comentarios, organizadas por capitulo.
Su propdsito es ayudar a los lectores que deseen llevar mas alla el estudio sobre las redes. El ca-
pitulo también tiene una bibliografia alfabética de todas las referencias que se dan en el libro.

El sitio Web del autor puede consultarlo desde:

http://www.pearsonedlatino.com/tanenbaum

el cual contiene una pagina con vinculos a muchos tutoriales, FAQs, compaiiias, consorcios indus-
triales, organizaciones profesionales, organizaciones de estandares, tecnologias, documentos y mu-
chas cosas mas.
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1.9 RESUMEN

Las redes de computadoras se pueden utilizar para diversos servicios, tanto para compaiiias
como para individuos. Para las compaiiias, las redes de computadoras personales que utilizan ser-
vidores compartidos con frecuencia dan acceso a informacion corporativa. Por lo general, estas re-
des siguen el modelo cliente-servidor, con estaciones de trabajo clientes en los escritorios de los
empleados que acceden a servidores instalados en la sala de maquinas. Para los individuos, las re-
des ofrecen acceso a una diversidad de recursos de informacion y entretenimiento. Los individuos
acceden a Internet mediante una llamada al ISP a través de un mdédem, aunque una cantidad cre-
ciente de usuarios cuenta con una conexion fija en casa. Un area con gran futuro es la de las re-
des inalambricas, con nuevas aplicaciones como acceso movil al correo electronico y el comercio
movil.

A grandes rasgos, las redes se pueden dividir en LANs, MANs, WANSs e interredes, con sus
propias caracteristicas, tecnologias, velocidades y nichos. Las LANs ocupan edificios y operan a
altas velocidades. Las MANs abarcan toda una ciudad, por ejemplo, el sistema de television por
cable, el cual es utilizado por mucha gente para acceder a Internet. Las WANs se extienden por un
pais o un continente. Las LANs y las MANs pueden ser o no conmutadas (es decir, no tienen en-
rutadores); las WANSs son conmutadas. Las redes inalambricas se estan volviendo sumamente po-
pulares, en especial las LANs inalambricas. Las redes se interconectan para formar interredes.

El software de red consta de protocolos, que son reglas mediante las cuales se comunican los
procesos. Los protocolos son de dos tipos: orientados a la conexion y no orientados a la conexion.
La mayoria de las redes soporta jerarquias de protocolos, en la cual cada capa proporciona servi-
cios a las capas superiores a ella y las libera de los detalles de los protocolos que se utilizan en las
capas inferiores. Las pilas de protocolos se basan generalmente en el modelo OSI o en el modelo
TCP/IP. Ambos modelos tienen capas de red, de transporte y de aplicacion, pero difieren en las de-
mas capas. Entre los aspectos de disefio estan la multiplexion, el control de flujo y el control de
errores. Gran parte del libro esta dedicada a los protocolos y su disefio.

Las redes ofrecen servicios a sus usuarios. Los servicios pueden ser orientados a la conexion
o no orientados a ésta. En algunas redes se proporciona servicio no orientado a la conexién en una
capa y servicio orientado a la conexion en la capa superior.

Las redes bien conocidas incluyen Internet, ATM, Ethernet y la LAN IEEE 802.11 inalam-
brica. Internet evolucion6 de ARPANET, a la cual se agregaron otras redes para conformar una
interred. La Internet actual es en realidad un conjunto de miles de redes, mas que de una sola red.
El aspecto que la distingue es el uso generalizado de la pila de protocolos TCP/IP. ATM tiene
un uso muy extendido en los sistemas telefonicos para el trafico de datos de larga distancia.
Ethernet es la LAN mas popular y se utiliza en la mayoria de las compaiiias y universidades. Por
ultimo, las LANs inalambricas a velocidades sorprendentemente altas (hasta 54 Mbps) comienzan
a desplegarse en forma masiva.

Para que varias computadoras se comuniquen entre si es necesaria una gran cantidad de estan-
darizacion, tanto en el software como en el hardware. Organizaciones como la ITU-T, el ISO, el
IEEE y el IAB manejan diferentes partes del proceso de estandarizacion.



CAP. 1 PROBLEMAS 81

10.

PROBLEMAS

. Imagine que ha entrenado a su San Bernardo, Byron, para que transporte una caja con tres cintas

de 8 mm en lugar del barrilito de brandy. (Cuando se llene su disco, usted tendra una emergencia.) Cada
una de estas cintas tiene capacidad de 7 gigabytes. El perro puede trasladarse adondequiera que usted
vaya, a una velocidad de 18 km/hora. ;jPara cudl rango de distancias tiene Byron una tasa de datos mas
alta que una linea de transmision cuya tasa de datos (sin tomar en cuenta la sobrecarga) es de 150 Mbps?

. Una alternativa a una LAN es simplemente un enorme sistema de comparticion de tiempo con termina-

les para todos los usuarios. Mencione dos ventajas de un sistema cliente-servidor que utilice una LAN.

Dos factores de red ejercen influencia en el rendimiento de un sistema cliente-servidor: el ancho de ban-
da de la red (cuantos bits por segundo puede transportar) y la latencia (cudnto tiempo toma al primer bit
llegar del cliente al servidor). Mencione un ejemplo de una red que cuente con ancho de banda y laten-
cia altos. A continuacion, mencione un ejemplo de una que cuente con ancho de banda y latencia bajos.

(Ademas del ancho de banda y la latencia, qué otros parametros son necesarios para dar un buen ejem-
plo de la calidad de servicio ofrecida por una red destinada a trafico de voz digitalizada?

. Un factor en el retardo de un sistema de conmutacion de paquetes de almacenamiento y reenvio es el

tiempo que le toma almacenar y reenviar un paquete a través de un conmutador. Si el tiempo de conmu-
tacion es de 10 useg, ;esto podria ser un factor determinante en la respuesta de un sistema cliente-ser-
vidor en el cual el cliente se encuentre en Nueva York y el servidor en California? Suponga que la
velocidad de propagacion en cobre y fibra es 2/3 de la velocidad de la luz en el vacio.

Un sistema cliente-servidor utiliza una red satelital, con el satélite a una altura de 40,000 km. ;Cual es
el retardo en respuesta a una solicitud, en el mejor de los casos?

En el futuro, cuando cada persona tenga una terminal en casa conectada a una red de computadoras, se-
ran posibles las consultas publicas instantdneas sobre asuntos legislativos pendientes. Con el tiempo, las
legislaturas existentes podrian eliminarse, para dejar que la voluntad popular se exprese directamente.
Los aspectos positivos de una democracia directa como ésta son bastante obvios; analice algunos de los
aspectos negativos.

Cinco enrutadores se van a conectar en una subred de punto a punto. Los disefiadores podrian poner una
linea de alta velocidad, de mediana velocidad, de baja velocidad o ninguna linea, entre cada par de en-
rutadores. Si toma 100 ms de tiempo de la computadora generar e inspeccionar cada topologia, ;cuanto
tiempo tomara inspeccionarlas todas?

Un grupo de 2" — 1 enrutadores estan interconectados en un arbol binario centralizado, con un enru-
tador en cada nodo del arbol. El enrutador i se comunica con el enrutador j enviando un mensaje a la
raiz del arbol. A continuacion, la raiz manda el mensaje al enrutador j. Obtenga una expresion aproxi-
mada de la cantidad media de saltos por mensaje para un valor grande de n, suponiendo que todos los
pares de enrutadores son igualmente probables.

Una desventaja de una subred de difusion es la capacidad que se desperdicia cuando multiples Aosts in-
tentan acceder el canal al mismo tiempo. Suponga, por ejemplo, que el tiempo se divide en ranuras dis-
cretas, y que cada uno de los %osts n intenta utilizar el canal con probabilidad p durante cada parte. ;Qué
fraccion de las partes se desperdicia debido a colisiones?
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Mencione dos razones para utilizar protocolos en capas.

Al presidente de Specialty Paint Corp. se le ocurre la idea de trabajar con una compaiiia cervecera local
para producir una lata de cerveza invisible (como medida para reducir los desechos). El presidente indi-
ca a su departamento legal que analice la situacion, y éste a su vez pide ayuda al departamento de inge-
nieria. De esta forma, el ingeniero en jefe se reune con su contraparte de la otra compaiiia para discutir
los aspectos técnicos del proyecto. A continuacion, los ingenieros informan los resultados a sus respec-
tivos departamentos legales, los cuales a su vez se comunican via telefonica para ponerse de acuerdo en
los aspectos legales. Por ultimo, los dos presidentes corporativos se ponen de acuerdo en la parte finan-
ciera del proyecto. ;Este es un ejemplo de protocolo con multiples capas semejante al modelo OSI?

(Cual es la diferencia principal entre comunicacion orientada a la conexion y no orientada a ésta?

Dos redes proporcionan servicio confiable orientado a la conexion. Una de ellas ofrece un flujo confia-
ble de bytes y la otra un flujo confiable de mensajes. ;Son idénticas? Si es asi, /por qué se hace la dis-
tincién? Si no son idénticas, mencione un ejemplo de algo en que difieran.

(Qué significa “negociacion” en el contexto de protocolos de red? Dé un ejemplo.

En la figura 1-19 se muestra un servicio. ;Hay algun otro servicio implicito en la figura? Si es asi, ;don-
de? Si no lo hay, ;por qué no?

En algunas redes, la capa de enlace de datos maneja los errores de transmision solicitando que se re-
transmitan las tramas dafiadas. Si la probabilidad de que una trama se dafie es p, ;cudl es la cantidad me-
dia de transmisiones requeridas para enviar una trama? Suponga que las confirmaciones de recepcion
nunca se pierden.

(Cual de las capas OSI maneja cada uno de los siguientes aspectos?:
(a) Dividir en tramas el flujo de bits transmitidos.
(b) Determinar la ruta que se utilizara a través de la subred.

Si la unidad que se transmite al nivel de enlace de datos se denomina trama y la que se transmite al ni-
vel de red se llama paquete, ;las tramas encapsulan paquetes o los paquetes encapsulan tramas? Expli-
que su respuesta?

Un sistema tiene una jerarquia de protocolos de n capas. Las aplicaciones generan mensajes con una lon-
gitud de M bytes. En cada una de las capas se agrega un encabezado de / bytes. ;,Qué fraccion del an-
cho de banda de la red se llena con encabezados?

Mencione dos similitudes entre los modelos de referencia OSI y TCP/IP. A continuacion mencione dos
diferencias entre ellos.

(Cual es la principal diferencia entre TCP y UDP?

La subred de la figura 1-25(b) se disefio para resistir una guerra nuclear. ;Cuantas bombas serian nece-
sarias para partir los nodos en dos conjuntos inconexos? Suponga que cualquier bomba destruye un no-
do y todos los enlaces que se conectan a ¢€l.

Internet esta duplicando su tamafio aproximadamente cada 18 meses. Aunque no se sabe a ciencia cier-
ta, una estimacion indica que en el 2001 habia 100 millones de kosts en Internet. Utilice estos datos pa-
ra calcular la cantidad esperada de Zosts para el afio 2010. ;Cree que esto es real? Explique por qué.
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Cuando un archivo se transfiere entre dos computadoras, pueden seguirse dos estrategias de confirma-
cion de recepcion. En la primera, el archivo se divide en paquetes, y el receptor confirma la recepcion
de cada uno de manera individual, aunque no confirma la recepcion del archivo como un todo. En con-
traste, en la segunda estrategia la recepcion de los paquetes no se confirma de manera individual, sino
la del archivo completo. Comente las dos estrategias.

(Por qué ATM utiliza celdas pequeiias de longitud fija?

(Qué tan grande era un bit, en metros, en el estandar 802.3 original? Utilice una velocidad de transmi-
sion de 10 Mbps y suponga que la velocidad de propagacion en cable coaxial es 2/3 la velocidad de la
luz en el vacio.

Una imagen tiene 1024 X 768 pixeles con 3 bytes/pixel. Suponga que la imagen no se encuentra com-
primida. ;Cuanto tiempo tomara transmitirla sobre un canal de moédem de 56 kpbs? ;Sobre un moédem
de cable de 1 Mbps? ;Sobre una red Ethernet a 10 Mbps? ;Sobre una red Ethernet a 100 Mbps?

Ethernet y las redes inalambricas tienen algunas similitudes y diferencias. Una propiedad de Ethernet es
que solo se puede transmitir una trama a la vez sobre una red de este tipo. (El 802.11 comparte esta
propiedad con Ethernet? Comente su respuesta.

Las redes inalambricas son faciles de instalar, y ello las hace muy econdmicas puesto que los costos de
instalacion eclipsan por mucho los costos del equipo. No obstante, también tienen algunas desventajas.
Mencione dos de ellas.

Cite dos ventajas y dos desventajas de contar con estandares internacionales para los protocolos de red.

Cuando un sistema tiene una parte fija y una parte removible (como ocurre con una unidad de CD-ROM
y el CD-ROM), es importante que exista estandarizacion en el sistema, con el proposito de que las dife-
rentes compaifiias puedan fabricar tanto la parte removible como la fija y todo funcione en conjunto.
Mencione tres ejemplos ajenos a la industria de la computacion en donde existan estandares internacio-
nales. Ahora mencione tres areas donde no existan.

Haga una lista de sus actividades cotidianas en las cuales intervengan las redes de computadoras. ;De
qué manera se alteraria su vida si estas redes fueran stbitamente desconectadas?

Averigiie cuales redes se utilizan en su escuela o lugar de trabajo. Describa los tipos de red, las topolo-
gias y los métodos de conmutacion que utilizan.

El programa ping le permite enviar un paquete de prueba a un lugar determinado y medir cuanto tarda
en ir y regresar. Utilice ping para ver cuanto tiempo toma llegar del lugar donde se encuentra hasta di-
versos lugares conocidos. Con los resultados, trace el tiempo de transito sobre Internet como una fun-
cion de la distancia. Lo mas adecuado es utilizar universidades, puesto que la ubicacion de sus servidores
se conoce con mucha precision. Por ejemplo, berkeley.edu se encuentra en Berkeley, California; mit.edu se
localiza en Cambridge, Massachusetts; vu.n/ esta en Amsterdam, Holanda; www.usyd.edu.au se encuen-
tra en Sydney, Australia, y www.uct.ac.za se localiza en Cape Town, Sudafrica.

Vaya al sitio Web de la IETF, www.ietf org, y entérese de lo que hacen ahi. Elija un proyecto y escriba
un informe de media pagina acerca del problema y la solucién que propone.

La estandarizacion es sumamente importante en el mundo de las redes. La ITU y la ISO son las princi-
pales organizaciones oficiales encargadas de la estandarizacion. Vaya a los sitios Web de estas organiza-
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ciones, en www.ifu.org y www.iso.org, respectivamente, y analice el trabajo de estandarizacion que rea-
lizan. Escriba un breve informe sobre las cosas que han estandarizado.

Internet esta conformada por una gran cantidad de redes. Su disposicion determina la topologia de In-
ternet. En linea se encuentra una cantidad considerable de informacion acerca de la topologia de Inter-
net. Utilice un motor de busqueda para investigar mas sobre la topologia de Internet y escriba un breve
informe sobre sus resultados.



LA CAPA FISICA

En este capitulo analizaremos la capa que esta en la parte mas baja de la jerarquia de la figu-
ra 1-24. Dicha capa define las interfaces mecanica, eléctrica y de temporizacion de la red. Co-
menzaremos con un analisis teorico de la transmision de datos, el cual nos llevara a descubrir que
la Madre Naturaleza establece limites en lo que se puede enviar a través de un canal.

Después trataremos tres tipos de medios de transmision: dirigidos (cable de cobre y fibra 6p-
tica), inalambricos (radio terrestre) y por satélite. Este material proporcionara informacion a fondo
de las principales tecnologias de transmision que se utilizan en las redes actuales.

El resto del capitulo se dedicara a dar tres ejemplos de sistemas de comunicacion que se uti-
lizan en la practica en las redes de computadora de area amplia: el sistema telefonico (fijo), el sis-
tema de telefonia movil y el sistema de television por cable. Los tres utilizan una red dorsal de
fibra optica, pero estan organizados de diferente manera y utilizan tecnologias distintas en la ulti-
ma milla (la conexion hacia el cliente).

2.1 LA BASE TEORICA DE LA COMUNICACION DE DATOS

Mediante la variacion de algunas propiedades fisicas, como el voltaje o la corriente, es posible
transmitir informacion a través de cables. Al representar el valor de este voltaje o corriente como
una funcién simple del tiempo, f(#), podemos modelar el comportamiento de la sefial y analizarlo
matematicamente. Este analisis es el tema de las siguientes secciones.

85
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2.1.1 El analisis de Fourier

A principios del siglo XIX, el matematico francés Jean-Baptiste Fourier probd que cualquier
funcidén periodica de comportamiento razonable, g(f) con un periodo 7, se puede construir suman-
do una cantidad (posiblemente infinita) de senos y cosenos:

1 o0 o]
f)=—c+ 2nnft) + S b 2mnft 2-1
g(?) > c nE:lan sen(2mnft) ;:1 , COS(2Tnft) (2-1)

donde = 1/T es la frecuencia fundamental, a, y b, son las amplitudes de seno y coseno de los
n-ésimos (términos) armonicos y ¢ es una constante. Tal descomposicion se conoce como serie
de Fourier. A partir de ella, es posible reconstruir la funcion, es decir, si se conoce el periodo 7'y
se dan las amplitudes, la funcion original del tiempo puede encontrarse realizando las sumas que se
muestran en la ecuacion (2-1).

Una sefial de datos que tenga una duracion finita (la cual todas poseen) se puede manejar con
solo imaginar que el patron se repite una y otra vez por siempre (es decir, el intervalo de 7 a 27
es el mismo que de 0 a 7, etcétera).

Las amplitudes a, se pueden calcular para cualquier g(f) dada multiplicando ambos lados de
la ecuacion (2-1) por sen(2mkft) y después integrando de 0 a 7. Puesto que

Tsen(21tlg‘t) sen(2nnft)dt = 0para k # n
{ T2 parak =n

s6lo un término de la sumatoria perdura: a,. La sumatoria de b, desaparece por completo. De ma-
nera similar, al multiplicar la ecuacion (2-1) por cos(2mkft) e integrando entre 0 y 7, podemos de-
rivar b,. Con sélo integrar ambos lados de la ecuacion como estd, podemos encontrar c. Los
resultados de realizar estas operaciones son los siguientes:

T r 7
a,= lT {g(t) senmaf)dt b, = % {g(t) cos2mnftydt  c= %{ g(0) dt

2.1.2 Senales de ancho de banda limitado

Para ver como se relaciona todo esto con la comunicacion de datos, consideremos un ejemplo
especifico: la transmision del caracter “b”” ASCII codificado en un byte de 8 bits. El patron de bits
que se va a transmitir es 01100010. La parte izquierda de la figura 2-1(a) muestra la salida de vol-
taje que produce la computadora transmisora. El analisis de Fourier de la sefial produce los coefi-
cientes:

a, = [cos(mn/4) — cos(3mn/4) + cos(6mn/4) — cos(Tmn/4)]
n

b,= T% [sen(3mtn/4) — sen(ntn/4) + sen(7nn/4) — sen(61n/4)]
n

c=23/4
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SEC. 2.1

0.50
0.25

1234567 89101112131415

Tiempo —

Numero de armonicas

(a)

1 arménica

2 armonicas

4 armonicas

123 4

8 armonicas

12345678

Numero de armoénicas

Tiempo —

Figura 2-1. (a) Una sefial binaria y sus amplitudes de raiz cuadrada media de Fourier. (b)-(e)

Aproximaciones sucesivas a la sefial original.
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En el lado derecho de la figura 2-1(a) se muestran las amplitudes de raiz cuadrada media,

\/af + bz, para los primeros términos. Estos valores son importantes porque sus cuadrados son
proporcionales a la energia transmitida en la frecuencia correspondiente.

Ninguna instalacidn transmisora puede transmitir sefiales sin perder cierta potencia en el pro-
ceso. Si todos los componentes de Fourier disminuyeran en la misma proporcion, la sefial resul-
tante se reduciria en amplitud, pero no se distorsionaria [es decir, tendria la misma forma cuadrada
que tiene en la figura 2-1(a)]. Desgraciadamente, todas las instalaciones de transmisién disminu-
yen los distintos componentes de Fourier en diferente grado, lo que provoca distorsion. Por lo ge-
neral, las amplitudes se transmiten sin ninguna disminucién desde O hasta cierta frecuencia f,
[medida en ciclos/seg o Hertz (Hz)], y todas las frecuencias que se encuentren por arriba de esta
frecuencia de corte seran atenuadas. El rango de frecuencias que se transmiten sin atenuarse con
fuerza se conoce como ancho de banda. En la practica, el corte en realidad no es abrupto, por lo
que con frecuencia el ancho de banda ofrecido va desde 0 hasta la frecuencia en la que el valor de
la amplitud es atenuado a la mitad de su valor original.

El ancho de banda es una propiedad fisica del medio de transmision y por lo general depende
de la construccion, grosor y longitud de dicho medio. En algunos casos, se introduce un filtro en el
circuito para limitar la cantidad de ancho de banda disponible para cada cliente. Por ejemplo, un ca-
ble de teléfono podria tener un ancho de banda de 1 MHz para distancias cortas, pero las compa-
fnias telefonicas agregan un filtro que restringe a cada cliente a aproximadamente 3100 Hz. Este
ancho de banda es adecuado para el lenguaje inteligible y mejora la eficiencia del sistema al limi-
tar a los usuarios en el uso de los recursos.

Ahora consideremos cémo luciria la sefial de la figura 2-1(a) si el ancho de banda fuera tan
lento que solo las frecuencias mas bajas se transmitieran [es decir, si la funcion fuera aproximada
por los primeros términos de la ecuacion 2-1(a)]. La figura 2-1(b) muestra la sefial que resulta de
un canal que permite que s6lo pase la primera armonica (la fundamental, /). De manera similar, la
figura 2-1(c)-(e) muestra el espectro y las funciones reconstruidas de canales de ancho de banda
mas grande.

Dada una tasa de bits de b bits/seg, el tiempo requerido para enviar 8 bits (por ejemplo) 1 bit
a la vez es 8/b seg, por lo que la frecuencia de la primera armonica es /8 Hz. Una linea telefo-
nica normal, llamada con frecuencia linea con calidad de voz, tiene una frecuencia de corte in-
troducida de manera artificial arriba de 3000 Hz. Esta restriccion significa que el nimero de
armoénicas mas altas que pasan es de aproximadamente 3000/(b/8) o 24,000/b (el corte no es
abrupto).

Para algunas tasas de datos, los numeros resultan como se muestra en la figura 2-2. A partir
de estos nimeros, queda claro que tratar de transmitir a 9600 bps por una linea teleféonica trans-
formara la figura 2-1(a) en algo similar a lo que se muestra en la figura 2-1(c), lo que dificulta la
recepcion precisa del flujo de bits binarios original. Deberia ser obvio que a tasas de datos mucho
mayores que 38.4 kbps, no hay la menor esperanza para las sefales binarias, aun si la transmision
se encuentra completamente libre de ruidos. En otras palabras, limitar el ancho de banda limita la
tasa de datos, incluso en canales perfectos. Sin embargo, existen esquemas de codificacion refina-
dos que utilizan diferentes niveles de voltaje y pueden alcanzar tasas de datos mayores. Este tema
lo trataremos con mayor detalle mas adelante en el capitulo.
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Bps | T (mseg) | Primera armodnica (Hz) | # de armdnicas enviadas
300 26.67 37.5 80
600 13.33 75 40
1200 6.67 150 20
2400 3.33 300 10
4800 1.67 600
9600 0.83 1200
19200 0.42 2400 1
38400 0.21 4800 0

Figura 2-2. Relacion entre tasa de datos y armonicas.

2.1.3 La tasa de datos maxima de un canal

En 1924, un ingeniero de AT&T, Henry Nyquist, se dio cuenta de que incluso un canal perfec-
to tiene una capacidad de transmision finita. Derivo una ecuacion que expresa la tasa de datos ma-
xima para un canal sin ruido de ancho de banda finito. En 1948, Claude Shannon continué el
trabajo de Nyquist y lo extendi6 al caso de un canal sujeto a ruido aleatorio (es decir, termodina-
mico) (Shannon, 1948). Solo resumiremos brevemente sus ahora clasicos resultados.

Nyquist probd que si se pasa una sefial cualquiera a través de un filtro pasa-bajas de ancho de
banda H, la senal filtrada se puede reconstruir por completo tomando s6lo 2H muestras (exactas)
por segundo. No tiene sentido muestrear la linea a una rapidez mayor que 2H veces por segun-
do porque los componentes de mayor frecuencia que tal muestreo puede recuperar ya se han fil-
trado. Si la sefal consiste en V niveles discretos, el teorema de Nyquist establece:

tasa de datos maxima = 2H log, I bits/seg

Por ejemplo, un canal sin ruido de 3 kHz no puede transmitir sefiales binarias (es decir, de dos
niveles) a una tasa mayor que 6000 bps.

Hasta aqui s6lo hemos considerado canales sin ruido. Si el ruido aleatorio esta presente, la si-
tuacion se deteriora rapidamente. Y el ruido aleatorio (térmico) siempre esta presente debido al
movimiento de las moléculas del sistema. La cantidad de ruido térmico presente se mide por la re-
lacion entre la potencia de la sefial y la potencia del ruido, llamada relacién sefial a ruido. Si in-
dicamos la potencia de la sefial con una Sy la potencia del ruido con N, la relacion sefial a ruido
es S/N. Por lo general, la relacion misma no se expresa; en su lugar, se da la cantidad 10 log,, S/N.
Estas unidades se conocen como decibeles (dB). Una relacion S/N de 10 es 10 dB, una relacion
de 100 es 20 dB, una de 1000 es 30 dB, y asi sucesivamente. Los fabricantes de amplificadores
estereofonicos a menudo caracterizan el ancho de banda (rango de frecuencia) en el cual su pro-
ducto es lineal dando la frecuencia de 3 dB en cada extremo. Estos son los puntos a los que el fac-
tor de amplificacion ha sido dividido (puesto que log;,3 = 0.5).



90 LA CAPA FISICA CAP. 2

El resultado principal de Shannon es que la tasa de datos maxima de un canal ruidoso cuyo
ancho de banda es H Hz y cuya relacion sefial a ruido es S/N, esta dada por

numero maximo de bits/seg = H log, (1 + S/N)

Por ejemplo, un canal con un ancho de banda de 3000 Hz y con una relacion sefial a ruido térmi-
co de 30 dB (los parametros tipicos de la parte analogica del sistema telefonico) no puede transmitir
mas alla de 30,000 bps, sin importar cuantos niveles de sefial se utilicen, ni con qué frecuencia se
tomen los muestreos. El resultado de Shannon se dedujo aplicando argumentos de la teoria de la in-
formacion y es valido para cualquier canal sujeto a ruido térmico. Los ejemplos contrarios se de-
ben clasificar en la misma categoria de las maquinas de movimiento perpetuo. Sin embargo, cabe
sefalar que éste solamente es un limite superior y que los sistemas reales rara vez lo alcanzan.

2.2 MEDIOS DE TRANSMISION GUIADOS

El proposito de la capa fisica es transportar un flujo de datos puro de una maquina a otra. Es
posible utilizar varios medios fisicos para la transmision real. Cada uno tiene su propio nicho en
términos de ancho de banda, retardo, costo y facilidad de instalacion y mantenimiento. Los me-
dios se clasifican de manera general en medios guiados, como cable de cobre y fibra dptica, y
medios no guiados, como radio y laser a través del aire. Analizaremos estos temas en las siguien-
tes secciones.

2.2.1 Medios magnéticos

Una de las formas mas comunes para transportar datos de una computadora a otra es almace-
narlos en cintas magnéticas o medios extraibles (por ejemplo, DVDs grabables), transportar fisi-
camente la cinta o los discos a la maquina de destino y leer dichos datos ahi. Si bien este método
no es tan avanzado como utilizar un satélite de comunicaciones geosincrono, con frecuencia es
mas rentable, especialmente para aplicaciones en las que un ancho de banda alto o el costo por bit
transportado es un factor clave.

Un célculo simple aclarara este punto. Una cinta Ultrium estandar puede almacenar 200 giga-
bits. Una caja de 60 x 60 x 60 cm puede contener aproximadamente 1000 de estas cintas, con una
capacidad total de 200 terabytes, o 1600 terabits (1.6 petabits). Una caja de cintas puede enviarse
a cualquier parte de Estados Unidos en 24 horas por Federal Express y otras compaiiias. El ancho
de banda efectivo de esta transmision es de 1600 terabits/86,400 seg o 19 Gbps. Si el destino esta
a solo una hora por carretera, el ancho de banda se incrementa a casi 400 Gbps. Ninguna red de
computadoras puede aprovechar esto.

En el caso de un banco que diariamente tiene que respaldar muchos gigabytes de datos en una
segunda maquina (para poder continuar en caso de que suceda alguna inundacion o un terremoto),
es probable que ninguna otra tecnologia de transmision pueda siquiera acercarse en rendimiento a
la cinta magnética. Es cierto que la rapidez de las redes se estd incrementando, pero también las
densidades de las cintas.
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Si vemos ahora el costo, obtendremos un panorama similar. El costo de una cinta Ultrium es
de aproximadamente $40 cuando se compra al mayoreo. Una cinta puede reutilizarse al menos 10
veces, por lo que el costo de la cinta podria ser de $4000 por caja, por uso. Agreguemos otros
$1000 por el envio (probablemente menos), y tenemos un costo de mas o menos $5000 por alma-
cenar 200 TB. Esto equivale a 3 centavos por cada gigabyte. Ninguna red puede superar esto. La
moraleja es:

Nunca subestime el ancho de banda de una camioneta repleta de cintas que va a
toda velocidad por la carretera

2.2.2 Par trenzado

Aunque las caracteristicas del ancho de banda de una cinta magnética son excelentes, las de
retardo son pobres. El tiempo de transmision se mide en minutos u horas, no en milisegundos. Pa-
ra muchas aplicaciones se necesita una conexion en linea. Uno de los medios de transmisién mas
viejos, y todavia el mas comun, es el cable de par trenzado. Este consiste en dos alambres de co-
bre aislados, por lo regular de 1 mm de grueso. Los alambres se trenzan en forma helicoidal, igual
que una molécula de DNA. Esto se hace porque dos alambres paralelos constituyen una antena
simple. Cuando se trenzan los alambres, las ondas de diferentes vueltas se cancelan, por lo que la
radiacion del cable es menos efectiva.

La aplicacion mas comun del cable de par trenzado es en el sistema telefonico. Casi todos los
teléfonos estan conectados a la compafiia telefénica mediante un cable de par trenzado. La distan-
cia que se puede recorrer con estos cables es de varios kilometros sin necesidad de amplificar las
sefiales, pero para distancias mayores se requieren repetidores. Cuando muchos cables de par tren-
zado recorren de manera paralela distancias considerables, como podria ser el caso de los cables
de un edificio de departamentos que van hacia la compaiiia telefonica, se suelen atar en haces y
se cubren con una envoltura protectora. Los cables dentro de estos haces podrian sufrir interferen-
cias si no estuvieran trenzados. En algunos lugares del mundo en donde las lineas telefonicas se
instalan en la parte alta de los postes, se observan frecuentemente dichos haces, de varios centi-
metros de diametro.

Los cables de par trenzado se pueden utilizar para transmision tanto analdgica como digital.
El ancho de banda depende del grosor del cable y de la distancia que recorre; en muchos casos
pueden obtenerse transmisiones de varios megabits/seg, en distancias de pocos kilometros. Debi-
do a su comportamiento adecuado y bajo costo, los cables de par trenzado se utilizan ampliamen-
te y es probable que permanezcan por muchos afios.

Hay varios tipos de cableado de par trenzado, dos de los cuales son importantes para las redes
de computadoras. Los cables de par trenzado categoria 3 consisten en 2 alambres aislados que se
trenzan de manera delicada. Cuatro de estos pares se agrupan por lo regular en una envoltura
de plastico para su proteccion. Antes de 1988, la mayoria de los edificios de oficinas tenia un
cable de categoria 3 que iba desde un gabinete de cableado central en cada piso hasta cada ofici-
na. Este esquema permitié que hasta cuatro teléfonos comunes o dos teléfonos de multiples lineas
en cada oficina se conectaran con el equipo de la compaiiia telefonica en el gabinete de cableado.
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A comienzos de 1988 se introdujeron los cables de par trenzado categoria 5 mas avanzados.
Son similares a los de la categoria 3, pero con mas vueltas por centimetro, lo que produce una me-
nor diafonia y una sefial de mejor calidad a distancias mas largas. Esto los hace mas adecuados pa-
ra una comunicacion mas rapida entre computadoras. Las siguientes son las categorias 6 y 7, que
tienen capacidad para manejar sefiales con anchos de banda de 250 y 600 MHz, respectivamente
(en comparacion con los 16 y 100 MHz de las categorias 3 y 5, respectivamente).

Todos estos tipos de cableado comtinmente se conocen como UTP (Par Trenzado sin Blin-
daje), en comparacion con los cables de par trenzado costosos, blindados y voluminosos que IBM
introdujo a principios de la década de 1980, los cuales no ganaron popularidad fuera de las insta-
laciones de IBM. En la figura 2-3 se muestra un cableado de par trenzado.

(@) (b)

Figura 2-3. (a) UTP categoria 3. (b) UTP categoria 5.

2.2.3 Cable coaxial

Otro medio comun de transmision es el cable coaxial (conocido frecuentemente tan sélo co-
mo “coax’). Este cable tiene mejor blindaje que el de par trenzado, asi que puede abarcar tramos
mas largos a velocidades mayores. Hay dos clases de cable coaxial que son las mas utilizadas. Una
clase: el cable de 50 ohms, se usa por lo general para transmision digital. La otra clase, el cable de
75 ohms, se utiliza comunmente para la transmision analdgica y la television por cable, pero se es-
ta haciendo cada vez mas importante con el advenimiento de Internet a través de cable. Esta dis-
tincion se basa en hechos histéricos, mas que en técnicos (por ejemplo, las antenas antiguas de
dipolos tenian una impedancia de 300 ohms y era facil utilizar los transformadores adaptadores
de impedancia 4:1).

Un cable coaxial consiste en un alambre de cobre rigido como nucleo, rodeado por un mate-
rial aislante. El aislante esta forrado con un conductor cilindrico, que con frecuencia es una malla
de tejido fuertemente trenzado. El conductor externo se cubre con una envoltura protectora de
plastico. En la figura 2-4 se muestra una vista en corte por capas de un cable coaxial.

La construccion y el blindaje del cable coaxial le confieren una buena combinacién de ancho
de banda alto y excelente inmunidad al ruido. El ancho de banda posible depende de la calidad y
longitud del cable, y de la relacion sefial a ruido de la sefial de datos. Los cables modernos tienen
un ancho de banda de cerca de 1 GHz. Los cables coaxiales solian ser ampliamente usados en el
sistema telefonico para las lineas de larga distancia, pero en la actualidad han sido reemplazados
por la fibra optica en rutas de distancias considerables. Sin embargo, el cable coaxial atn se utili-
za ampliamente en la television por cable y en las redes de area metropolitana.
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Nucleo Material Conductor Cubierta
de cobre aislante exterior protectora
entrelazado de plastico

Figura 2-4. Un cable coaxial.

2.2.4 Fibra optica

Muchas personas de la industria de la computacion se enorgullecen de lo rapido que esta me-
jorando la tecnologia en esta area. La PC original de IBM (1981) se ejecutaba a una velocidad de
reloj de 4.77 MHz. Veinte afios mas tarde, las PCs pueden correr a 2 GHz, con un factor de ganan-
cia de 20 por década. No esta nada mal.

En el mismo periodo, la comunicacion de datos de area amplia paso de 56 kbps (ARPANET)
a 1 Gbps (comunicacion optica moderna), con un factor de ganancia de mas de 125 por década, y
al mismo tiempo la tasa de error pasé de 107 por bit hasta casi cero.

Ademas, las CPUs individuales estan empezando a aproximarse a limites fisicos, como la ve-
locidad de la luz y los problemas de la disipacion de calor. En contraste, con la tecnologia actual
de fibras, el ancho de banda alcanzable ciertamente esta por encima de los 50,000 Gbps (50 Tbps)
y muchas personas se estan esforzando arduamente para encontrar mejores tecnologias y materia-
les. El limite practico de sefalizacion actual de aproximadamente 10 Gbps se debe a nuestra inca-
pacidad para convertir con mayor rapidez las sefales eléctricas a Opticas, aunque en el laboratorio
se han alcanzado hasta 100 Gbps en una sola fibra.

En la competencia entre la computacion y la comunicacion, esta ultima gand. La generacion
de cientificos e ingenieros de computacion acostumbrados a pensar en términos de los bajos limi-
tes de Nyquist y Shannon impuestos por el alambre de cobre aun no ha comprendido todas las im-
plicaciones del ancho de banda practicamente infinito (aunque no sin un costo). El nuevo sentido
comun deberia ser que todas las computadoras son desesperadamente lentas y que las redes debe-
rian tratar de evitar las tareas de computo a cualquier precio, sin importar cuanto ancho de banda
se desperdicie. En esta seccion analizaremos la fibra dptica para ver como funciona esa tecnolo-
gia de transmision.

Un sistema de transmision optico tiene tres componentes: la fuente de luz, el medio de trans-
mision y el detector. Convencionalmente, un pulso de luz indica un bit 1 y la ausencia de luz in-
dica un bit 0. El medio de transmisién es una fibra de vidrio ultradelgada. El detector genera un
pulso eléctrico cuando la luz incide en él. Al agregar una fuente de luz en un extremo de una fi-
bra optica y un detector en el otro, se tiene un sistema de transmision de datos unidireccional que
acepta una sefial eléctrica, la convierte y transmite mediante pulsos de luz y, luego, reconvierte la
salida a una sefal eléctrica en el extremo receptor.
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Este sistema de transmision tendria fugas de luz y seria inutil en la practica excepto por un
principio interesante de la fisica. Cuando un rayo de luz pasa por un medio a otro —por ejemplo,
de silice fundida al aire—, el rayo se refracta (se dobla) en la frontera de la silice y el aire, como
se muestra en la figura 2-5(a). En ella vemos un rayo de luz que incide en la frontera con un an-
gulo o, y que emerge con un angulo B,. El grado de refraccion depende de las propiedades de los
dos medios (en particular sus indices de refraccion). Para angulos con incidencias mayores de cier-
tos valores criticos, la luz se refracta nuevamente a la silice; ninguna parte de ¢l escapa al aire. Por
lo tanto, un rayo de luz que incide en un dngulo mayor o igual que el critico queda atrapado den-
tro de la fibra, como se muestra en la figura 2-5(b), y se puede propagar por varios kilometros
practicamente sin pérdida.

Frontera Reflexion interna

silice/aire B4 Bo B3 / total

Silice Fuente de luz
(a) (b)

Figura 2-5. (a) Tres ejemplos de un rayo de luz procedente del interior de una fibra de silice que
incide sobre la frontera de la silice y el aire con diferentes angulos. (b) Luz atrapada por reflexion
interna total.

El diagrama de la segunda figura unicamente muestra un rayo atrapado, pero puesto que cual-
quier rayo de luz que incida en la frontera con un angulo mayor que el critico se reflejara interna-
mente, muchos rayos estaran rebotando con angulos diferentes. Se dice que cada rayo tiene un
modo diferente, por lo que una fibra que tiene esta propiedad se denomina fibra multimodo.

Por otro lado, si el diametro de la fibra se reduce a unas cuantas longitudes de onda de luz, la
fibra actua como una guia de ondas y la luz se puede propagar solo en linea recta, sin rebotar, lo
cual da como resultado una fibra monomodo. Las fibras monomodo son mas caras, pero se pue-
den utilizar en distancias mas grandes. Las fibras monomodo disponibles en la actualidad pueden
transmitir datos a 50 Gbps a una distancia de 100 km sin amplificacion. En el laboratorio se han
logrado tasas de datos todavia mayores a distancias mas cortas.

Transmision de la luz a través de fibra optica

Las fibras oOpticas se hacen de vidrio, que a su vez se fabrica con arena, una materia debajo
costo disponible en cantidades ilimitadas. La fabricacion de vidrio era conocida por los antiguos
egipcios, pero su vidrio no tenia mas de 1 mm de espesor, porque de lo contrario la luz no podia
atravesarlo. Durante el Renacimiento se forjo un vidrio suficientemente transparente para utilizar-
lo en ventanas. El vidrio utilizado para fabricar fibras 6pticas modernas es tan transparente que si
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el océano estuviera lleno de éste en lugar de agua, el fondo del mar seria tan visible desde la su-
perficie como lo es el suelo desde un avion en un dia claro.

La atenuacion de la luz dentro del vidrio depende de la longitud de onda de la luz (asi como
de algunas propiedades fisicas del vidrio). En la figura 2-6 se muestra la atenuacion para la clase de
vidrio que se usa en las fibras, en decibeles por kilometro lineal de fibra. La atenuacion en deci-
beles estd dada por la formula:

potencia transmitida

Atenuacion en decibeles = 10 log, : "
potencia recibida

Por ejemplo, un factor de pérdida de dos da como resultado una atenuacion de 10 log,, 2 = 3 dB.
La figura muestra la parte cercana al infrarrojo del espectro, que es la que se utiliza en la practi-
ca. La luz visible tiene longitudes de onda ligeramente mas cortas, de 0.4 a 0.7 micras (1 micra es
107 metros). Los puristas de la métrica se referirian a estas longitudes de onda como 400 nm a
700 nm, pero nosotros nos apegaremos al uso tradicional.
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Figura 2-6. Atenuacion de la luz dentro de una fibra en la region de infrarrojo.

Para las comunicaciones se utilizan tres bandas de longitud de onda, las cuales se centran en
0.85, 1.30 y 1.55 micras, respectivamente. Las ultimas dos tienen buenas propiedades de atenua-
cion (una pérdida de menos de 5% por kilometro). La banda de 0.85 micras tiene una atenuacion
mas alta, pero a esa longitud de onda, los laseres y los componentes electronicos se pueden fabri-
car con el mismo material (arseniuro de galio). Las tres bandas tienen una anchura de entre 25,000
y 30,000 GHz.

La longitud de los pulsos de luz transmitidos por una fibra aumenta conforme se propagan.
Este fenomeno se llama dispersion cromatica. La magnitud de ésta depende de la longitud de
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onda. Una forma de evitar que se encimen estos pulsos dispersos es incrementar la distancia entre
ellos, pero esto solamente se puede hacer reduciendo la tasa de transmision. Por fortuna, se ha des-
cubierto que al dar a los pulsos cierta forma especial relacionada con el reciproco del coseno hiper-
bolico, casi todos los efectos de la dispersion se disipan y puede ser posible enviar pulsos a miles
de kilometros sin una distorsion apreciable de la forma. Estos pulsos se llaman solitones. Se esta
realizando un enorme esfuerzo de investigacion para llevar a la practica el uso de los solitones.

Cables de fibra

Los cables de fibra optica son similares a los coaxiales, excepto por el trenzado. La figura 2-7(a)
muestra una fibra individual vista de lado. Al centro se encuentra el nicleo de vidrio, a través del
cual se propaga la luz. En las fibras multimodo el didmetro es de 50 micras, aproximadamente el gro-
sor de un cabello humano. En las fibras monomodo el ntcleo es de 8 a 10 micras.

Funda ~ Cubierta

Nucleo
(vidrio)

Revestimiento Cubierta

(vidrio) (plastico) Nucleo Revestimiento

(a) (b)

Figura 2-7. (a) Vista de lado de una fibra individual. (b) Vista de extremo de una funda con tres fibras.

El nucleo esta rodeado por un revestimiento de vidrio con un indice de refraccion menor que
el del ntcleo, con el fin de mantener toda la luz en este ultimo. A continuacion esta una cubierta
plastica delgada para proteger al revestimiento. Las fibras por lo general se agrupan en haces, pro-
tegidas por una funda exterior. La figura 2-7(b) muestra una funda con tres fibras.

Las cubiertas de fibras terrestres por lo general se colocan en el suelo a un metro de la super-
ficie, donde a veces pueden sufrir dafios ocasionados por retroexcavadoras o tuzas. Cerca de la
costa, las cubiertas de fibras transoceanicas se entierran en zanjas mediante una especie de arado
marino. En las aguas profundas, simplemente se colocan al fondo, donde los barcos de arrastre
pueden tropezar con ellas o los calamares gigantes pueden atacarlas.

Las fibras se pueden conectar de tres formas diferentes. Primera, pueden terminar en conec-
tores e insertarse en enchufes de fibra. Los conectores pierden entre 10 y 20% de la luz, pero fa-
cilitan la reconfiguracion de los sistemas.

Segunda, se pueden empalmar de manera mecanica. Los empalmes mecanicos acomodan dos
extremos cortados con cuidado, uno junto a otro, en una manga especial y los sujetan en su lugar.
La alineacidn se puede mejorar pasando luz a través de la uniéon y haciendo pequefios ajustes
para maximizar la sefal. Personal especializado realiza los empalmes mecanicos en alrededor de
cinco minutos, y la pérdida de luz de estos empalmes es de 10%.
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Tercera, se pueden fusionar (fundir) dos tramos de fibra para formar una conexion sélida. Un
empalme por fusion es casi tan bueno como una sola fibra, pero aun aqui hay un poco de atenuacion.

Con los tres tipos de empalme pueden ocurrir reflejos en el punto del empalme, y la energia
reflejada puede interferir la sefial.

Por lo general se utilizan dos clases de fuente de luz para producir las sefiales: LEDs (diodos
emisores de luz) y laseres semiconductores. Estas fuentes tienen propiedades diferentes, como se
muestra en la figura 2-8, y su longitud de onda se puede ajustar mediante la insercion de interfe-
rémetros Fabry-Perot o Mach-Zehnder entre la fuente y la fibra. Los interferometros Fabry-Perot
son cavidades simples de resonancia que consisten en dos espejos paralelos. La luz incide de ma-
nera perpendicular en los espejos. La longitud de la cavidad separa las longitudes de onda que ca-
ben en ella un numero entero de veces. Los interferdmetros de Mach-Zehnder separan la luz en
dos haces. Estos viajan distancias ligeramente diferentes. Se vuelven a combinar en el extremo y
quedan en fase solo para ciertas longitudes de onda.

Elemento LED Laser semiconductor
Tasa de datos Baja Alta
Tipo de fibra Multimodo | Multimodo o monomodo
Distancia Corta Larga
Tiempo de vida Largo Corto
Sensibilidad a la temperatura | Menor Considerable
Costo Bajo Elevado

Figura 2-8. Comparacion de diodos semiconductores y LEDs como fuentes de luz.

El extremo receptor de una fibra optica consiste en un fotodiodo, el cual emite un pulso eléc-
trico cuando lo golpea la luz. El tiempo de respuesta tipico de un fotodiodo es 1 nseg, lo que limi-
ta las tasas de datos a aproximadamente 1 Gbps. El ruido térmico también es un problema, por lo
que un pulso de luz debe llevar suficiente potencia para que se pueda detectar. Al hacer que los
pulsos tengan suficiente potencia, la tasa de errores puede disminuirse de manera considerable.

Redes de fibra doptica

La fibra optica se puede utilizar en LANS, asi como en transmisiones de largo alcance, aun-
que conectarse a ellas es mas complicado que a una Ethernet. Una forma de superar el problema
es reconocer que una red de anillo es en realidad una coleccion de enlaces punto a punto, como se
muestra en la figura 2-9. La interfaz en cada computadora pasa el flujo de pulsos de luz hacia el
siguiente enlace y también sirve como union T para que la computadora pueda enviar y aceptar
mensajes.

Se usan dos tipos de interfaz. Una interfaz pasiva consiste en dos derivaciones fusionadas a la
fibra principal. Una derivacion tiene un LED o un diodo laser en su extremo (para transmitir) y
la otra tiene un fotodiodo (para recibir). La derivacién misma es pasiva por completo y, por lo
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A/de la computadora

/Cable de cobre

Direccion de

,/| / — la propagacion
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Computadora

/ Fibra Receptor ~ Regenerador ~ Transmisor
\ optico de sefales optico
Fibra 6ptica Interfaz (fotodiodo) (eléctrica) (LED)

Figura 2-9. Anillo de fibra dptica con repetidores activos.

mismo, es extremadamente confiable pues un LED o un fotodiodo descompuesto no rompera el
anillo, solo dejara fuera de linea a una computadora.

El otro tipo de interfaz, mostrado en la figura 2-9, es el repetidor activo. La luz entrante se
convierte en una sefal eléctrica que se regenera a toda su intensidad si se debilitd y se retransmi-
te como luz. La interfaz con la computadora es un alambre ordinario de cobre que entra en el re-
generador de sefales. En la actualidad también se usan los repetidores puramente opticos. Estos
dispositivos no requieren las conversiones Optica a eléctrica a Optica, lo que significa que pueden
operar con anchos de banda muy altos.

Si falla un repetidor activo, el anillo se rompe y la red se cae. Por otro lado, puesto que la se-
fnal se regenera en cada interfaz, los enlaces individuales de computadora a computadora pueden
tener una longitud de kilometros, virtualmente sin un limite para el tamafio total del anillo. Las
interfaces pasivas pierden luz en cada unidén, de modo que la cantidad de computadoras y la lon-
gitud total del anillo se restringen en forma considerable.

La topologia de anillo no es la unica manera de construir una LAN con fibra optica. También
es posible tener difusion por hardware utilizando la construccion de estrella pasiva de la figura
2-10. En este disefio, cada interfaz tiene una fibra que corre desde su transmisor hasta un cilindro
de silice, con las fibras entrantes fusionadas a un extremo del cilindro. En forma similar, las fibras
fusionadas al otro extremo del cilindro corren hacia cada uno de los receptores. Siempre que una
interfaz emite un pulso de luz, se difunde dentro de la estrella pasiva para iluminar a todos los re-
ceptores, con lo que se alcanza la difusion. En efecto, la estrella pasiva combina todas las sefiales
entrantes y transmite el resultado combinado por todas las lineas. Puesto que la energia entrante
se divide entre todas las lineas que salen, la cantidad de nodos en la red esta limitada por la sen-
sibilidad de los fotodiodos.

Comparacion de la fibra éptica y el alambre de cobre

Es instructivo comparar la fibra con el cobre. La fibra tiene muchas ventajas. Para empezar,
puede manejar anchos de banda mucho mayores que el cobre. Tan sélo por esto, su uso seria in-
dispensable en redes de alto rendimiento. Debido a la baja atenuacion, sélo se necesitan repetidores
cada 50 km aproximadamente en lineas largas, contra casi cada 5 km cuando se usa cobre, lo que
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Receptor
m Transmisor / m

\ Interfaces
de computo

Cada fibra entrante
ilumina toda la
estrella

N

\—

Cada fibra saliente recibe
la luz de todas las fibras
entrantes

Figura 2-10. Conexion de estrella pasiva en una red de fibra oOptica.

implica un ahorro considerable. La fibra también tiene la ventaja de que las sobrecargas de ener-
gia, la interferencia electromagnética o los cortes en el suministro de energia no la afectan. Las
sustancias corrosivas del ambiente tampoco la afectan, lo que la hace ideal para ambientes fabri-
les pesados.

A las compaiiias telefonicas les gusta la fibra por una razon diferente: es delgada y ligera. Mu-
chos conductos de cable existentes estan completamente llenos, por lo que no hay espacio para
agregar mas capacidad. Al eliminar todo el cobre y reemplazarlo por fibra, se vacian los conduc-
tos y el cobre tiene un valor de reventa excelente para los refinadores de cobre quienes lo aprecian
como materia prima de alta calidad. Ademas, las fibras son mas ligeras que el cobre. Mil cables
de par trenzado de 1 km pesan 8000 kg. Dos fibras tienen mas capacidad y pesan s6lo 100 kg, lo
cual reduce de manera significativa la necesidad de sistemas mecanicos de apoyo que tienen que
mantenerse. Para las nuevas rutas, la fibra se impone debido a su bajo costo de instalacion.

Por ultimo, las fibras no tienen fugas de luz y es dificil intervenirlas y conectarse a ellas. Es-
tas propiedades dan a las fibras una seguridad excelente contra posibles espias.

Su parte negativa consiste en que es una tecnologia poco familiar que requiere habilidades de
las cuales carece la mayoria de los ingenieros, y en que las fibras pueden danarse con facilidad si
se doblan demasiado. Debido a que la transmisioén Optica es unidireccional, la comunicacion en
ambos sentidos requiere ya sea dos fibras o dos bandas de frecuencia en una fibra. Por altimo, las
interfaces de fibra cuestan mas que las eléctricas. No obstante, el futuro de todas las comunicacio-
nes fijas de datos para distancias de mas de unos cuantos metros claramente es la fibra. Para un
analisis de todos los aspectos de la fibra optica y sus redes, vea (Hecht, 2001).
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En nuestra era han surgido los adictos a la informacion: gente que necesita estar todo el tiem-
po en linea. Para estos usuarios moéviles, el cable de par trenzado, el cable coaxial y la fibra optica
no son utiles. Ellos necesitan obtener datos para sus computadoras laptop, notebook, de bolsillo, de
mano o de reloj pulsera sin estar limitados a la infraestructura de comunicaciones terrestre. Para es-
tos usuarios, la comunicacion inalambrica es la respuesta. En las siguientes secciones veremos la
comunicacion inaldmbrica en general, y veremos que tiene otras aplicaciones importantes ademas
de proporcionar conectividad a los usuarios que desean navegar por Web desde la playa.

Algunas personas creen que en el futuro s6lo habra dos clases de comunicacion: de fibra optica
e inalambrica. Todos los aparatos fijos (es decir, no mdviles): computadoras, teléfonos, faxes, etcé-
tera, se conectaran con fibra optica; todos los aparatos moviles usaran comunicacion inalambrica.

Sin embargo, la comunicacion inalambrica también tiene ventajas para los dispositivos fijos
en ciertas circunstancias. Por ejemplo, si es dificil tender fibras hasta un edificio debido al terre-
no (montafas, selvas, pantanos, etcétera), podria ser preferible un sistema inalambrico. Vale la pena
mencionar que la comunicacion digital inalambrica moderna comenz6 en las islas de Hawai, en
donde partes considerablemente grandes del océano Pacifico separaban a los usuarios, y el siste-
ma telefonico era inadecuado.

2.3.1 El espectro electromagnético

Cuando los electrones se mueven crean ondas electromagnéticas que se pueden propagar por
el espacio libre (aun en el vacio). El fisico britanico James Clerk Maxwell predijo estas ondas en
1865 y el fisico aleman Heinrich Hertz las observo en 1887. La cantidad de oscilaciones por se-
gundo de una onda electromagnética es su frecuencia, f, y se mide en Hz (en honor a Heinrich
Hertz). La distancia entre dos puntos maximos (o minimos) consecutivos se llama longitud de on-
da y se designa de forma universal con la letra griega A (lambda).

Al conectarse una antena del tamafio apropiado a un circuito eléctrico, las ondas electromag-
néticas pueden ser difundidas de manera eficiente y ser captadas por un receptor a cierta distan-
cia. Toda la comunicacion inalambrica se basa en este principio.

En el vacio, todas las ondas electromagnéticas viajan a la misma velocidad, no importa cual
sea su frecuencia. Esta velocidad, por lo general llamada velocidad de la luz, c, es de aproxima-
damente 3 x 10® m/seg o de un pie (30 cm) por nanosegundo. En el cobre o en la fibra optica,
la velocidad baja a casi 2/3 de este valor y se vuelve ligeramente dependiente de la frecuencia. La
velocidad de la luz es el limite maximo de velocidad. Ningun objeto o sefial puede moverse mas
rapido que la luz.

La relacion fundamental entre f, A y ¢ (en el vacio) es:

M= c (2-2)

Puesto que ¢ es una constante, si conocemos ¢l valor de f, podremos encontrar el de A, y vice-
versa. Como regla general, cuando A se expresa en metros y f'en MHz, Af'= 300. Por ejemplo, las
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ondas de 100 MHz son de aproximadamente 3 metros de longitud, las de 1000 MHz son de 0.3
metros y las ondas de 0.1 metros de longitud tienen una frecuencia de 3000 MHz.

En la figura 2-11 se muestra el espectro electromagnético. Las porciones de radio, microon-
das, infrarrojo y luz visible del espectro pueden servir para transmitir informacién modulando la
amplitud, frecuencia o fase de las ondas. La luz ultravioleta, los rayos X y los rayos gamma serian
todavia mejores, debido a sus frecuencias mas altas, pero son dificiles de producir y modular, no
se propagan bien entre edificios y son peligrosos para los seres vivos. Las bandas que se listan en
la parte inferior de la figura 2-11 son los nombres oficiales de la ITU y se basan en las longitudes
de onda, de modo que la banda LF va de 1 a 10 km (aproximadamente 30 a 300 kHz). Los térmi-
nos LE, MF y HF se refieren a las frecuencias baja, media y alta, respectivamente. Como podra
observar, cuando se asignaron los nombres, nadie esperaba que se sobrepasarian los 10 MHz, por
lo que posteriormente a las bandas mas altas se les nombrd como bandas VHF (frecuencia muy alta),
UHF (frecuencia ultraalta), EHF (frecuencia extremadamente alta) y THF (frecuencia tremenda-
mente alta). No hay mas nombres aparte de éstos, pero IHF, AHF y PHF (increiblemente alta
frecuencia, asombrosamente alta frecuencia y prodigiosamente alta frecuencia) sonarian bien.

f(Hz) 10° 10® 10* 10® 108 10" 10" 10™ 10'® 108 1020 1022 10?*

Radio |Microondas| Infrarrojo || UV Rayos X Rayos gamma
J Luz \\\
/ visible

, ~

f(Hz)104" 105 10® 107 108 10° 10'© 10'' 10'2 108 10™ 10’5\1()]6

Par trelnzado ‘ Satélite Fibra
} H . .
| Coaxial Microondas optica
AIM FM terrestres
Maritima ~ Radio Radio
-~
TV
| | | | | | | l |
Banda LF MF HF VHF UHF SHF EHF THF

Figura 2-11. El espectro electromagnético y sus usos para comunicaciones.

La cantidad de informacion que puede transportar una onda electromagnética se relaciona con
su ancho de banda. Con la tecnologia actual, es posible codificar unos cuantos bits por hertz a fre-
cuencias bajas, pero a frecuencias altas el nimero puede llegar hasta 8, de modo que un cable coa-
xial con un ancho de banda de 750 MHz puede transportar varios gigabits/seg. La figura 2-11 debe
dejar en claro ahora por qué a la gente de redes le gusta tanto la fibra optica.

Si resolvemos la ecuacion (2-2) para /'y la diferenciamos con respecto a A, obtenemos

ﬂ_ c

an - M\
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Si ahora usamos diferencias finitas en lugar de diferenciales y s6lo consideramos los valores

absolutos, obtenemos
Af = %2& (2-3)

Por lo tanto, dado el ancho de una banda de longitud de onda, AA, podemos calcular la banda
de frecuencia correspondiente, Af; y a partir de ella, la tasa de datos que puede producir la ban-
da. Cuanto mas ancha sea ésta, mayor serd la tasa de datos. Por ejemplo, considere la banda de
1.30 micras de la figura 2-6. Aqui tenemos A = 1.3 X 107% y AL = 0.17 x 1075, de manera que Af
es de aproximadamente 30 THz. A 8 bits/Hz, obtenemos 240 Tbps.

La mayoria de las transmisiones ocupa una banda de frecuencias estrecha (es decir, Af/f < 1)
a fin de obtener la mejor recepcion (muchos watts/Hz). Sin embargo, en algunos casos se utiliza una
banda ancha, con dos variaciones. En el espectro disperso con salto de frecuencia, el transmisor
salta de frecuencia en frecuencia cientos de veces por segundo. Es popular en la comunicacion mi-
litar debido a que de esta manera es dificil detectar las transmisiones y casi imposible intervenir-
las. Ofrece buena resistencia al desvanecimiento por multiples trayectorias debido a que la sefial
directa siempre llega primero al receptor. Las sefiales reflejadas siguen una trayectoria mas larga
y llegan mas tarde. Para ese entonces, tal vez el receptor ya haya cambiado de frecuencia y no
acepte sefales de la frecuencia anterior, con lo que se elimina la interferencia entre las sefiales di-
rectas y reflejadas. En afios recientes, esta técnica también se ha aplicado comercialmente —por
ejemplo, tanto 802.11 como Bluetooth la utilizan.

Como nota curiosa, la atractiva austriaca Hedy Lamarr, la primera mujer que aparecio desnuda
en una pelicula cinematografica (el filme checoslovaco Extase de 1933), colabor6 en la invencidon
de esta técnica. Su primer esposo, un fabricante de armamento, le coment6 lo facil que era bloquear
las sefiales de radio, las cuales en ese entonces se utilizaban para controlar los torpedos. Cuando
descubri6 que su esposo estaba vendiendo armas a Hitler, se horrorizo y se disfraz6 de criada para
escapar de él rumbo a Hollywood para continuar su carrera como actriz de cine. En su tiempo li-
bre, invento el salto de frecuencia para ayudar a los aliados en la guerra. Su disefio utilizaba 88 fre-
cuencias, el numero de teclas (y frecuencias) de un piano. Por su invento, ella y el compositor de
musica George Antheil, su amigo, recibieron la patente 2,292,387 de Estados Unidos. Sin embar-
g0, no pudieron convencer a la Marina de Estados Unidos de que su invento era util y, por lo tanto,
nunca recibieron regalias. Afios después de que la patente expirara, su invento cobrd popularidad.

El otro tipo de espectro disperso, el espectro disperso de secuencia directa —el cual dispersa
la sefal a través una banda de frecuencia ancha—, esta ganando popularidad en el mundo comer-
cial. En particular, algunos teléfonos moviles de segunda generacion lo utilizan, y dominara en los
de tercera generacion, gracias a su buena eficiencia espectral, inmunidad al ruido y otras propie-
dades. Algunas LANs inalambricas también lo utilizan. Posteriormente volveremos al tema del es-
pectro disperso. Si desea ver una historia fascinante y detallada de las comunicaciones por
espectro disperso, vea (Scholtz, 1982).

Por el momento, supondremos que todas las transmisiones utilizan una banda de frecuencia
estrecha. Ahora veremos cdmo se emplean las distintas partes del espectro electromagnético de la
figura 2-11, comenzando por la radio.
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2.3.2 Radiotransmision

Las ondas de radio son faciles de generar, pueden viajar distancias largas y penetrar edificios
sin problemas, y por ello su uso estd muy generalizado en la comunicacioén, tanto en interiores co-
mo en exteriores. Las ondas de radio también son omnidireccionales, lo que significa que viajan
en todas direcciones a partir de la fuente, por lo que no es necesario que el transmisor y el recep-
tor se encuentren alineados fisicamente.

En ocasiones la radio omnidireccional es buena, y en otras no lo es tanto. En la década de
1970, General Motors decidié equipar sus Cadillacs nuevos con frenos antibloqueo controlados
por computadora. Cuando el conductor pisaba el pedal del freno, la computadora accionaba los
frenos de manera intermitente en lugar de bloquearlos firmemente. Un buen dia, un oficial que pa-
trullaba las carreteras de Ohio encendid su nuevo radio mdvil para llamar a su cuartel general vy,
de repente, el Cadillac que iba junto a ¢l empezo6 a comportarse de manera muy extrafia. El oficial
le indicé al conductor que se detuviera a un lado del camino y, cuando lo hizo, el conductor alegd
que ¢l nada habia hecho y que el carro se habia vuelto loco.

Con el tiempo empezd a surgir un patron: los Cadillacs ocasionalmente se comportaban de ma-
nera muy extrafia, pero solo en las principales carreteras de Ohio y s6lo cuando alguna patrulla de ca-
minos estaba cerca. Durante mucho tiempo General Motors no pudo comprender por qué los Cadillacs
funcionaban bien en todos los demas estados e incluso en los caminos secundarios de Ohio. Después
de una busqueda intensa descubrieron que el cableado de los Cadillacs constituia una excelente ante-
na para la frecuencia que usaba el nuevo sistema de radio de las patrullas de caminos de Ohio.

Las propiedades de las ondas de radio dependen de la frecuencia. A bajas frecuencias, esas on-
das cruzan bien casi cualquier obstaculo, pero la potencia se reduce de manera drastica a medida
que se aleja de la fuente, aproximadamente en proporcion a 1/r2 en el aire. A frecuencias altas, las
ondas de radio tienden a viajar en linea recta y a rebotar en los obstaculos. También son absorbi-
das por la lluvia. En todas las frecuencias, las ondas de radio estan sujetas a interferencia por los
motores y otros equipos eléctricos.

Por la capacidad del radio de viajar largas distancias, la interferencia entre usuarios es un pro-
blema. Por esta razon, todos los gobiernos reglamentan estrictamente el uso de radiotransmisores,
con una excepcion, que veremos mas adelante.

En las bandas VLE, LF y MF las ondas de radio siguen la curvatura de la Tierra, como se ilus-
tra en la figura 2-12(a). Estas ondas se pueden detectar quiza a 1000 km en las frecuencias mas
bajas, y a menos en frecuencias mas altas. La difusion de radio AM usa la banda MF, y es por ello
que las estaciones de radio AM de Boston no se pueden oir con facilidad en Nueva York. Las on-
das de radio en estas bandas cruzan con facilidad los edificios, y es por ello que los radios porta-
tiles funcionan en interiores. El problema principal al usar bandas para comunicacion de datos es
su ancho de banda bajo (vea la ecuacion 2-3).

En las bandas HF y VHE, las ondas a nivel del suelo tienden a ser absorbidas por la tierra. Sin
embargo, las ondas que alcanzan la ionosfera, una capa de particulas cargadas que rodea a la Tie-
rra a una altura de 100 a 500 km, se refractan y se envian de regreso a nuestro planeta, como se
muestra en la figura 2-12(b). En ciertas condiciones atmosféricas, las sefiales pueden rebotar va-
rias veces. Los operadores de radio aficionados usan estas bandas para conversar a larga distancia.
El ejército se comunica también en las bandas HF y VHF.
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Figura 2-12. (a) En las bandas VLF, LF y MF, las ondas de radio siguen la curvatura de la Tierra.
(b) En la banda HF las ondas rebotan en la ionosfera.

2.3.3 Transmision por microondas

Por encima de los 100 MHz las ondas viajan en linea recta y, por lo tanto, se pueden enfocar
en un haz estrecho. Concentrar toda la energia en un haz pequefio con una antena parabolica (co-
mo el tan familiar plato de television por satélite) produce una relacion sefial a ruido mucho mas
alta, pero las antenas transmisora y receptora deben estar bien alineadas entre si. Ademas, esta di-
reccionalidad permite que varios transmisores alineados en una fila se comuniquen sin interferen-
cia con varios receptores en fila, siempre y cuando se sigan algunas reglas de espaciado. Antes de
la fibra optica, estas microondas formaron durante décadas el corazon del sistema de transmision
telefonica de larga distancia. De hecho, MCI, uno de los primeros competidores de AT&T después
de que esta compaiiia fue desregularizada, construy6 todo su sistema utilizando las comunicacio-
nes mediante microondas que iban de torre en torre ubicadas a decenas de kilometros una de la
otra. Incluso el nombre de la compaiiia reflejo esto (MCI son las siglas de Microwave Communi-
cations, Inc.). Tiempo después, MCI adopto la fibra y se fusioné con WorldCom.

Ya que las microondas viajan en linea recta, si las torres estdn muy separadas, partes de la Tie-
rra estorbaran (piense en un enlace de San Francisco a Amsterdam). Como consecuencia, se ne-
cesitan repetidores periddicos. Cuanto mas altas sean las torres, mas separadas pueden estar. La
distancia entre los repetidores se eleva en forma muy aproximada con la raiz cuadrada de la altu-
ra de las torres. Con torres de 100 m de altura, los repetidores pueden estar separados a 80 km de
distancia.

A diferencia de las ondas de radio a frecuencias mas bajas, las microondas no atraviesan bien
los edificios. Ademas, aun cuando el haz puede estar bien enfocado en el transmisor, hay cierta
divergencia en el espacio. Algunas ondas pueden refractarse en las capas atmosféricas mas bajas
y tardar un poco mas en llegar que las ondas directas. Las ondas diferidas pueden llegar fuera de
fase con la onda directa y cancelar asi la sefial. Este efecto se llama desvanecimiento por mul-
tiples trayectorias y con frecuencia es un problema serio que depende del clima y de la frecuen-
cia. Algunos operadores mantienen 10% de sus canales inactivos como repuesto para activarlos
cuando el desvanecimiento por multiples trayectorias cancela en forma temporal alguna banda de
frecuencia.
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La creciente demanda de espectro obliga a los operadores a usar frecuencias mas altas. Las
bandas de hasta 10 GHz ahora son de uso rutinario, pero con las de aproximadamente 4 GHz sur-
ge un problema: son absorbidas por el agua. Estas ondas s6lo tienen unos centimetros de longitud
y la lluvia las absorbe. Este efecto seria util si se quisiera construir un enorme horno de microon-
das externo para rostizar a los pajaros que pasen por ahi, pero para la comunicacion es un proble-
ma grave. Al igual que con el desvanecimiento por multiples trayectorias, la inica solucion es
interrumpir los enlaces afectados por la lluvia y enrutar la comunicacion por otra trayectoria.

En resumen, la comunicacion por microondas se utiliza tanto para la comunicacidn telefonica
de larga distancia, los teléfonos celulares, la distribucion de la television, etcétera, que el espectro
se ha vuelto muy escaso. Esta tecnologia tiene varias ventajas significativas respecto a la fibra. La
principal es que no se necesita derecho de paso; basta con comprar un terreno pequefio cada
50 km y construir en él una torre de microondas para saltarse el sistema telefénico y comunicarse
en forma directa. Asi es como MCI logré establecerse tan rapidamente como una compania nue-
va telefonica de larga distancia. (Sprint siguid un camino totalmente diferente: la fundo el ferro-
carril Southern Pacific Railroad, que ya poseia una gran cantidad de derechos de paso, limitandose
a enterrar la fibra junto a las vias.)

Las microondas también son relativamente baratas. Erigir dos torres sencillas (podrian ser
simplemente postes grandes con cables de retén) y poner antenas en cada una puede costar me-
nos que enterrar 50 km de fibra a través de un area urbana congestionada o sobre una montafia,
y también puede ser mas economico que rentar la fibra de la compaiiia de teléfonos, en especial
si ésta atn no ha recuperado por completo la inversion hecha por el cobre que quité cuando ins-
talo la fibra.

Las politicas del espectro electromagnético

Para evitar el caos total, hay acuerdos nacionales e internacionales acerca de quién utiliza cua-
les frecuencias. Puesto que todos desean una tasa de transferencia de datos mas alta, también de-
sean mas espectro. Los gobiernos nacionales asignan espectros para la radio AM y FM, la
television y los teléfonos moéviles, asi como para las compaiiias telefonicas, la policia, la marina,
la navegacion, la milicia, el gobierno y muchos otros usuarios en competencia. A nivel mundial,
una agencia de la ITU-R (WARC) trata de coordinar esta asignacion de manera que se puedan
fabricar los dispositivos que operan en diversos paises. Sin embargo, los paises no estan atados a
las recomendaciones de la ITU-R por lo que la FCC (Comision Federal de Comunicaciones), que
hace la asignacion para Estados Unidos, ha rechazado ocasionalmente las recomendaciones de la
ITU-R (por lo general, porque estas recomendaciones pedian a algin grupo politicamente podero-
so que cediera una parte del espectro).

Incluso cuando una parte del espectro se ha asignado para un uso en particular, como para los
teléfonos moviles, existe el aspecto adicional de cual empresa portadora tiene permitido utilizar
cuales frecuencias. En el pasado se utilizaban tres algoritmos. El mas antiguo, llamado concurso
de méritos (beauty contest), requiere que cada empresa portadora explique por qué su propuesta
es la que sirve mejor para los intereses publicos. Después los funcionarios del gobierno deciden
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cual de todas esas historias los convence mds. Debido a que alguno de estos funcionarios otor-
gaban propiedad valuada en miles de millones de dodlares a la compaiiia de su preferencia, esto
conducia a soborno, corrupcion, nepotismo, etcétera. Ademas, incluso un funcionario escrupulo-
samente honesto que piense que una compaiiia extranjera podria hacer mejor trabajo que cualquie-
ra de las nacionales, tiene que dar muchas explicaciones.

Esta observacion nos lleva al segundo algoritmo, en el que se realiza un sorteo entre las com-
paiiias interesadas. El problema con esta idea es que las compaiiias que no tienen ningtn interés
en utilizar el espectro, pueden entrar al sorteo. Por ejemplo, si un restaurante de comida rapida o
una cadena de zapaterias gana, puede revender el espectro a una empresa portadora, sacando una
ganancia inmensa y sin ningun riesgo.

La concesion de ganancias inesperadas a compafias atentas, aunque aleatorias, ha sido seve-
ramente criticada por muchos, lo que nos lleva al algoritmo 3: subastar el ancho de banda al me-
jor postor. Cuando en el ano 2000 Inglaterra subasto las frecuencias necesarias para los sistemas
moviles de la tercera generacion, esperaba obtener aproximadamente $4 mil millones. En realidad
recibié $40 mil millones debido a que las empresas portadoras cayeron en la desesperacion ante
la posibilidad de perder el mercado movil. Este evento desperto la avaricia de los gobiernos veci-
nos y los motivo a llevar a cabo sus propias subastas. Funcion6, pero también dejo a algunas em-
presas portadoras con deudas enormes que ahora las tienen al borde de la bancarrota. Incluso en
los mejores casos, les tomard muchos afos recuperar la inversion en la licencia.

Un enfoque totalmente diferente para asignar frecuencias es no asignarlas por completo. Tan
solo se deja que todos transmitan a voluntad, pero se regula la potencia utilizada de manera que
las estaciones tengan un rango tan corto que no interfieran entre ellas. Por consiguiente, la mayoria
de los gobiernos han apartado algunas bandas de frecuencias, llamadas bandas ISM (industriales,
médicas y cientificas) de uso no autorizado. Los dispositivos para abrir puertas de garaje, teléfo-
nos inalambricos, juguetes controlados por radio, ratones inalambricos y muchos otros dispositivos
inalambricos domésticos utilizan las bandas ISM. Para minimizar la interferencia entre estos dis-
positivos no coordinados, la FCC exige que todos los dispositivos que utilizan las bandas ISM uti-
licen técnicas de espectro disperso. En algunos otros paises se aplican reglas similares.

La ubicacion de las bandas ISM varia un poco de pais a pais. Por ejemplo, en Estados Unidos
los dispositivos cuya potencia esté debajo de 1 watt, pueden utilizar las bandas que se muestran en
la figura 2-13 sin requerir una licencia de la FCC. La banda de 900 MHz funciona mejor, pero es-
ta atestada y no esta disponible en todo el mundo. La banda de 2.4 GHz esta disponible en la ma-
yoria de los paises, pero esta sujeta a interferencia por parte de los hornos de microondas e
instalaciones de radar. Bluetooth y algunas de las LANs inalambricas 802.11 operan en esta ban-
da. La banda de 5.7 GHz es nueva y no se ha desarrollado del todo, por lo que el equipo que la
utiliza es costoso, pero debido a que 802.11a la utiliza, se popularizara con rapidez.

2.3.4 Ondas infrarrojas y milimétricas
Las ondas infrarrojas y milimétricas no guiadas se usan mucho para la comunicacion de cor-

to alcance. Todos los controles remotos de los televisores, grabadoras de video y estéreos utilizan
comunicacion infrarroja. Estos controles son relativamente direccionales, econdmicos y faciles de
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Figura 2-13. Las bandas ISM de Estados Unidos.

construir, pero tienen un inconveniente importante: no atraviesan los objetos solidos (parese entre
su televisor y su control remoto y vea si todavia funciona). En general, conforme pasamos de la
radio de onda larga hacia la luz visible, las ondas se comportan cada vez mas como la luz y cada
vez menos como la radio.

Por otro lado, el hecho de que las ondas infrarrojas no atraviesen bien las paredes solidas tam-
bién es una ventaja. Esto significa que un sistema infrarrojo en un cuarto de un edificio no inter-
ferira con un sistema similar en cuartos adyacentes. Por esta razon, la seguridad de estos sistemas
contra el espionaje es mejor que la de los sistemas de radio. Ademas, no es necesario obtener li-
cencia del gobierno para operar un sistema infrarrojo, en contraste con los sistemas de radio, que
deben tener licencia afuera de las bandas ISM. La comunicacién infrarroja tiene un uso limitado
en el escritorio; por ejemplo, para conectar computadoras portatiles e impresoras, aunque no es un
protagonista principal en el juego de la comunicacion.

2.3.5 Transmision por ondas de luz

La sefalizacion oOptica sin guias se ha utilizado durante siglos. Paul Revere utilizé senaliza-
cion optica binaria desde la Iglesia Old North justo antes de su famoso viaje. Una aplicacion mas
moderna es conectar las LANs de dos edificios por medio de laseres montados en sus azoteas. La
sefializacion optica coherente con laseres es inherentemente unidireccional, de modo que cada edi-
ficio necesita su propio laser y su propio fotodetector. Este esquema ofrece un ancho de banda
muy alto y un costo muy bajo. También es relativamente facil de instalar y, a diferencia de las mi-
croondas, no requiere una licencia de la FCC.

Sin embargo, la ventaja del laser, un haz muy estrecho, aqui también es una debilidad. Apun-
tar un rayo laser de 1 mm de anchura a un blanco del tamafio de la punta de un alfiler a 500 m de
distancia requiere la punteria de una Annie Oakley moderna. Por lo general, se afiaden lentes al
sistema para desenfocar ligeramente el rayo.

Una desventaja es que los rayos laser no pueden penetrar la lluvia ni la niebla densa, pero nor-
malmente funcionan bien en dias soleados. Sin embargo, en una ocasion el autor asistio a una con-
ferencia en un moderno hotel de Europa en el que los organizadores tuvieron la atencion de
proporcionar un salén lleno de terminales para que los asistentes leyeran su correo electronico du-
rante las presentaciones aburridas. Puesto que la PTT local no estaba dispuesta a instalar un gran
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numero de lineas telefonicas so6lo para tres dias, los organizadores colocaron un laser en el techo,
lo apuntaron al edificio de ciencias de la computacion de su universidad, el cual esta a unos cuantos
kilometros de alli; lo probaron la noche anterior a la conferencia y funcioné a la perfeccion. A
las 9 a.m. del siguiente dia, que era brillante y soleado, el enlace fall6 por completo y perma-
neci6 caido todo el dia. Esa noche los organizadores volvieron a probar con mucho cuidado el
enlace y de nuevo funcion6 a la perfeccion. El patron se repitié durante dos dias mas de forma
idéntica.

Después de la conferencia, los organizadores descubrieron el problema. Durante el dia, el ca-
lor del sol causaba corrientes de conveccion que se elevaban desde el techo del edificio, como se
muestra en la figura 2-14. Este aire turbulento desviaba el rayo y lo hacia danzar alrededor del
detector. Una “vista” atmosférica como ésta hace titilar a las estrellas (y es la razén por la cual
los astronomos ponen sus telescopios en las cimas de las montafas, para quedar tan arriba en la
atmodsfera como sea posible). Este fenomeno es también la causa del aspecto trémulo de las ca-
rreteras en un dia caluroso y de las imagenes ondulantes cuando se mira sobre un radiador
caliente.

v/
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El rayo laser no coincide
con el detector
Fotodetector Regiodn de vision
turbulenta t Laser
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Figura 2-14. Las corrientes de conveccion pueden interferir los sistemas de comunicacion por
laser. Aqui se ilustra un sistema bidireccional con dos laseres.
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2.4 SATELITES DE COMUNICACIONES

En la década de 1950 y principios de la de 1960, hubo intentos por establecer sistemas de co-
municacion mediante el rebote de sefiales sobre globos climaticos. Por desgracia, las sefiales que
se recibian eran demasiado débiles para darles un uso practico. Entonces, la Marina de Estados
Unidos descubrio una especie de globo climatico en el cielo —la Luna— y desarrollé un sistema
de comunicaciones por repeticion (o de barco a tierra) que rebotaba sefiales de ¢él.

Progresos posteriores en el campo de las comunicaciones por el cielo tuvieron que esperar
hasta que se lanzo el primer satélite de comunicaciones. La principal diferencia entre un satélite
artificial y uno real es que el primero puede amplificar las senales antes de mandarlas de regreso,
convirtiendo lo que parecia una idea estrafalaria en un poderoso sistema de comunicaciones.

Los satélites de comunicaciones tienen algunas propiedades interesantes que los hacen atrac-
tivos para muchas aplicaciones. En su forma mas simple, un satélite de comunicaciones se puede
considerar como un enorme repetidor de microondas en el cielo. Contiene numerosos transpon-
dedores, cada uno de los cuales se encarga de una parte del espectro, amplifica la sefial entrante
y a continuacion la retransmite en otra frecuencia para evitar interferencia con la sefial entrante.
Los haces pueden ser amplios y cubrir una fraccion sustancial de la superficie de la Tierra, o es-
trechos, y abarcar solo algunos cientos de kilometros de diametro. Este modo de operacion se
conoce como de tubo doblado.

De acuerdo con la ley de Kepler, el periodo orbital de un satélite varia segtn el radio de la or-
bita a la 3/2 potencia. Entre mas alto esté el satélite, mas largo es el periodo. Cerca de la superfi-
cie de la Tierra, el periodo es de aproximadamente 90 minutos. En consecuencia, los satélites con
orbitas bajas desaparecen de la vista con bastante rapidez, aunque algunos de ellos son necesarios
para proporcionar una cobertura continua. A una altitud de cerca de 35,800 km, el periodo es de
24 horas. A una de 384,000 km, el periodo es cercano a un mes, como puede atestiguar cualquie-
ra que haya observado la Luna con regularidad.

El periodo de un satélite es importante, aunque no es el unico punto para determinar donde
colocarlo. Otro aspecto es la presencia de los cinturones de Van Allen, capas de particulas alta-
mente cargadas de energia, atrapadas por el campo magnético de la Tierra. Cualquier satélite que
vuele dentro de ellas seria destruido rapidamente por las particulas con una alta carga de energia.
Del andlisis de estos factores resulta que hay tres regiones para colocar con seguridad los satélites.
En la figura 2-15 se muestran estas regiones y algunas de sus propiedades. Enseguida describiremos
brevemente los satélites que habitan cada una de estas regiones.

2.4.1 Satélites geoestacionarios

En 1945, el escritor de ciencia-ficcion Arthur C. Clarke calculd que un satélite a una altitud
de 35,800 km en una orbita ecuatorial circular aparentaria permanecer inmoévil en el cielo, por lo
que no seria necesario rastrearlo (Clarke, 1945). Se dio a la tarea de describir un sistema de comu-
nicaciones completo que utilizaba estos (tripulados) satélites geoestacionarios, incluyendo
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Tipo Latencia (ms) Satélites necesarios
Altitud (km) —
35,000 — GEO 270 3
30,000 —
25,000 —
20,000
Cinturon superior de Van Allen
15,000 —
10,000 — MEO 35-85 10
5,000 —
Cinturdn inferior de Van Allen
0 - 1-7 50

LEO

Figura 2-15. Satélites de comunicaciones y algunas de sus propiedades, entre ellas: altitud sobre
la Tierra, tiempo de duracion de un viaje de ida y vuelta y la cantidad de satélites necesarios para
abarcar toda la Tierra.

las orbitas, paneles solares, radiofrecuencias y procedimientos de lanzamiento. Desafortunada-
mente, llegd a la conclusion de que los satélites no eran practicos debido a la imposibilidad de
poner en orbita amplificadores de tubos catédicos fragiles que consumian una gran cantidad
de energia, por lo cual nunca le dio seguimiento a esta idea, aunque escribi¢ algunos relatos de
ciencia ficcion al respecto.

La invencion del transistor cambio las cosas, y el primer satélite de comunicaciones artificial,
Telstar, fue lanzado en julio de 1962. Desde entonces, los satélites de comunicaciones se han con-
vertido en un negocio multimillonario y en el unico aspecto del espacio exterior altamente renta-
ble. Con frecuencia, a estos satélites que vuelan a grandes alturas se les llama satélites GEO
(Orbita Terrestre Geoestacionaria).

Con la tecnologia actual, es poco aconsejable utilizar satélites geoestacionarios espaciados a
menos de dos grados en el plano ecuatorial de 360 grados para evitar interferencia. Con un espa-
ciamiento de dos grados, solo puede haber 360/2 = 180 de estos satélites a la vez en el cielo. Sin
embargo, cada transpondedor puede utilizar multiples frecuencias y polarizaciones para incremen-
tar el ancho de banda disponible.

Para evitar el caos total en el cielo, la ITU asigna la posicion orbital. Este proceso tiene fuer-
tes connotaciones politicas, y paises que apenas estan saliendo de la edad de piedra demandan
“sus” posiciones orbitales (con el propdsito de alquilarlas al mejor postor). No obstante, algunos
paises sostienen que la propiedad no se extiende a la Luna y que ningtn pais tiene derechos lega-
les sobre las posiciones orbitales que se encuentran arriba de su territorio. Por si esto no fuera su-
ficiente, las telecomunicaciones comerciales no son la tUnica aplicacion. Las compafiias
televisoras, los gobiernos y la milicia también quieren su tajada del pastel orbital.

Los satélites modernos pueden ser bastante grandes, pesar hasta 4000 kg y consumir varios ki-
lowatts de electricidad producida por paneles solares. La gravedad del Sol, la Luna y los planetas
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tiende a desplazar a los satélites de sus Orbitas y orientaciones asignadas, efecto contrarrestado por
los motores turbo integrados de los satélites. Esta actividad de ajuste se conoce como control de
la posicion orbital. Sin embargo, cuando se termina el combustible de los motores, por lo gene-
ral a los 10 afios, el satélite navega a la deriva y cae sin remedio, por lo cual es necesario desacti-
varlo. Con el tiempo, la orbita se deteriora y el satélite reingresa a la atmosfera y se incendia o en
ocasiones se estrella contra la Tierra.

Las posiciones orbitales no son la inica manzana de la discordia. También lo son las frecuen-
cias, debido a que las transmisiones de los enlaces descendentes interfieren con los usuarios de
microondas existentes. En consecuencia, la ITU ha asignado bandas de frecuencia especificas a
los usuarios de satélites. Las principales se muestran en la figura 2-16. La banda C fue la prime-
ra que se destind al trafico comercial por satélite. Tiene dos rangos de frecuencia, el inferior para
el trafico descendente o de bajada (proveniente del satélite) y el superior para el trafico ascenden-
te o de subida (hacia el satélite). Para permitir que el trafico fluya en ambos sentidos al mismo
tiempo, se requieren dos canales, uno para cada sentido. Estas bandas estan sobresaturadas debido
a que las empresas portadoras también las utilizan para los enlaces de microondas terrestres. Las
bandas L y S fueron incorporadas en el afio 2000 mediante un acuerdo internacional. No obstan-
te, son estrechas y saturadas.

Banda Enlace descendente Enlace ascendente Ancho de banda Problemas

L 1.5 GHz 1.6 GHz 15 MHz Bajo ancho de banda; saturada
S 1.9 GHz 2.2 GHz 70 MHz Bajo ancho de banda; saturada
C 4.0 GHz 6.0 GHz 500 MHz Interferencia terrestre

Ku 11 GHz 14 GHz 500 MHz Lluvia

Ka 20 GHz 30 GHz 3500 MHz Lluvia, costo del equipo

Figura 2-16. Principales bandas de satélite.

La siguiente banda mas ancha disponible para los operadores de telecomunicaciones es la ban-
da Ku (K abajo). Esta banda atin no esta saturada, y a estas frecuencias es posible espaciar los sa-
télites a cerca de un grado. No obstante, hay otro problema: la lluvia. El agua es un gran
absorbente de estas microondas cortas. La buena noticia es que por lo general las tormentas se
confinan a sitios especificos, por lo que el problema se soluciona con la instalacion de varias es-
taciones terrestres con suficiente separacion en vez de una sola, al costo de mas antenas, cables y
aparatos electronicos que permitan pasar rapidamente de una estacion a otra. También se ha asig-
nado ancho de banda para trafico comercial por satélite en la banda Ka (K arriba), pero el equipo
necesario para utilizar esta banda atn es caro. Ademas de estas bandas comerciales, también hay
muchas bandas gubernamentales y militares.

Un satélite moderno tiene alrededor de 40 transpondedores, cada uno con un ancho de banda
de 80 MHz. Por lo general, cada transpondedor opera como un tubo doblado, pero algunos satéli-
tes recientes tienen capacidad de procesamiento a bordo, lo cual les permite una operacion mas re-
finada. La division de los transpondedores en canales era estatica en los primeros satélites: el
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ancho de banda se dividia simplemente en bandas de frecuencia fija. En nuestros dias, cada haz
del transpondedor se divide en ranuras temporales, y varios usuarios su turnan para utilizarlo. Mas
tarde en este mismo capitulo analizaremos en detalle estas dos técnicas (multiplexion por division
de frecuencia y multiplexion por division de tiempo).

Los primeros satélites geoestacionarios tenian un solo haz espacial que iluminaba cerca de un
tercio de la superficie de la Tierra, al cual se le conoce como huella. Con la considerable reduc-
cion en precio, tamafio y requerimientos de energia de los componentes microelectronicos, se ha
vuelto posible una estrategia de difusion mucho mas refinada. Cada satélite estd equipado con
multiples antenas y transpondedores. Cada haz descendente se puede concentrar en un area geo-
grafica pequefia, de tal forma que es posible llevar a cabo simultaneamente una gran cantidad de
transmisiones hacia y desde el satélite. Normalmente, estos haces, conocidos como haces reduci-
dos, tienen forma eliptica y pueden ser tan pequefios como algunos cientos de kilometros. Por lo
general, un satélite de comunicaciones para los Estados Unidos de América tiene un haz ancho para
los 48 estados contiguos y haces reducidos para Alaska y Hawaii.

Un avance reciente en el mundo de los satélites de comunicaciones es el desarrollo de microes-
taciones de bajo costo, llamadas VSATs (Terminales de Apertura Muy Pequeiia) (Abramson,
2000). Estas diminutas terminales tienen antenas de un metro o mas pequefias (en comparacion
con los 10 metros que mide una antena GEO estandar) y pueden producir alrededor de un watt de
energia. Por lo general, el enlace ascendente funciona a 19.2 kbps, pero el enlace descendente fun-
ciona con frecuencia a 512 kbps o mas. La television de difusion directa por satélite utiliza esta
tecnologia para transmision unidireccional.

En muchos sistemas VSAT, las microestaciones no tienen suficiente potencia para comunicar-
se directamente una con la otra (a través del satélite, por supuesto). En vez de ello, como se mues-
tra en la figura 2-17, es necesaria una estacion especial en tierra, la estacién central, que cuenta
con una antena grande, para retransmitir el trafico entre VSATs. En este modo de operacion, el
emisor o el receptor tienen una antena grande y un amplificador potente. La desventaja es que
existe un retardo mas prolongado al contar con estaciones de usuario mas econémicas.

Las VSATs tienen un futuro prometedor en las zonas rurales. Aun no tienen una amplia acep-
tacion, pero mas de la mitad de la poblacion del mundo vive a una hora de distancia del teléfono
mas cercano. El tendido de redes telefonicas a miles de pequefias poblaciones excede el presupues-
to de la mayoria de los gobiernos del tercer mundo, pero lo que si es factible es la instalacion de
antenas VSAT de un metro alimentadas por celdas solares. Las VSATs proporcionaran la tecnolo-
gia que enlazara al mundo.

Los satélites de comunicaciones tienen diversas propiedades radicalmente distintas a las de los
enlaces terrestres de punto a punto. Para empezar, aun cuando las senales hacia y desde un satéli-
te viajan a la velocidad de la luz (cerca de 300,000 km/seg), el largo viaje de ida y vuelta provo-
ca un retardo sustancial para los satélites GEO. Dependiendo de la distancia entre el usuario y la
estacion terrestre, asi como de la elevacion del satélite en el horizonte, el tiempo de transito de
un extremo al otro es de entre 250 y 300 mseg. Un valor comun es de 270 mseg (540 mseg para un
sistema VSAT con una estacion central).

Con propositos de comparacion, los enlaces terrestres de microondas tienen un retardo de pro-
pagacion de casi 3 useg/km, en tanto que los enlaces de cable coaxial o la fibra optica tienen un
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Figura 2-17. VSATSs con una estacion central.

retardo de aproximadamente 5 pseg/km. El ultimo es mas lento que el primero debido a que las
sefiales electromagnéticas viajan mas rapido en el aire que en materiales solidos.

Otra propiedad importante de los satélites es que son esencialmente medios de difusion. No
cuesta mas enviar un mensaje a miles de estaciones dentro de la huella de un transpondedor de lo
que cuesta enviarlo a una sola estacion. Esta propiedad es muy util para algunas aplicaciones. Por
ejemplo, es posible que un satélite difunda paginas Web populares a los cachés de una gran canti-
dad de computadoras diseminadas en un area amplia. Aun cuando la difusion se puede simular con
lineas punto a punto, la difusion por satélite es mucho mas econdémica. Por otro lado, los satélites
son un verdadero desastre en el aspecto de seguridad y privacidad: cualquiera puede escuchar to-
do. La encriptacion es esencial cuando se requiere seguridad.

Los satélites también tienen la propiedad de que el costo de transmitir un mensaje es inde-
pendiente de la distancia que se recorra. Una llamada al otro lado del océano tiene el mismo cos-
to que una al otro lado de la calle. Los satélites también cuentan con excelentes tasas de error y
se pueden desplegar de manera casi instantanea, un aspecto importante para las comunicaciones
militares.

2.4.2 Satélites de Orbita Terrestre Media

Los satélites MEO (Orbita Terrestre Media) se encuentran a altitudes mucho mas bajas, en-
tre los dos cinturones de Van Allen. Vistos desde la Tierra, estos satélites se desplazan lentamente
y tardan alrededor de seis horas para dar la vuelta a la Tierra. Por consiguiente, es necesario ras-
trearlos conforme se desplazan. Puesto que son menores que los GEO, tienen una huella mas pe-
quefa y se requieren transmisores menos potentes para alcanzarlos. Hoy en dia no se utilizan para
telecomunicaciones, por lo cual no los examinaremos aqui. Los 24 satélites GPS (Sistema de Po-
sicionamiento Global) que orbitan a cerca de 18,000 km son ejemplos de satélites MEO.
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2.4.3 Satélites de Orbita Terrestre Baja

En una altitud més baja encontramos a los satélites LEO (Orbita Terrestre Baja). Debido a
la rapidez de su movimiento, se requieren grandes cantidades de ellos para conformar un sistema
completo. Por otro lado, como los satélites se encuentran tan cercanos a la Tierra, las estaciones
terrestres no necesitan mucha potencia, y el retardo del viaje de ida y vuelta es de tan sélo algu-
nos milisegundos. En esta seccion examinaremos tres ejemplos, dos sobre las comunicaciones de
voz y uno sobre el servicio de Internet.

Iridium

Como ya mencionamos, durante los primeros 30 afios de la era de los satélites casi no se utili-
zaban los satélites de orbita baja porque aparecian y desaparecian con mucha rapidez. En 1990, Mo-
torola abrid un nuevo camino al solicitar permiso a la FCC (Comision Federal de Comunicaciones
de Estados Unidos) para lanzar 77 satélites de orbita baja para el proyecto Iridium (el iridio es el
elemento 77). El plan fue modificado mas tarde para utilizar s6lo 66 satélites, por lo que el proyec-
to debio haberse renombrado como Dysprosium (elemento 66), pero quiza este nombre sonaba de-
masiado a enfermedad. El proposito era que tan pronto como un satélite se perdiera de vista, otro
lo reemplazaria. Esta propuesta desatd un frenesi entre otras companias. De pronto, todos querian
lanzar una cadena de satélites de 6rbita baja.

Después de siete afios de improvisacion de socios y financiamiento, los socios lanzaron los sa-
télites Iridium en 1997. El servicio de comunicaciones empez6 en noviembre de 1998. Por desgra-
cia, la demanda comercial de teléfonos por satélite grandes y pesados fue insignificante porque la
red telefonica movil habia crecido de manera espectacular desde 1990. En consecuencia, el pro-
yecto Iridium no fue rentable y quebro en agosto de 1999 en lo que fue uno de los fracasos corpo-
rativos mas espectaculares de la historia. Los satélites y otros activos (con valor de 5000 millones
de dolares) fueron adquiridos posteriormente por un inversionista en 25 millones de dolares en una
especie de venta de garaje extraterrestre. El servicio Iridium se reinicié en marzo de 2001.

El negocio de Iridium era (y es) ofrecer servicio de telecomunicaciones en todo el mundo a
través de dispositivos de bolsillo que se comunican directamente con los satélites Iridium. Propor-
ciona servicio de voz, datos, busqueda de personas, fax y navegacidon en cualquier parte, sea en
tierra, mar y aire. Entre sus clientes estan las industrias maritima, de la aviacioén y exploracion pe-
trolera, asi como personas que viajan a partes del mundo que carecen de infraestructura de teleco-
municaciones (por ejemplo, desiertos, montafias, selvas y algunos paises del tercer mundo).

Los satélites Iridium estan a una altitud de 750 km, en orbitas polares circulares. Estan dis-
puestos en forma de collar de norte a sur, con un satélite a cada 32 grados de latitud. La Tierra
completa se cubre con seis collares, como se aprecia en la figura 2-18(a). Quienes no tengan mu-
chos conocimientos sobre quimica pueden pensar que esta disposicion es un gran atomo de dis-
prosio, con la Tierra como nucleo y los satélites como electrones.
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Figura 2-18. (a) Los satélites Iridium forman seis collares alrededor de la Tierra. (b) 1628 celdas
en movimiento cubren la Tierra.

Cada satélite tiene un maximo de 48 celdas (haces reducidos), con un total de 1628 celdas so-
bre la superficie de la Tierra, como se muestra en la figura 2-18(b). Cada satélite tiene una capa-
cidad de 3840 canales, o 253,440 en total. Algunos de estos canales se utilizan para localizacion
de personas y navegacion, en tanto que otros, para datos y voz.

Una propiedad interesante de Iridium es que la comunicacion entre clientes distantes tiene lu-
gar en el espacio, con un satélite retransmitiendo datos al siguiente, como se muestra en la figura
2-19(a). Aqui vemos que quien llama esta en el Polo Norte y hace contacto con un satélite que se
encuentra directamente arriba de ¢l. La llamada se retransmite a través de otros satélites y por ul-
timo es entregada al destinatario en el Polo Sur.

Globalstar

Globalstar es un disefio alterno para Iridium. Se basa en 48 satélites LEO pero utiliza un es-
quema de conmutacion diferente al de Iridium. En tanto que Iridium retransmite las llamadas de
satélite en satélite, lo cual requiere un equipo de conmutacion refinado en los satélites, Globalstar
utiliza un disefio de tubo doblado tradicional. La llamada que se origind en el Polo Norte en la fi-
gura 2-19(b) es devuelta a la Tierra y recogida por la enorme estacion terrestre. A continuacion la
llamada se enruta, a través de una red terrestre, a la estacion terrestre mas cercana al destinatario
y se entrega mediante una conexion de tubo doblado como se muestra. La ventaja de este esque-
ma es que mucha de la complejidad queda en tierra, donde es mas sencillo manejarla. Asimismo,
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Los satélites retransmiten Satélite en modo
en el espacio e de tubo doblado

‘%@%/

(a) (b)

Figura 2-19. (a) Retransmision en el espacio. (b) Retransmision en tierra.

el uso de antenas grandes en las estaciones terrestres que pueden producir una sefial potente y re-
cibir una sefial débil, permite la utilizacion de teléfonos de baja potencia. Después de todo, el te-
léfono produce tan sdlo unos cuantos miliwatts de potencia, por lo cual la sefial que llega a las
estaciones terrestres es sumamente débil, aun cuando el satélite la haya amplificado.

Teledesic

Iridium esta destinada a usuarios de teléfonos que se encuentran en lugares extremosos. Nues-
tro siguiente ejemplo, Teledesic, esta destinada a usuarios de Internet de todo el mundo deseosos
de ancho de banda. Fue concebida en 1990 por Craig McCaw, pionero de la telefonia mévil, y por
Bill Gates, fundador de Microsoft, quienes estaban inconformes con el lento ritmo al cual las com-
pafiias telefonicas de todo el mundo proporcionaban ancho de banda alto a los usuarios de compu-
tadoras. La meta del sistema Teledesic es ofrecer a los millones de usuarios concurrentes de
Internet un enlace ascendente de hasta 100 Mbps y un enlace descendente de hasta 720 Mbps me-
diante antenas tipo VSAT pequenas y fijas, que ignoran por completo el sistema telefonico. Para
las compaiiias telefonicas esto es demasiado bello para ser realidad.

El disefio original consistia en un sistema de 288 satélites de huella pequefia, dispuestos en 12
planos justo debajo del cinturon inferior de Van Allen a una altitud de 1350 km. Posteriormente se
modificd el disefio a 30 satélites con huellas mas grandes. La transmision se realiza en la banda Ka,
relativamente poco saturada y con un ancho de banda alto. El sistema es de conmutacion de pa-
quetes en el espacio, en el cual cada satélite tiene la capacidad de enrutar paquetes a los satélites
vecinos. Cuando un usuario necesita ancho de banda para enviar paquetes, tal ancho de banda se
solicita y asigna de manera dinamica en alrededor de 50 mseg. Si todo marcha bien, el sistema es-
ta programado para empezar a funcionar en 2005.
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2.4.4 Satélites en comparacion con fibra optica

Una comparacion entre comunicacion por satélite y comunicacion terrestre es aleccionadora.
Apenas hace 20 afios se podia afirmar que el futuro de las comunicaciones estaba en los satélites.
Después de todo, el sistema telefénico ha cambiado poco en los pasados 100 afios y no hay sefiales
de que cambie en los proximos 100 afios. Este lento movimiento fue ocasionado en gran parte por
las regulaciones que obligaban a las compaiias telefonicas a ofrecer un buen servicio de voz a pre-
cios razonables (lo cual hicieron), y a cambio obtuvieron utilidades garantizadas sobre sus inver-
siones. Para quienes tenian que transmitir datos, habia moédems de 1200 bps. Por mucho, esto es
todo lo que habia.

Esta situacién cambi6 radicalmente en 1984 con la entrada de la competencia en Estados Uni-
dos y un poco mas tarde en Europa. Las compaiiias telefénicas comenzaron a reemplazar sus vie-
jas redes con fibra optica e introdujeron servicios de ancho de banda alto como ADSL (Linea
Digital de Suscriptor Asimétrica). También suspendieron su afieja practica de cargar precios arti-
ficialmente altos a los usuarios de larga distancia para subsidiar el servicio local.

De buenas a primeras, las conexiones terrestres de fibra optica dieron la impresion de que se-
rian las ganadoras a largo plazo. No obstante, los satélites de comunicaciones tienen algunos ni-
chos de mercado importantes a los cuales la fibra doptica no se dirige (en ocasiones porque no
puede). A continuacion veremos algunos de ellos.

En primer lugar, a pesar de que una fibra optica tiene mas ancho de banda potencial que to-
dos los satélites que se han lanzado, este ancho de banda no esta disponible para la mayoria de los
usuarios. La fibra que se instala actualmente se utiliza en el sistema telefénico para manejar mu-
chas llamadas de larga distancia al mismo tiempo, no para ofrecer un ancho de banda alto a los
usuarios individuales. Con los satélites, es factible que un usuario instale una antena en el techo
de la casa y evada por completo el sistema telefonico para conseguir un ancho de banda alto. Te-
ledesic se apoya en esta idea.

Un segundo nicho es el de la comunicacion moévil. En estos dias mucha gente desea comuni-
carse mientras trota, maneja, navega o vuela. Los enlaces terrestres de fibra dptica no sirven para
este uso, pero los enlaces por satélite si. Sin embargo, es posible que una combinacion de radio
celular y fibra optica funcionara para la mayoria de los casos (aunque quiza no para aquellos que
viajen por aire o por mar).

Un tercer nicho es para aquellas situaciones en las cuales se requiere difusion. Un mensaje en-
viado desde un satélite se puede recibir en miles de estaciones terrestres al mismo tiempo. Por
ejemplo, para una organizacion que transmita un flujo de precios de acciones, bonos o commodi-
ties a miles de operadores de bolsa le resultaria mas econémico un sistema por satélite que simu-
lar la difusion en tierra.

Un cuarto nicho es el de las comunicaciones en lugares agrestes o con una infraestructura te-
rrestre pobremente desarrollada. Por ejemplo, Indonesia tiene su propio satélite para el trafico
telefonico interno. El lanzamiento de un satélite resultd mas econdmico que el enlace de miles de
cables bajo el mar entre las 13,667 islas que conforman el archipiélago.

Un quinto nicho de mercado para los satélites son las areas donde es dificil o extremadamen-
te costoso conseguir un derecho para el tendido de fibra optica.
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Sexto, cuando un despliegue rapido es primordial, como en un sistema de comunicaciones mi-
litar en época de guerra, los satélites ganan con facilidad.

En resumen, al parecer la tendencia general de las comunicaciones en el futuro sera la fibra
optica terrestre en combinacidn con radio celular, pero los satélites son mejores para algunos usos
especializados. Sin embargo, hay un imponderable que se aplica en todos los casos: el aspecto eco-
noémico. Aunque la fibra dptica ofrece mas ancho de banda, es muy probable que las comunica-
ciones terrestres y por satélite competiran agresivamente en precio. Si los avances tecnologicos
reducen de manera drastica el costo de despliegue de un satélite (por ejemplo, algin transborda-
dor espacial futuro que pueda diseminar docenas de satélites en un solo lanzamiento) o los satéli-
tes de orbita baja se popularizan, no hay certeza de que la fibra Optica ganara en todos los
mercados.

2.5 LA RED TELEFONICA PUBLICA CONMUTADA

Cuando dos computadoras propiedad de la misma empresa u organizacion, localizadas cerca
una de la otra, necesitan comunicarse, es mas facil conectarlas mediante un cable. Las LANSs fun-
cionan de esta manera. Sin embargo, cuando las distancias son considerables o hay muchas compu-
tadoras o los cables tienen que pasar por una via publica o alguna zona restringida, los costos de
tender cables privados por lo general son prohibitivos. Ademas, en casi todos los paises del mun-
do también es ilegal el enlace de lineas de transmision privadas a través (o por debajo) de una pro-
piedad publica. En consecuencia, los disenadores de redes deben depender de las instalaciones de
telecomunicaciones existentes.

Por lo general, estas instalaciones, en especial la PSTN (Red Telefonica Publica Conmuta-
da), fueron disefiadas hace muchos afios, con un proposito completamente distinto: transmitir la
voz humana en una forma mas o menos reconocible. Su aplicabilidad en las comunicaciones de
computadora a computadora es muy limitada, pero esta situacion estd cambiando rapidamente con
la introduccion de la fibra dptica y la tecnologia digital. De cualquier manera, el sistema telefoni-
co esta tan estrechamente entrecruzado con las redes de computadoras (de area amplia) que bien
vale la pena dedicarle un poco de tiempo a su estudio.

Con el proposito de entender la importancia del problema, realicemos una comparacion burda
pero ilustrativa de las propiedades de una conexion tipica de computadora a computadora a través
de un cable local y otra mediante una linea de acceso telefonico. Un cable entre dos computado-
ras puede transferir datos a 10° bps, o tal vez un poco mas. En contraste, una linea de acceso tele-
fonico tiene una tasa maxima de datos de 56 kbps, una diferencia de un factor de casi 20,000. Es
como la diferencia entre un pato contoneandose campantemente entre la hierba y un cohete a la
Luna. Si la linea de acceso telefonico se reemplaza por una conexion ADSL, sigue habiendo una
diferencia de un factor de 1000-2000.

Por supuesto, el problema es que los disefiadores de sistemas de computo suelen trabajar con
sistemas de computo y cuando de repente se enfrentan con un sistema cuyo desempefio (segun lo
que ellos piensan) es tres o cuatro érdenes de magnitud peor, ellos, lo cual no es una sorpresa,



SEC. 2.5 LA RED TELEFONICA PUBLICA CONMUTADA 119

dedican mucho tiempo y esfuerzo para tratar de averiguar como utilizarlo de manera eficiente. En
las siguientes secciones describiremos el sistema telefonico y mostraremos como funciona. Para
obtener mayor informacion sobre los aspectos técnicos del sistema telefonico vea (Bellamy, 2000).

2.5.1 Estructura del sistema telefonico

Tan pronto como Alexander Graham Bell patento el teléfono en 1876 (tan sélo unas cuan-
tas horas antes que su rival, Elisha Gray), hubo una gran demanda por su nuevo invento. El mer-
cado inicial fue para la venta de teléfonos, los cuales se vendian en pares. Le tocaba al cliente
conectarlos con un solo alambre. Los electrones regresaban por tierra. Si el propietario de un te-
léfono deseaba comunicarse con otros n propietarios de teléfono, tenia que enlazar alambres in-
dividuales a todas las n casas. Después de un afio, las ciudades se cubrieron de alambres que
pasaban sobre las casas y los arboles convirtiéndose en una marafia. De inmediato quedo en cla-
ro que el modelo de conexion de cada teléfono con todos los demas, como se muestra en la fi-
gura 2-20(a), no iba a funcionar.
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Figura 2-20. (a) Red totalmente interconectada. (b) Conmutador centralizado. (c) Jerarquia de dos niveles.

Bell tuvo la suficiente vision para darse cuenta de esto y formo la Bell Telephone Company,
la cual abri6 su primera oficina de conmutacion en 1878 (en New Haven, Connecticut). La com-
pafiia coloco un alambre en la casa u oficina de cada cliente. Para realizar una llamada, el cliente
debia dar vueltas a una manivela en el teléfono para producir un sonido en la oficina de la com-
paiia de teléfonos que atrajera la atencidon del operador, que a continuacién conectaba manual-
mente a quien llamaba con el receptor de la llamada por medio de un cable puenteador. El modelo
de la oficina de conmutacion se muestra en la figura 2-20(b).

Muy pronto surgieron por todas partes oficinas de conmutacion del Bell System y la gente
quiso hacer llamadas de larga distancia entre ciudades, de modo que el Bell System empez6 a co-
nectar las oficinas de conmutacion. El problema original pronto reaparecid: conectar cada oficina
de conmutacién con todas las demas por medio de un cable entre ellas pronto dejo de ser practico,
asi que se inventaron las oficinas de conmutacion de segundo nivel. Poco después, fueron necesa-
rias multiples oficinas de segundo nivel, como se muestra en el diagrama de la figura 2-20(c). Por
ultimo, la jerarquia creci6 a cinco niveles.
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Para 1890, las tres partes principales del sistema telefonico ya estaban en su lugar: las ofici-
nas de conmutacion, los cables entre los clientes y las oficinas de conmutacion (a estas alturas ca-
bles de par trenzado balanceados y aislados, en lugar de cables abiertos con retorno a tierra) y las
conexiones de larga distancia entre las oficinas de conmutacion. Aunque desde entonces se han
realizado mejoras en las tres areas, el modelo basico del Bell System ha permanecido intacto en
lo esencial por mas de 100 anos. Para una historia técnica corta del sistema telefonico vea (Haw-
ley, 1991).

Previo a la division de AT&T en 1984, el sistema telefonico fue organizado como una jerar-
quia de multiples niveles, con alta redundancia. A pesar de su simplicidad, la siguiente descripcion
da una idea de la situacion. Cada teléfono tiene dos alambres de cobre que van directamente a la
oficina central local de la compaiiia telefonica. Por lo general, la distancia va de 1 a 10 km, y en
las ciudades es mas corta que en las areas rurales. Tan solo en Estados Unidos existen cerca de
22,000 oficinas centrales. En el ambito de las comunicaciones, las conexiones de dos alambres en-
tre el teléfono de cada suscriptor y la oficina central se conocen como circuito local. Si los circui-
tos locales de todo el mundo se extendieran de extremo a extremo, llegarian a la Luna y regresarian
a la Tierra 1000 veces.

En cierto momento, el 80% del valor del capital de AT&T fue el cobre en los circuitos locales.
En efecto, AT&T era entonces la mas grande mina de cobre del mundo. Por fortuna, este hecho no
era muy conocido en la comunidad inversionista. De haberse sabido, algtn pirata corporativo
podria haber comprado la AT&T, cancelado todo el servicio telefonico en Estados Unidos, ex-
traido todos los cables y vendido el cableado a algun refinador de cobre para obtener una ganancia
rapida.

Si un suscriptor conectado a una oficina central determinada llama a otro suscriptor conecta-
do a la misma oficina central, el mecanismo de conmutacion dentro de la oficina establece una co-
nexion eléctrica directa entre los dos circuitos locales. Esta conexion permanece intacta mientras
dura la llamada.

Si el teléfono al que se llama esta conectado a otra oficina central, se tiene que usar un pro-
cedimiento diferente. Cada oficina central tiene varias lineas salientes a uno o mas centros de
conmutacion cercanos, llamados oficinas interurbanas (o, si estan dentro de la misma area local,
oficinas en tandem). Estas lineas se llaman troncales de conexion interurbanas. Si sucede que
tanto la oficina central de quien llama como la de quien es llamado tienen una troncal de conexion
a la misma oficina interurbana (algo muy probable si no estan muy alejadas), la conexion se pue-
de establecer dentro de la oficina interurbana. En la figura 2-20(c) se muestra una red telefonica
que consiste Unicamente en teléfonos (los puntos pequeios), oficinas centrales (los puntos gran-
des) y oficinas interurbanas (los cuadrados).

Si el que llama y el que es llamado no tienen una oficina interurbana en comun, la trayectoria
se debera establecer en un nivel mas alto de la jerarquia. Hay oficinas primarias, seccionales y re-
gionales que forman una red que conecta a las oficinas interurbanas. Las centrales interurbanas,
primarias, seccionales y regionales se comunican entre si mediante troncales interurbanas de
gran ancho de banda. La cantidad de tipos diferentes de centros de conmutacion y su topologia
varian de pais a pais dependiendo de su densidad telefonica (por ejemplo, ;pueden dos oficinas
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seccionales tener una conexion directa o deben pasar por una oficina regional?). La figura 2-21
muestra como se podria enrutar una conexion de media distancia.

N Oficina(s) de
Teléfono Oficina Oficina conmutacién Oficina Oficina Teléfono

ﬁ central interurbana  intermedias  interurbana  central ﬁ

O (7= = 5710

Circuito Troncal Troncales interurbanas Troncal Circuito
local de conexion de muy alto ancho de de conexion local
interurbana banda interurbana

Figura 2-21. Ruta tipica de un circuito para una llamada de media distancia.

Para telecomunicaciones se usan diversos medios de transmision. En nuestros dias, los circui-
tos locales consisten en pares trenzados, aunque en los primeros dias de la telefonia eran comunes
los cables no aislados espaciados a 25 cm en los postes telefonicos. Entre las oficinas de conmu-
tacion se usan ampliamente cables coaxiales, microondas y, en especial, fibra optica.

En el pasado, la transmision en todo el sistema telefonico era analdgica, con la sefial de voz
real transmitida como un voltaje eléctrico entre la fuente y el destino. Con el advenimiento de la
fibra optica, la electronica digital y las computadoras, actualmente todas las troncales y los con-
mutadores son digitales, y el circuito local queda como el tnico elemento de tecnologia anal6-
gica del sistema. Existe preferencia por la transmision digital porque en €sta no es necesario
reproducir exactamente una forma de onda analdgica después de que ha pasado por muchos am-
plificadores en una llamada larga. Es suficiente con distinguir correctamente un 0 de un 1. Esta
propiedad da mas confiabilidad a la transmision digital que a la analdgica. Su mantenimiento tam-
bién es mas econdmico y sencillo.

En sintesis, el sistema telefonico consiste en tres componentes principales:

1. Circuitos locales (cables de par trenzado que van hacia las casas y las empresas).
2. Troncales (fibra optica digital que conecta a las oficinas de conmutacion).

3. Oficinas de conmutacion (donde las llamadas pasan de una troncal a otra).

Después de una breve digresion sobre la politica de los teléfonos, regresaremos a cada uno de
estos tres componentes en detalle. Los circuitos locales dan acceso a todo mundo al sistema com-
pleto, debido a lo cual son cruciales. Por desgracia, también son la parte mas débil del sistema. Pa-
ra las troncales de largo alcance, la principal consideracion es como reunir multiples llamadas y
enviarlas juntas por la misma fibra. Este tema se llama multiplexion, y estudiaremos tres formas
diferentes de hacerlo. Por ultimo, existen dos formas fundamentalmente distintas de efectuar la
conmutacion, asi que veremos ambas.
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2.5.2 La politica de los teléfonos

Durante las décadas anteriores a 1984, el Bell System proporciond tanto el servicio local co-
mo el de larga distancia en casi todo Estado Unidos. En la década de 1970, el gobierno estadou-
nidense se convencid de que éste era un monopolio ilegal y entabld un juicio para dividirlo. El
gobierno gand, y el 1o. de enero de 1984 la AT&T se dividié en AT&T Long Lines, 23 BOCs
(Compaiiias Operativas de Bell) y algunas otras partes pequefias. Las 23 BOCs se agruparon en
siete BOCs regionales (RBOCs) para hacerlas economicamente viables. La naturaleza entera de la
telecomunicacion en Estados Unidos se cambi6 de la noche a la mafiana por orden judicial (zo por
una ley del Congreso).

Los detalles exactos del desmantelamiento se describieron en el llamado MFJ (Juicio Final
Modificado), un claro contrasentido (si el juicio se pudo modificar, obviamente no era final). Es-
te suceso condujo a un aumento en la competencia, mejor servicio y menores precios en larga dis-
tancia para los consumidores y las empresas. No obstante, los precios del servicio local se elevaron
cuando los subsidios a las llamadas de larga distancia se eliminaron y el servicio local tuvo que
ser autosuficiente. Muchos otros paises consideran ahora la introduccion de la competencia por
caminos similares.

Para dejar en claro quiénes podrian actuar y como, Estados Unidos se dividié en mas de 160
LATAs (Areas de Acceso y Transporte Local). En forma muy aproximada, una LATA es casi tan
grande como el area cubierta por un cddigo de area. Dentro de una LATA normalmente habia una
LEC (Portadora de Intercambio Local) que tenia un monopolio sobre el servicio tradicional de
telefonia dentro de la LATA. Las LECs mas importantes eran las BOCs, aunque algunas LATAs
contenian una o mas de las 1500 compaiiias telefonicas independientes que operaban como LECs.

Un tipo de compaiiia diferente maneja todo el trafico interLATA: una IXC (Portadora Entre
Centrales). Originalmente, AT&T Long Lines era la tinica IXC seria, pero ahora WorldCom y
Sprint son competidores bien establecidos en el negocio de las IXCs. Una de las consideraciones
durante la division fue asegurar que todas las IXCs serian tratadas con igualdad en términos de ca-
lidad de lineas, tarifas y cantidad de digitos que tendrian que marcar sus clientes para usarlos. La
forma como esto se resolvid se ilustra en la figura 2-22. Aqui vemos tres LATAs de ejemplo, cada
una con varias oficinas centrales. Las LATAs 2 y 3 tienen también una pequeia jerarquia con ofi-
cinas en tandem (oficinas interurbanas intralL ATA).

Cualquier IXC que desee manejar llamadas que se originen en una LATA puede construir alli
una oficina de conmutacion llamada POP (Punto de Presencia). La LEC es necesaria para conectar
cada [XC a cada oficina central, ya sea en forma directa, como en las LATAs 1 y 3, o indirecta,
como en la LATA 2. Ademas, los términos de la conexion, tanto técnicos como financieros, deben
ser idénticos para todas las [XCs. De esta forma, un suscriptor en, digamos, la LATA 1 puede ele-
gir cual IXC usar para llamar a los suscriptores en la LATA 3.

Como parte del MFJ, se prohibio a las IXCs ofrecer servicio telefénico local y a las LECs
ofrecer servicio telefonico interLATA, aunque ambas eran libres de participar en otros negocios,
como la operacion de restaurantes de pollos fritos. En 1984, éste era un dictamen bastante claro.
Desgraciadamente, la tecnologia tiene la mala costumbre de hacer obsoletas las leyes. Ni la
television por cable ni los teléfonos celulares estaban considerados en el acuerdo. Conforme Ia te-
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A circuitos locales local
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Figura 2-22. Relacion entre LATAs, LECs e IXCs. Todos los circulos son oficinas de con-
mutacion LEC. Cada hexagono pertenece a la IXC cuyo numero contiene.

levision por cable paséd de ser unidireccional a bidireccional, y la popularidad de los teléfonos ce-
lulares subié como la espuma, tanto las LECs como las IXCs comenzaron a comprar o a fusionar-
se con los operadores de cable y celulares.

Para 1995, el Congreso vio que tratar de mantener la distincion entre las diversas clases de
compaiias ya no era sostenible y esboz6 una propuesta de ley para permitir a las compaiias de te-
levision por cable, a las compaiias telefonicas locales, a los operadores de larga distancia y a los
operadores de teléfonos celulares participar en los negocios de unos y otros. La intencion era que
asi cualquier compaiiia podria ofrecer a sus clientes un solo paquete integrado que contuviera te-
levision por cable, teléfono y servicios de informacion, y que las diferentes compafiias compitieran
en servicio y precio. La propuesta se convirtié en ley en febrero de 1996. Como resultado, algu-
nas BOCs se convirtieron en IXCs y algunas otras compaiias, como los operadores de television
por cable, empezaron a competir con las LECs por el servicio telefonico local.

Un aspecto interesante de la ley de 1996 fue la obligacion para las LECs de implementar por-
tabilidad para los numeros locales. Esto quiere decir que un cliente puede cambiar de compaiiia
telefonica local sin necesidad de obtener un nuevo niimero telefénico. Esta clausula elimina un
enorme obstaculo para los usuarios y los anima a cambiar de LEC, con lo cual se incrementa la
competencia. En consecuencia, el panorama de las telecomunicaciones en Estados Unidos esta
atravesando una reestructuracion radical. De nueva cuenta, muchos otros paises estan siguiendo
esta linea. Con frencuencia, otros paises esperan para ver como funciona esta clase de experimen-
tos en Estados Unidos. Si da resultado, adoptan el esquema; si falla, buscan otras alternativas.
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2.5.3 El circuito local: modems, ADSL e inalambrico

Es hora de iniciar el estudio detallado del funcionamiento del sistema telefonico. Las princi-
pales partes del sistema se ilustran en la figura 2-23. Aqui vemos los circuitos locales, las tronca-
les y las oficinas interurbanas y oficinas centrales, las cuales tienen equipo que conmuta las
llamadas. Una oficina central tiene hasta 10,000 circuitos locales (en Estados Unidos y otros pai-
ses grandes). De hecho, hasta hace poco tiempo el codigo de area + caracteres de sustitucion in-
dicaban la oficina central, de tal manera que (212) 601-xxxx se referia a una oficina central
especifica con 10,000 suscriptores, numerados de 0000 a 9999. Con el surgimiento de la compe-
tencia por el servicio local, este sistema dejo de ser funcional porque diversas compaiiias querian
apoderarse del codigo de oficina central. Asimismo, el nimero de cddigos practicamente se habia
consumido, por lo que hubo necesidad de introducir esquemas de correspondencia complejos.

Empecemos con el tema que la mayoria de la gente conoce: el circuito local de dos alambres
que parte de la oficina central de una compaiiia telefonica hacia hogares y pequefias empresas. El
circuito local se conoce también como de “ultima milla” (la conexion hacia el cliente), aunque la
longitud puede ser de varias millas. Durante mas de 100 afios ha utilizado sefializacion analdgica y
es probable que contintie haciéndolo durante algun tiempo, debido al costo elevado de la conver-
sidn a digital. No obstante, el cambio se esta dando incluso en este tltimo bastion de la transmision
analogica. En esta seccion estudiaremos el circuito local tradicional y los avances que estan tenien-
do lugar, con especial atencion en la comunicacion de datos desde computadoras caseras.

Computadora

Troncal de
ancho
Circuito local de banda \ | / Linea digital
(analégico, medio (digital, Oficina -
/ par trenzado) fibra optica) interurbana 1 Hasta 10,000
circuitos locales
i Codec
Mdédem
Oficina Oficina Banco de médems
T interurbana \ interurbana ,/
Oficina central Troncal de ancho de
local banda alto (digital,

fibra dptica)

T
i

Figura 2-23. Uso de transmision analdgica y digital para una llamada de computadora a
computadora. Los modems y los codecs realizan la conversion.

Cuando una computadora desea enviar datos digitales sobre una linea analogica de acceso te-
lefonico, es necesario convertir primero los datos a formato analdgico para transmitirlos sobre el
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circuito local. Un dispositivo conocido como mddem realiza esta conversion, tema que estudiare-
mos en breve. Los datos se convierten a formato digital en la oficina central de la compaiiia tele-
fonica para transmitirlos sobre las troncales que abarcan largas distancias.

Si en el otro extremo hay una computadora con un moédem, es necesario realizar la conversion
inversa —digital a analdgico— para recorrer el circuito local en el destino. Esta disposicion se
muestra en la figura 2-23 para el ISP 1 (proveedor de servicios de Internet), que tiene un banco de
modems, cada uno conectado a un circuito local diferente. Este ISP puede manejar tantas conexio-
nes como moédems tenga (suponiendo que su servidor o sus servidores tengan suficiente potencia
de computo). Esta disposicion fue la comun hasta que aparecieron los médems de 56 kbps, por ra-
zones que veremos mas adelante.

La sefializacion analdgica consiste en la variacion del voltaje con el tiempo para representar
un flujo de informacion. Si los medios de transmision fueran perfectos, el receptor recibiria exac-
tamente la misma sefal enviada por el transmisor. Por desgracia, los medios no son perfectos, por
lo cual la sefial recibida no es la misma que la transmitida. Si los datos son digitales, esta diferen-
cia puede conducir a errores.

Las lineas de transmision tienen tres problemas principales: atenuacion, distorsion por retar-
do y ruido. La atenuacion es la pérdida de energia conforme la sefial se propaga hacia su destino.
La pérdida se expresa en decibeles por kilometro. La cantidad de energia perdida depende de la
frecuencia. Para ver el efecto de esta dependencia de la frecuencia, imagine una sefial no como una
simple forma de onda, sino como una serie de componentes de Fourier. Cada componente es ate-
nuado en diferente medida, lo que da por resultado un espectro de Fourier distinto en el receptor.

Por si esto no fuera poco, los diferentes componentes de Fourier se propagan a diferente
velocidad por el cable. Esta diferencia de velocidad ocasiona una distorsion de la sefial que se re-
cibe en el otro extremo.

Otro problema es el ruido, que es energia no deseada de fuentes distintas al transmisor. El mo-
vimiento al azar de los electrones en un cable causa el ruido térmico y es inevitable. La diafonia
se debe al acoplamiento inductivo entre dos cables que estdn cerca uno de otro. A veces, al hablar
por teléfono se escucha otra conversacion en el fondo. Esa es la diafonia. Finalmente, hay ruido
de impulso, causado por picos en la linea de suministro de energia o por otros fenomenos. En el
caso de datos digitales, el ruido de impulso puede eliminar uno o mas bits.

Moédems

Debido a los problemas antes mencionados, en especial al hecho de que tanto la atenuacion
como la velocidad de propagacion dependen de la frecuencia, es indeseable tener un rango amplio
de frecuencias en la sefial. Desgraciadamente, las ondas cuadradas, como las de los datos digita-
les, tienen un espectro amplio y por ello estan sujetas a una fuerte atenuacion y a distorsion por
retardo. Estos efectos hacen que la sefializacion de banda base (CC, corriente continua) sea inade-
cuada, excepto a velocidades bajas y distancias cortas.

La senalizacion de CA (corriente alterna) se utiliza para superar los problemas asociados a la
sefalizacion de CC, en especial en las lineas telefonicas. Se introduce un tono continuo en el ran-
go de 1000 a 2000 Hz, llamado portadora de onda senoidal, cuya amplitud, frecuencia o fase se
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pueden modular para transmitir la informacién. En la modulaciéon de amplitud se usan dos nive-
les diferentes de amplitud para representar 0 y 1, respectivamente. En la modulacién de frecuen-
cia, conocida también como modulacion por desplazamiento de frecuencia, se usan dos (o mas)
tonos diferentes. En la forma mas simple de la modulaciéon de fase la onda portadora se desplaza
de modo sistematico 0 o 180 grados a intervalos espaciados de manera uniforme. Un mejor esque-
ma es utilizar desplazamientos de 45, 135, 225 o 315 grados para transmitir 2 bits de informacion
por intervalo. Asimismo, al requerir siempre un desplazamiento de fase al final de cada intervalo
se facilita que el receptor reconozca los limites de los intervalos.

(a) i

‘l‘\‘\:\ C;ambiZS //

de fase

Figura 2-24. (a) Senal binaria. (b) Modulacion de amplitud. (c) Modulacion de frecuencia. (d)
Modulacion de fase.

La figura 2-24 ilustra los tres tipos de modulacion. En la figura 2-24(a) una de las amplitudes
es distinta de cero y la otra es cero. En la figura 2-24(b) se utilizan dos frecuencias. En la figura
2-24(c) esta presente o ausente un desplazamiento de fase en cada limite de bit. Un médem (por
modulador-demodulador) es un dispositivo que acepta un flujo de bits en serie como entrada y que
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produce una portadora modulada mediante uno (o mas) de estos métodos (o viceversa). El modem
se conecta entre la computadora (digital) y el sistema telefonico (analdgico).

Para alcanzar velocidades cada vez mas altas, no basta solo incrementar la velocidad de mues-
treo. El teorema de Nyquist dice que aun con una linea perfecta de 3000 Hz (cosa que decidida-
mente no son las lineas de acceso telefonico), no tiene sentido muestrear mas alla de 6000 Hz. En
la practica, la mayoria de los médems muestrea 2400 veces por segundo y el objetivo es conseguir
mas bits por muestra.

El nimero de muestras por segundo se mide en baudios. Un simbolo se envia durante cada
baudio. De esta manera, una linea de » baudios transmite n simbolos por segundo. Por ejemplo,
una linea de 2400 baudios envia un simbolo mas o menos cada 416.667 useg. Si el simbolo cons-
ta de 0 voltios para un 0 légico y de 1 voltio para un 1 logico, la tasa de bits es de 2400 bps. Sin
embargo, si se utilizan los voltajes 0, 1, 2 y 3, cada simbolo consta de 2 bits, por lo que una li-
nea de 2400 baudios pueden transmitir 2400 simbolos por segundo a una tasa de datos de 4800
bps. De manera similar, con cuatro posibles desplazamientos de fase también hay 2 bits por sim-
bolo, con lo cual la tasa de bits es otra vez el doble que la tasa de baudios. La tltima técnica se
utiliza ampliamente y se denomina QPSK (Codificacion por Desplazamiento de Fase en Cua-
dratura).

Es comun la confusién de los conceptos ancho de banda, baudio, simbolo y tasa de bits, por
lo que los definiremos a continuacion. El ancho de banda de un medio es el rango de frecuencias
que atraviesa al medio con atenuacion minima. Es una propiedad fisica del medio (por lo general,
de 0 a alguna frecuencia maxima) y se mide en hertzios (Hz). La tasa de baudios es la cantidad de
muestras por segundo que se realizan. Cada muestra envia una porcion de informacion, es decir,
un simbolo. Por lo tanto, la tasa de baudios y la tasa de simbolos significan lo mismo. La técnica
de modulacion (por ejemplo, QPSK) determina la cantidad de bits por simbolo. La tasa de bits es
la cantidad de informacion que se envia por el canal y es igual a la cantidad de simbolos por se-
gundo por la cantidad de bits por simbolo.

Todos los médems avanzados utilizan una combinacion de técnicas de modulacion con el pro-
posito de transmitir muchos bits por baudio. Con frecuencia se combinan multiples amplitudes y
multiples desplazamientos de fase para transmitir muchos bits por simbolo. En la figura 2-25(a)
vemos puntos con amplitud constante a los 45, 135, 225 y 315 grados (distancia desde el origen).
La fase de un punto la indica el angulo que se forma con el eje de las X al trazar una linea desde
el punto hacia el origen. La figura 2-25(a) tiene cuatro combinaciones validas y se puede utilizar
para transmitir 2 bits por simbolo. Es QPSK.

En la figura 2-25(b) se muestra un esquema de modulacion distinto, en el cual se utilizan cua-
tro amplitudes y cuatro fases, que permiten un total de 16 combinaciones diferentes. Este esque-
ma de modulacion se puede utilizar para transmitir 4 bits por simbolo. Se conoce como QAM-16
(Modulacion de Amplitud en Cuadratura). En algunas ocasiones también se utiliza el término
16-QAM. Por ejemplo, QAM-16 se puede utilizar para transmitir 9600 bps sobre una linea de
2400 baudios.

En la figura 2-25(¢c) se presenta otro esquema de modulacion que incluye amplitud y fase. En
éste se pueden conseguir 64 combinaciones diferentes, por lo cual es posible transmitir 6 bits por
simbolo. Se conoce como QAM-64. También se utilizan QAMs de orden mas alto.
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Figura 2-25. (a) QPSK. (b) QAM-16. (c) QAM-64.
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A los diagramas como los de la figura 2-25, que muestran las combinaciones permitidas de
amplitud y fase, se les llama diagramas de constelacion. Cada estandar de médem de alta velo-
cidad tiene su propio diagrama de constelacion y se puede comunicar solamente con otros modems
que utilicen el mismo modelo (aunque la mayoria de los médems puede emular a todos los mode-
los mas lentos).

Cuando hay muchos puntos en un diagrama de constelacion, incluso la cantidad minima de
ruido en la amplitud o fase detectada puede dar como resultado un error y, potencialmente, mu-
chos bits malos. Con el proposito de reducir la posibilidad de error, los estandares para los mo-
dems de velocidades mas altas realizan correccion de errores mediante la incorporacion de bits
adicionales en cada muestra. Los esquemas se conocen como TCM (Modulacion por Codifica-
cion de Malla). Asi, por ejemplo, el estandar V.32 de modem utiliza 32 puntos de constelacion pa-
ra transmitir 4 bits de datos y 1 bit de paridad por simbolo a 2400 baudios, para alcanzar 9600 bps
con correccidn de errores. Su diagrama de constelacion se muestra en la figura 2-26(a). La decision
de “girar” 45 grados alrededor del origen se tomo por razones de ingenieria; las constelaciones
giradas y sin girar tienen la misma capacidad de informacion.

El siguiente escalon después de 9600 bps es 14,400 bps. Se conoce como V.32 bis. Esta velo-
cidad se alcanza al transmitir 6 bits de datos y 1 bit de paridad por muestra a 2400 baudios. Su
diagrama de constelacion tiene 128 puntos cuando se utiliza QAM-128, y se muestra en la figura
2-26(b). Los fax-modems transmiten a esta velocidad las paginas que han sido digitalizadas como
mapas de bits. QAM-256 no se utiliza en ningiin mdédem telefonico estandar, pero si en redes de
cable, como veremos mas adelante.

Enseguida del mdédem telefonico V.32 se encuentra el V.34, el cual corre a 28,800 bps, 2400
baudios y 12 bits de datos por simbolo. El ultimo modem de esta serie es el V.34 bis, el cual trans-
fiere 14 bits de datos por simbolo a 2400 baudios para alcanzar una velocidad de 33,600 bps.

Para incrementar aiin mas la tasa de datos efectiva, muchos moédems comprimen los datos an-
tes de enviarlos, y alcanzan tasas de datos efectivas mayores a 33,600 bps. Por otra parte, casi to-
dos los médems prueban la linea antes de empezar a transmitir datos del usuario, y si encuentran
una falta de calidad, reducen la velocidad a una menor a la maxima que tiene asignada. Por lo tan-
to, la velocidad efectiva del médem que percibe el usuario puede ser menor, igual o mayor a la que
oficialmente tiene asignada.
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Figura 2-26. (a) V.32 para 9600 bps. (b) V32 bis para 14,400 bps.

Todos los médems modernos transmiten trafico en ambas direcciones al mismo tiempo (me-
diante el uso de frecuencias distintas para las diferentes direcciones). La conexion que permite el
flujo de trafico en ambas direcciones de manera simultanea se conoce como duplex total. Una
carretera de dos carriles es duplex total. La conexion que permite el trafico en ambas direcciones,
pero solo en un sentido a la vez, se denomina semiduplex. Una via de ferrocarril es semiduplex.
La conexidén que permite el trafico en una sola direccion se conoce como simplex. Una calle de
un solo sentido es simplex. Otro ejemplo de una conexidn simplex lo constituye una fibra optica
con un laser en un extremo y un detector de luz en el otro.

La razon por la cual los modems estandar llegan hasta 33,600 es que el limite de Shannon pa-
ra el sistema telefonico es de aproximadamente 35 kbps, asi que velocidades mayores a este limi-
te violarian las leyes de la fisica (departamento de termodinamica). Para saber si los modems de
56 kbps son posibles desde un punto de vista teorico, continte leyendo.

(Pero a qué se debe que el limite tedrico sea de 35 kbps? La respuesta esta en la longitud pro-
medio de los circuitos locales y en la calidad de estas lineas. La longitud promedio de los circui-
tos locales determina los 35 kbps. En la figura 2-23, una llamada que se origina en la computadora
de la izquierda y que termina en el ISP 1 recorre dos circuitos locales como sefal analdgica, una vez
en el punto de origen y otra en el punto de destino. En cada uno de estos circuitos se agrega rui-
do a la senal. Si pudiéramos prescindir de uno de estos circuitos locales, podria duplicarse la tasa
maxima.

El ISP 2 hace precisamente esto. Cuenta con una alimentacion digital pura proveniente de la
oficina central mas cercana. La sefial digital que se utiliza en las troncales es alimentada directa-
mente al ISP 2, con lo cual se elimina la necesidad de codecs, modems y transmision analdgica en
su extremo. Asi, cuando un extremo de la conexion es puramente digital, como ocurre con la ma-
yoria de los ISPs actuales, la tasa maxima de datos puede ser de hasta 70 kbps. El maximo entre
dos usuarios caseros con lineas analdgicas es de 33.6 kbps.

La razén por la cual se utilizan los médems de 56 kbps se relaciona con el teorema de Ny-
quist. El canal telefonico tiene un ancho de alrededor de 4000 Hz (incluyendo las bandas de
proteccidn o guarda). De esta forma, la cantidad maxima de muestras independientes por segundo



130 LA CAPA FISICA CAP. 2

es de 8000. La cantidad de bits por muestra en Estados Unidos es de 8, uno de los cuales se utili-
za con propositos de control, con lo cual es posible transmitir 56,000 bits por segundo de datos de
usuario. En Europa los 8 bits estan disponibles para los usuarios, lo cual permitiria utilizar mo-
dems de 64,000 bits por segundo, pero se eligio la cifra de 56,000 para apegarse a un estandar in-
ternacional.

Este estandar para modems se denomina V.90. Hace posible un canal ascendente o de subida
(del usuario al ISP) de 33.6 kpbs y un canal descendente o de bajada (del ISP al usuario) de 56 kbps,
debido a que por lo regular hay mas transporte de datos del ISP al usuario que al revés (por ejem-
plo, la solicitud de una pagina Web requiere solo algunos bytes, pero el envio de la misma puede
constituir varios megabytes). En teoria, podria ser factible un canal ascendente de mas de 33.6 kbps
de ancho, pero como muchos circuitos locales son demasiado ruidosos incluso para 33.6 kbps,
se decidié asignar mas ancho de banda al canal descendente para incrementar las posibilidades de
que funcione en realidad a 56 kbps.

El paso siguiente al V.90 es el V.92. Estos mddems tienen capacidad de 48 kbps en el canal as-
cendente si la linea puede manejarlo. También determinan la velocidad apropiada que se utilizara
en alrededor de la mitad de los 30 segundos en que lo hacen los médems mas antiguos. Por ulti-
mo, permiten que una llamada telefonica entrante interrumpa una sesion en Internet, siempre y
cuando la linea tenga el servicio de llamada en espera.

Lineas digitales de suscriptor

Cuando la industria telefoénica alcanzo por fin los 56 kbps, se congratuld a si misma por ha-
ber realizado un buen logro. Mientras tanto, la industria de TV por cable ofrecia velocidades de
hasta 10 Mbps en cables compartidos, y las compaifiias de satélite planeaban ofrecer mas alla
de 50 Mbps. Conforme el acceso a Internet se tornaba una parte importante de su negocio, las
compaiias telefonicas (LECs) se dieron cuenta de que necesitaban un producto mas competitivo.
En respuesta comenzaron a ofrecer nuevos servicios digitales sobre el circuito local. Los servicios
con mayor ancho de banda que el servicio telefonico comun se denominan en ocasiones como de
banda ancha, aunque en realidad el término es mas un concepto de marketing que un concepto
técnico especifico.

En un principio habia muchas ofertas que se traslapaban, todas bajo el nombre general de
xDSL (Linea Digital de Suscriptor), por diversos x. Mas adelante analizaremos estos servicios,
pero primero nos enfocaremos en el que tal vez se convierta en el mas popular: ADSL (DSL Asi-
métrica). Debido a que ADSL aun esta en desarrollo y no todos los estandares estan totalmente
establecidos, algunos de los detalles que mencionaremos podrian cambiar con el paso del tiempo,
aunque el panorama general debe permanecer igual. Para obtener mayor informacion sobre ADSL,
vea (Summers, 1999, y Vetter y cols., 2000).

La razon por la cual los mddems son tan lentos es que los teléfonos fueron creados para trans-
portar la voz humana y todo el sistema se ha optimizado cuidadosamente con este propoésito. Los
datos siempre han sido un aspecto secundario. En el lugar donde cada circuito local termina en la
oficina central, el cable pasa a través de un filtro que atenua todas las frecuencias abajo de 300 Hz
y arriba de 3400 Hz. El corte no es abrupto —300 Hz y 3400 Hz son los puntos a 3 dB—, de tal
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manera que el ancho de banda se indica como 4000 Hz aun cuando la distancia entre los puntos a
3 dB es de 3100 Hz. Por lo tanto, los datos también se restringen a esta banda estrecha.

El truco para que xDSL funcione es que cuando un cliente se suscribe al servicio, la linea de en-
trada se conecta a un tipo distinto de conmutador, que no cuenta con el filtro, gracias a lo cual toda
la capacidad del circuito local queda disponible. En esta situacion, el ancho de banda artificial de
3100 Hz generado por el filtro ya no es el factor limitante, sino el medio fisico del circuito local.

Por desgracia, la capacidad del circuito local depende de varios factores, entre ellos su longi-
tud, espesor y calidad general. En la figura 2-27 se muestra una grafica del ancho de banda poten-
cial como una funcion de la distancia. En esta figura se da por sentado que todos los demas
factores son optimos (cables nuevos, haces moderados de cables, etcétera).
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Figura 2-27. Ancho de banda contra distancia sobre la categoria 3 UTP para DSL.

La implicacion de esta figura crea un problema para las compaiiias telefonicas. Cuando eligen
la velocidad que ofreceran, al mismo tiempo eligen un radio a partir de sus oficinas centrales mas
alla del cual no pueden proporcionar el servicio. Esto quiere decir que cuando un cliente distante
intenta adquirir el servicio, podria obtener la siguiente respuesta: “Muchas gracias por su interés,
pero no podemos darle el servicio porque usted vive 100 metros mas lejos de la oficina central
mas cercana. /Podria mudarse?”” Entre mas baja sea la velocidad elegida, mas amplio sera el radio
y podran abarcarse mas clientes. Pero entre mas baja sea la velocidad, el servicio serd menos atrac-
tivo y sera menos la gente dispuesta a pagar por €l. Aqui es donde se encuentran los negocios y la
tecnologia. (Una posible solucion es construir minioficinas centrales en los vecindarios, pero es
una alternativa costosa.)

Todos los servicios xDSL se disefiaron para que cumplieran algunos objetivos. Primero, los
servicios deben funcionar sobre los circuitos locales existentes de par trenzado, categoria 3. Se-
gundo, no deben afectar las maquinas de fax ni los teléfonos existentes de los clientes. Tercero,
deben superar por mucho los 56 kbps. Cuarto, siempre deben funcionar, con sélo una tarifa
mensual, no por minuto.
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AT&T hizo la oferta inicial de ADSL, el cual funcionaba dividiendo el espectro disponible en
el circuito local, de alrededor de 1.1 MHz, en tres bandas de frecuencia: POTS (Servicio Telefo-
nico Convencional), canal ascendente (del usuario a la oficina central) y canal descendente (de la
oficina central al usuario). La técnica en la cual se cuenta con multiples bandas de frecuencia se
conoce como multiplexion por division de frecuencia; en una seccion posterior la analizaremos con
detalle. Las ofertas subsecuentes de otros proveedores han tomado un enfoque distinto, y al pare-
cer el siguiente es el probable ganador, asi que lo describiremos a continuacion.

El enfoque alternativo, llamado DMT (MultiTono Discreto), se ilustra en la figura 2-28. En
efecto, lo que hace es dividir el espectro disponible de 1.1 MHz en el circuito local en 256 cana-
les independientes de 4312.5 Hz cada uno. El canal 0 se utiliza para el POTS. Los canales 1-5 no
se emplean, con el propdsito de evitar que las sefales de voz y de datos interfieran entre si. De los
250 canales restantes, uno se utiliza para control del flujo ascendente y uno para control del flujo
descendente. El resto esta disponible para datos del usuario.

256 canales de 4 kHz

Potencia

25 1100 kHz

0
Voz Flujo Flujo descendente
ascendente

Figura 2-28. Operacion de ADSL con modulacién multitono discreta.

En principio, cada uno de los canales restantes se puede utilizar para un flujo de datos de
duplex total, pero las armonicas, la diafonia y otros efectos mantienen a los sistemas en la practi-
ca muy por debajo del limite tedrico. Queda a cargo del proveedor determinar cuantos canales se
utilizaran para el flujo ascendente y cuantos para el flujo descendente. Es técnicamente posible una
combinacién de 50-50 de flujo ascendente y flujo descendente, pero la mayoria de los proveedo-
res asigna entre 80 y 90% del ancho de banda al canal descendente debido a que el grueso de los
usuarios descargan mas datos que los que envian. Esta situacion dio lugar a la “A” (asimétrica) de
ADSL. Una division comun es asignar 32 canales para el flujo ascendente y el resto al flujo des-
cendente. También es posible establecer algunos de los canales de flujo ascendente mas altos como
bidireccionales para el ancho de banda incrementado, aunque esta optimizacion requiere agregar
un circuito especial para cancelar el eco.

El estandar ADSL (ANSIT1.413 y el ITU G.992.1) permite velocidades de hasta 8 Mbps pa-
ra el flujo descendente y de 1 Mbps para el flujo ascendente. No obstante, pocos proveedores ofre-
cen esta velocidad. Por lo general, los proveedores ofrecen 512 kbps para el flujo descendente
y 64 kbps para el flujo ascendente (en el servicio estandar) y 1 Mbps para el flujo descendente y
256 kbps para el flujo ascendente (en el servicio premium).

Dentro de cada canal se utiliza un esquema de modulacion similar a V.34, aunque la tasa de
muestreo es de 4000 baudios en vez de 2400. La calidad de la linea en cada canal se monitorea
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de manera constante y la tasa de datos se ajusta cada vez que es necesario, por lo cual canales dis-
tintos podrian tener tasas de datos diferentes. Los datos actuales se envian con modulacion QAM,
con un maximo de 15 bits por baudio, utilizando un diagrama de constelacion analogo al de la
figura 2-25(b). Por ejemplo, con 224 canales descendentes y 15 bits/baudio a 4000 baudios, el an-
cho de banda del flujo descendente es de 13.44 Mbps. En la practica, la relacion sefial a ruido nun-
ca es suficientemente buena para alcanzar esta tasa, pero en trayectorias cortas sobre circuitos de
alta calidad es posible lograr 8 Mbps, razdon por la cual el estandar llega hasta este punto.

En la figura 2-29 se muestra una disposicion ADSL comun. En este esquema, un técnico de
la compaiiia telefonica debe instalar un NID (Dispositivo de Interfaz de Red) en la residencia del
cliente. Esta pequefia caja de plastico delimita el fin de la propiedad de la compaiiia telefonica y
el inicio de la propiedad del cliente. Cerca del NID (o en ocasiones en combinacion con él) hay
un divisor, un filtro analégico que separa la banda de 0-4000 Hz utilizada por la voz (POTS) de
los datos. La sefial POTS se enruta hacia el teléfono o maquina de fax existente, y la sefial de datos
se enruta a un modem. El médem ADSL es en realidad un procesador de senales digitales confi-
gurado para funcionar como 250 moédems QAM operando en paralelo a diferentes frecuencias.
Debido a que la mayoria de los médems ADSL actuales son externos, la computadora debe estar
conectada a ¢l a una velocidad alta. Por lo general, esto se consigue al colocar una tarjeta Ether-
net en la computadora y poner a funcionar una Ethernet bastante corta de dos nodos tan sélo con
la computadora y el médem ADSL. En ocasiones se utiliza el puerto USB en lugar de Ethernet.
Sin duda, las tarjetas internas para modem ADSL estaran disponibles a futuro.

Conmutador
de voz /Teléfono
J,— Codec
Divisor Linea Divisor
telefénica
4 NID
Computa;dora

v
Médem Ethernet
ADSL

Oficina central de la compania telefénica Residencia del cliente

Figura 2-29. Configuracion tipica de un equipo ADSL.

En el otro extremo del cable, en la oficina central, se instala un divisor correspondiente. Aqui,
se filtra la porcion de voz de la sefal y se envia al conmutador de voz normal. Las sefales por arriba
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de 26 kHZ se enrutan hacia un nuevo tipo de dispositivo conocido como DSLAM (Multiplexor de
Acceso de Linea Digital de Suscriptor), el cual contiene el mismo tipo de procesador digital de
senales que el médem ADSL. Una vez que la sefial digital se extrae de un flujo de bits, se elabo-
ran paquetes y se envian al ISP.

Esta completa separacion entre el sistema de voz y ADSL facilita relativamente a la compaiiia
telefonica el despliegue de ADSL. Todo lo que tiene que hacer es comprar un DSLAM y un divi-
sor y conectar a los suscriptores ADSL al divisor. Otros servicios de ancho de banda alto (por
ejemplo, ISDN) requieren cambios mucho mas significativos al equipo de conmutacién existente.

Una desventaja del disefio de la figura 2-29 es la presencia del NID y el divisor en la residencia
del cliente. La instalacion de estos componentes en la residencia del cliente sélo puede realizarla
un técnico de la compaiia telefonica, lo cual resulta bastante costoso. En consecuencia, también
se ha estandarizado un disefio alternativo sin divisor. Informalmente se le conoce como G.lite,
pero el numero de estandar ITU es G.992.2. Es el mismo que el de la figura 2-29, aunque sin el
divisor. La linea telefonica existente se utiliza tal como estd. La unica diferencia es que se tiene
que colocar un microfiltro en cada conector telefonico, entre el teléfono o el médem ADSL y el
cable. El microfiltro para el teléfono es un filtro pasa bajas que elimina frecuencias por arriba de
3400 Hz; el microfiltro para el médem ADSL es un filtro pasa altas que elimina las frecuencias
por abajo de 26 kHz. El inconveniente es que este sistema no es tan confiable como el de divisor, por
lo que G.lite solo se puede utilizar hasta 1.5 Mbps (en comparacion con los 8 Mbps para ADSL
con un divisor). No obstante, G.lite aun requiere un divisor en la oficina central pero este tipo de
instalacion es relativamente economica y sencilla.

ADSL es tan s6lo un estandar de la capa fisica. Lo que se ejecuta encima de él depende de la
empresa portadora. Con frecuencia, ATM es la eleccion debido a su capacidad para manejar cali-
dad de servicio y al hecho de que muchas compaiiias telefonicas ejecutan ATM en la red central.

Circuitos locales inalambricos

Desde 1996 en Estados Unidos y un poco mas tarde en otros paises, existe libertad para las
compaiias que desean entrar a la competencia con la compaiiia telefonica local (antes monopolis-
ta), llamada ILEC (LEC Obligada). Las candidatas mas probables son las compaiiias telefonicas
de larga distancia (IXCs). Cualquier IXC que desee entrar al negocio telefonico local en alguna
ciudad debe hacer lo siguiente: primero, debe comprar o alquilar un edificio para establecer su
primera oficina central en dicha ciudad. Segundo, debe equipar la oficina con conmutadores tele-
fonicos y otros dispositivos, todos los cuales estan disponibles para venta directa al publico.
Tercero, debe tender una conexion de fibra Optica entre la oficina central y su central interurbana
mas cercana para que los clientes locales tengan acceso a su red nacional. Cuarto, debe conseguir
clientes, por lo general, promoviendo un mejor servicio o precios mas bajos que los de la ILEC.

Aqui empieza la parte dificil. Suponga que la compaiia consigue algunos clientes. ;De qué
manera la nueva compaiia telefonica local, conocida como CLEC (LEC Competitiva), conectara
los teléfonos y computadoras de los clientes a su flamante nueva oficina central? La adquisicion
de los derechos de paso necesarios y el tendido de los cables o fibras son extremadamente costosos.



SEC. 2.5 LA RED TELEFONICA PUBLICA CONMUTADA 135

Muchas CLECs han encontrado una alternativa de bajo costo en lugar del tradicional circuito lo-
cal con cable de par trenzado: el WLL (Circuito Local Inalambrico).

De cierta manera, un teléfono fijo que utiliza un circuito local inaldmbrico se parece un poco
a un teléfono movil, pero existen tres diferencias técnicas importantes. Primera, el cliente del cir-
cuito local inalambrico con frecuencia desea conectividad de alta velocidad a Internet, al menos
similar a la de ADSL. Segunda, al nuevo cliente probablemente no le importe que un técnico de la
CLEC tenga que instalar una gran antena direccional en su techo, la cual apunta a la oficina cen-
tral de la CLEC. Tercera, el usuario no se mueve, con lo cual se evitan todos los problemas aso-
ciados a la movilidad y la transferencia de celdas (cell handoff’) que estudiaremos mas tarde en
este capitulo. Por lo tanto, estamos ante el surgimiento de una nueva industria: la inalambrica fi-
ja (teléfono local y servicio de Internet ofrecidos por CLECs sobre circuitos locales inaldmbricos).

Aunque los WLLs empezaron a funcionar de manera formal en 1998, debemos remontarnos
a 1969 para conocer su origen. En ese aflo la FCC asigno6 dos canales de television (a 6 MHz ca-
da uno) para la television educativa a 2.1 GHz. En afios posteriores se agregaron 31 canales mas
a 2.5 GHz para totalizar 198 MHz.

La television educativa nunca se popularizé y en 1998 la FCC decidié quitarle las frecuencias
y asignarlas a la radio bidireccional. De inmediato fueron utilizadas para los circuitos locales ina-
lambricos. A estas frecuencias, las microondas tienen una longitud de 10-12 cm. Poseen un rango
de casi 50 km y pueden penetrar la vegetacion y la lluvia moderadamente bien. Los 198 MHz de
nuevo espectro fueron puestos inmediatamente en uso para los circuitos locales inalambricos en
un servicio denominado MMDS (Servicio de Distribucion Multipunto y Multicanal). El
MMDS se puede considerar como una MAN (red de area metropolitana), al igual que su similar
LMDS (que se analiza mas abajo).

La gran ventaja de este servicio es que la tecnologia esta bien desarrollada y que el equipo se
consigue con facilidad. La desventaja consiste en que el ancho de banda total disponible es mo-
desto y deben compartirlo muchos usuarios de una enorme area geografica.

El bajo ancho de banda del MMDS desperto el interés en las ondas milimétricas como alter-
nativa. No se asignaron frecuencias en el rango de 28-31 GHz en Estados Unidos y de 40 GHz en
Europa debido a la dificultad de construir circuitos integrados de silicio que operen a esas veloci-
dades. El problema fue resuelto con la invencidn de circuitos integrados de arseniuro de galio, lo
que abri6 las bandas milimétricas para la radiocomunicacién. La FCC respondi6 a la demanda al
asignar 1.3 GHz a un nuevo servicio de circuito local inalambrico llamado LMDS (Servicio Lo-
cal de Distribucion Multipunto). Esta porcidén de ancho de banda es la mayor que la FCC ha asig-
nado de una sola vez para cualquier uso. En Europa se asign6 una porcién similar, aunque a
40 GHz.

En la figura 2-30 se muestra como funciona LMDS. Se puede apreciar una torre con varias
antenas, cada una de las cuales apunta a una direccion distinta. Debido a que las ondas milimétri-
cas son altamente direccionales, cada antena define un sector, independiente de los demas. A esta
frecuencia, el rango es de 2-5 km, lo cual quiere decir que se necesitan muchas antenas para abar-
car una ciudad.
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Figura 2-30. Arquitectura de un sistema LMDS.

Al igual que ADSL, LMDS asigna el ancho de banda de manera asimétrica, dando prioridad
al canal descendente. Con la tecnologia actual, cada sector puede contar con 36 Gbps de flujo des-
cendente y 1 Mbsp de flujo ascendente, compartidos por todos los usuarios del sector. Si cada
usuario activo descarga 3 paginas de 5 KB por minuto, el usuario ocupa un promedio de 2000 bps
de espectro, lo cual permite un maximo de 18,000 usuarios activos por sector. No obstante, para
mantener un retardo razonable debe haber un maximo de 9000 usuarios activos. Con cuatro sec-
tores, como se muestra en la figura 2-30, puede soportarse una poblacion de 36,000 usuarios
activos. Suponiendo que uno de tres clientes esté en linea durante las horas de maxima actividad,
una torre con cuatro antenas puede dar servicio a 100,000 usuarios dentro de un radio de 5 km de
la torre. Muchas CLECs potenciales han realizado estos calculos, y algunas de ellas han llegado
a la conclusion de que con la cantidad necesaria para realizar una modesta inversion en torres de
ondas milimétricas, se pueden meter al negocio de la telefonia local e Internet y ofrecer tasas
de datos comparables a las de Ia television por cable, incluso a un menor precio.

Sin embargo, LMDS tiene algunos problemas. Por una parte, las ondas milimétricas se propa-
gan en linea recta, por lo cual debe haber una linea visual despejada entre las antenas colocadas
en el techo y la torre. Por otra parte, las hojas absorben bien estas ondas, por lo tanto, la torre de-
be tener suficiente altura para evitar los arboles en la linea visual. Lo que podria parecer una linea
visual despejada en diciembre, tal vez no esté despejada en julio cuando los arboles estan repletos
de hojas. La lluvia también absorbe estas ondas. Hasta cierto punto, los errores producidos por la
lluvia se pueden compensar con codigos de correccion de errores o incrementando la potencia
cuando llueva. Con todo, es mas probable que el servicio LMDS se estrene primero en climas se-
cos, como en Arizona en vez de en Seattle.
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Es poco probable que los circuitos locales inalambricos se popularicen si no surgen estanda-
res que animen a los fabricantes a producir equipo y que aseguren a los usuarios la oportunidad
de cambiar de CLEC sin necesidad de comprar equipo nuevo. Con el propdsito de proporcionar
esta estandarizacion, el IEEE establecio el comité 802.16 para que se encargara de preparar el es-
tandar para LMDS. El estandar 802.16 se publicé en abril de 2002. El IEEE denomina MAN ina-
lambrica al 802.16.

El estandar 802.16 del IEEE se disefi6 para telefonia digital, acceso a Internet, conexion de
dos LANSs remotas, difusion por television y radio, entre otros usos. En el capitulo 4 lo veremos
con mas detalle.

2.5.4 Troncales y multiplexion

La economia de escala desempefa un papel importante en el sistema telefénico. Cuesta prac-
ticamente lo mismo instalar y mantener una troncal de ancho de banda alto que una de ancho de
banda bajo entre dos oficinas de conmutacion (es decir, el gasto principal es la excavacion de zanjas
y no el cable de cobre o la fibra 6ptica). En consecuencia, las compaiias telefonicas han desarro-
llado esquemas complejos para multiplexar muchas conversaciones en una sola troncal fisica. Es-
tos esquemas de multiplexion se pueden dividir en dos categorias principales: FDM (Multiplexion
por Division de Frecuencia) y TDM (Multiplexion por Division de Tiempo). En FDM el espec-
tro de frecuencia se divide en bandas de frecuencia, y cada usuario posee exclusivamente alguna
banda. En TDM los usuarios esperan su turno (en round-robin), y cada uno obtiene en forma pe-
riodica toda la banda durante un breve lapso de tiempo.

La radiodifusion AM ilustra ambas clases de multiplexion. El espectro asignado es de alrede-
dor de 1 MHz, aproximadamente de 500 a 1500 kHz. A los diferentes canales logicos (estaciones)
se les asigna una frecuencia distinta, y cada uno funciona en una porcién del espectro con una se-
paracion entre canales lo bastante grande para evitar la interferencia. Este sistema es un ejemplo
de multiplexion por division de frecuencia. Ademas (en algunos paises), las estaciones individuales
tienen dos subcanales 16gicos: musica y publicidad. Estos se alternan en la misma frecuencia, pri-
mero una rafaga de musica y después una rafaga de publicidad, luego mas musica, y asi sucesiva-
mente. Esta situacion es multiplexion por division de tiempo.

A continuacion examinaremos la multiplexion por division de frecuencia y después veremos
como se puede aplicar FDM a la fibra optica (multiplexion por division de longitud de onda). Des-
pués nos enfocaremos en TDM y terminaremos con un sistema TDM avanzado que se usa para fi-
bra optica (SONET).

Multiplexion por division de frecuencia

La figura 2-31 muestra como utilizar FDM para multiplexar tres canales telefonicos de cali-
dad de voz. Los filtros limitan el ancho de banda utilizable a cerca de 3000 Hz por canal de ca-
lidad de voz. Cuando se multiplexan muchos canales juntos, se asignan 4000 Hz a cada canal para
mantenerlos bien separados. Primero se eleva la frecuencia de los canales de voz, cada uno en una
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cantidad diferente, después de lo cual se pueden combinar, porque en ese momento no hay dos ca-
nales que ocupen la misma porcion del espectro. Observe que aunque existen separaciones entre
los canales (bandas de proteccion), hay cierta superposicion entre canales adyacentes porque los
filtros no tienen bordes bien definidos. Esta superposicion significa que un pico fuerte en el borde
de un canal se detectara en el adyacente como ruido no térmico.
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Figura 2-31. Multiplexion por division de frecuencia. (a) Los anchos de banda originales.
(b) Incremento de frecuencia de los anchos de banda. (c) El canal multiplexado.

Los esquemas de FDM que se emplean en el mundo estan normalizados hasta cierto punto.
Un estandar muy difundido es el de 12 canales de voz a 4000 Hz multiplexados dentro de la banda
de 60 a 108 kHz. Esta unidad se llama grupo. La banda de 12 a 60 kHz a veces se usa para otro
grupo. Muchas empresas portadoras ofrecen un servicio de lineas alquiladas de 48 a 56 kbps que
se basan en este grupo. Se pueden multiplexar cinco grupos (60 canales de voz) para formar un
supergrupo. La siguiente unidad es el grupo maestro, que se compone de cinco supergrupos (en
el estandar del CCITT) o de 10 supergrupos (en el sistema Bell). También existen otros estanda-
res que llegan hasta 230,000 canales de voz.

Multiplexion por division de longitud de onda

Para los canales de fibra optica se utiliza una variante de la multiplexion por division de fre-
cuencia llamada WDM (Multiplexién por Division de Longitud de Onda). En la figura 2-32 se
muestran los principios basicos de la WDM en fibra. Aqui, cuatro fibras se juntan en un combi-
nador Optico, cada una con su energia presente a diferentes longitudes de onda. Los cuatro haces
se combinan en una sola fibra compartida para transmision a un destino distante. En el extremo
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distante, el haz se divide en tantas fibras como hayan entrado. Cada fibra saliente contiene un
nucleo corto especialmente construido que filtra todas las longitudes de onda, excepto una. Las
sefiales resultantes pueden enrutarse a su destino o recombinarse en diferentes formas para trans-
porte adicional multiplexado.
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Figura 2-32. Multiplexion por division de longitud de onda.

En realidad, aqui nada es nuevo. Se trata simplemente de multiplexion por division de frecuen-
cia a frecuencias muy altas. Siempre y cuando cada canal tenga su propio rango de frecuencia (es
decir, longitud de onda), y todos los intervalos estén separados, se pueden multiplexar juntos en la
fibra de largo alcance. La unica diferencia con respecto a la FDM eléctrica es que un sistema op-
tico que usa una rejilla de difraccion es totalmente pasivo y, por ello, muy confiable.

La tecnologia WDM ha progresado de tal manera que ha dejado en vergiienza a la tecnologia
de computadoras. La WDM fue inventada en 1990. Los primeros sistemas comerciales tenian ocho
canales, cada uno de los cuales era de 2.5 Gbps. En 1998, los sistemas con 40 canales de 2.5 Gbps
ya estaban en el mercado. En 2001 habia productos con 96 canales de 10 Gbps, con un total de
960 Gbps. Este es suficiente ancho de banda como para transmitir 30 peliculas completas por se-
gundo (en MPEG-2). Los sistemas con 200 canales ya estan trabajando en el laboratorio. Cuando
el numero de canales es muy grande y las longitudes de onda estan espaciadas entre si de manera
estrecha, por ejemplo a 0.1 nm, el sistema se conoce como DWDM (WDM Densa).

Cabe sefialar que la razén por la que WDM es popular es que la energia de una sola fibra por
lo general es de unos cuantos gigahertz debido a que en la actualidad es imposible convertir con
mayor rapidez entre los medios optico y eléctrico. Al ejecutar muchos canales en paralelo sobre
diferentes longitudes de onda, el ancho de banda agregado se incrementa de manera lineal de
acuerdo con el nimero de canales. Puesto que el ancho de banda de una sola banda de fibra es
de alrededor de 25,000 GHz (vea la figura 2-6), teéricamente hay espacio para 2500 canales de
10 Gbps incluso a 1 bit/Hz (también son posibles tasas mas altas).
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Otro desarrollo novedoso es mediante amplificadores dpticos. Anteriormente, era necesario
dividir todos los canales cada 100 km y convertir cada uno en una sefal eléctrica para una ampli-
ficacion por separado antes de volver a convertirlos a dpticos y combinarlos. En la actualidad to-
dos los amplificadores pueden regenerar toda la sefial una vez cada 1000 km sin necesidad de
multiples conversiones Optico-eléctricas.

En el ejemplo de la figura 2-32 tenemos un sistema de longitud de onda fija. Los bits de la fi-
bra entrante 1 van a la fibra saliente 3, los de la fibra entrante 2 van a la fibra saliente 1, etcétera.
Sin embargo, es posible construir sistemas WDM conmutados. En un dispositivo de ese tipo los
filtros de salida se pueden ajustar mediante interferometros de Fabry-Perot o de Mach-Zehnder.
Para mayor informacion acerca de WDM y su aplicacion en la conmutacion de paquetes en Inter-
net, vea (Elmirghani y Mouftah, 2000; Hunter y Andonovic, 2000, y Listani y cols., 2001).

Multiplexion por division de tiempo

La tecnologia WDM es excelente, pero ain hay mucho cable de cobre en el sistema telefoni-
co, por lo tanto, regresemos a ese tema por un momento. Aunque FDM aun se utiliza sobre cables
de cobre o canales de microondas, requiere circuitos analégicos y no es facil hacerla con una
computadora. En contraste, TDM puede manejarse por completo mediante dispositivos digitales y
a ello se debe su popularidad en los ultimos afios. Desgraciadamente, solo se puede utilizar para
datos digitales. Puesto que los circuitos locales producen sefiales analdgicas, se necesita una con-
version de analdgico a digital en la oficina central, en donde todos los circuitos locales individua-
les se juntan para combinarse en troncales.

A continuacion analizaremos la forma en que las multiples sefales analdgicas de voz se digi-
talizan y combinan en una sola troncal digital saliente. Los datos de computo que se envian a tra-
vés de un mdédem también son analogicos, por lo que la siguiente descripcion también se aplica a
ellos. Las sefiales analogicas se digitalizan en la oficina central con un dispositivo llamado codec
(codificador-decodificador), con lo que se produce una serie de nimeros de 8 bits. El codec toma
8000 muestras por segundo (125 pseg/muestra) porque el teorema de Nyquist dice que esto es su-
ficiente para capturar toda la informacion del ancho de banda de 4 kHz del canal telefonico. A una
velocidad de muestreo menor, la informacion se perderia; a una mayor, no se ganaria informacion
extra. Esta técnica se llama PCM (Modulacion por Codificacion de Impulsos). La PCM es el
corazon del sistema telefonico moderno. En consecuencia, virtualmente todos los intervalos de
tiempo dentro del sistema telefonico son multiplos de 125 useg.

Cuando la transmision digital empezo a surgir como una tecnologia factible, el CCITT era in-
capaz de lograr un acuerdo respecto al estaindar internacional para la PCM. En consecuencia, aho-
ra se usan diversos esquemas incompatibles en diferentes paises alrededor del mundo.

Un método muy utilizado en Estados Unidos y Japon es el de la portadora T1, descrito en la
figura 2-33. (Técnicamente hablando, el formato se llama DS1 y la portadora se llama T1, pero
aqui no haremos esa sutil distincion.) La portadora T1 consiste en 24 canales de voz que se mul-
tiplexan juntos. Por lo comun, las sefiales analdgicas se muestrean por asignacion ciclica (en round
robin), alimentando el flujo analogico resultante al codec en lugar de tener 24 codecs y después
mezclar la salida digital. Cada uno de los 24 canales inserta, a la vez, 8 bits en el flujo de salida.
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Siete bits son de datos y uno es de control, con lo que se obtienen 7 x 8000 = 56,000 bps de da-
tos, y 1 x 8000 = 8000 bps de informacion de sefializacion por canal.

Trama de 193 bits (125 useg)

Canal Canal Canal Canal Canal
1 2 3 4 24

——

\ El bit 1 es un 7 bits de \ El bit 8 es para
cédigo de datos por sefalizacion
entramado canal

por muestra

Figura 2-33. La portadora T1 (1.544 Mbps).

Una trama consiste en 24 X 8 = 192 bits mas un bit extra para entramado, lo que da 193 bits
cada 125 useg. Esto produce una tasa de transmision de datos bruta de 1.544 Mbps. El bit numero
193 se usa para sincronizacion de la trama y sigue el patron 0101010101... Por lo general, el re-
ceptor verifica de manera continua este bit para asegurarse de que no ha perdido la sincronizacion.
Si llegara a perder sincronia, el receptor puede esperar hasta detectar otra vez el patroén y volverse
a sincronizar. Los clientes analdgicos no pueden generar el patron de bits porque corresponde a
una onda senoidal a 4000 Hz, que seria filtrada. Desde luego, los clientes digitales pueden gene-
rar este patron, pero hay poca probabilidad de que esté presente cuando la trama pierda sincronia.
Cuando se utiliza un sistema T1 exclusivamente para datos, s6lo 23 de los canales llevan datos. El
vigésimo cuarto lleva un patron especial de sincronizacion que permite la recuperacion rapida en
caso de que la trama pierda sincronia.

Cuando el CCITT por fin llegd a un acuerdo, sintiéo que 8000 bps de informacion de senaliza-
cion era demasiado, de modo que su estandar de 1.544 Mbps se basa en un elemento de datos
de 8 bits en lugar de 7; es decir, la sefial analdgica se cuantiza en 256 niveles discretos en lugar de
128. Hay dos variantes (incompatibles). En la sefializacion por canal comiin, el bit extra (que se
anexa al final y no al principio de la trama de 193 bits) adopta los valores 10101010... en las tra-
mas nones y contiene informacion de sefializacion para todos los canales de las tramas pares.

En la otra variante, la sefalizaciéon por canal asociado, cada canal tiene su propio subcanal
privado de sefializacion. Se establece un subcanal privado asignando uno de los ocho bits de usuario
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de cada sexta trama a funciones de sefializacion, asi que cinco de cada seis muestras tienen 8 bits de
ancho y la otra sélo tiene 7. EI CCITT también recomendd una portadora PCM a 2.048 Mbps
llamada E1. Esta portadora empaca 32 muestras de datos de 8 bits en la trama basica de 125 useg.
Treinta de los canales se usan para informacion y dos para sefializacion. Cada grupo de cuatro tra-
mas proporciona 64 bits de sefalizacion, la mitad de los cuales se usa para sefializacion por canal
asociado y el resto se usa para sincronizacion de tramas o se reserva para que cada pais los use co-
mo quiera. Fuera de Norteamérica y Japon, se utiliza la portadora E1 de 2.048 Mbps en lugar de
laTI.

Una vez que la sefial de voz se digitaliza, es tentador tratar de aplicar técnicas estadisticas para
reducir la cantidad de bits necesarios por canal. Estas técnicas no so6lo son apropiadas para co-
dificar la voz, sino también para digitalizar cualquier sefial analdgica. Todos los métodos de compac-
tacidn se basan en el principio de que la sefial cambia con relativa lentitud en comparacién con la
frecuencia de muestreo, de modo que mucha de la informacién en el nivel digital de 7 u 8 bits es
redundante.

Un método llamado modulacion diferencial por codificacion de impulsos consiste en trans-
mitir no la amplitud digitalizada sino la diferencia entre su valor actual y el previo. Puesto que los
saltos de +16 en una escala de 128 no son probables, podrian bastar 5 bits en lugar de 7. Si la se-
nal llegara a saltar de manera alocada en forma ocasional, la l6gica de codificacion podria reque-
rir varios periodos de muestreo para “recuperarse”. En el caso de la voz, se puede ignorar el error
que se introduce.

Las muestras consecutivas

siempre difieren en +1 B B
La sefhal cambié con

demasiada rapidez y la

codificacion no mantuvo
el ritmo

15

10 —

Niveles de digitalizacion

11‘1L111000000000111111
Tiempo \Flujo de bits

Intervalo de enviados
muestreo

Figura 2-34. Modulacion delta.

Una variante de este método de compactacion requiere que cada valor muestreado difiera de
su predecesor en +1 o —1. Bajo estas condiciones, se transmite un solo bit, que indica si la nueva
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muestra estd por arriba o por debajo de la anterior. En la figura 2-34 se ilustra esta técnica, llamada
modulacion delta. Al igual que todas las técnicas de compactacion que suponen cambios peque-
flos de nivel entre muestras consecutivas, la codificacion delta se puede meter en problemas si la
sefal cambia con demasiada rapidez, como se aprecia en la figura. Cuando esto sucede, se pierde
informacion.

Una mejora a la PCM diferencial consiste en extrapolar algunos valores previos para predecir
el siguiente valor y codificar a continuacién la diferencia entre la sefial real y la que se predice.
Desde luego, el transmisor y el receptor deben utilizar el mismo algoritmo de prediccion. A tales
esquemas se les conoce como codificacion por prediccion y son utiles porque reducen el tama-
flo de los numeros que se codificaran y, por tanto, la cantidad de bits que se enviaran.

La multiplexion por division de tiempo permite que se multiplexen varias portadoras T1 en
portadoras de orden mas alto. La figura 2-35 muestra como se puede hacer esto. A la izquierda ve-
mos que se multiplexan cuatro canales T1 en un canal T2. La multiplexion en T2 y superiores se
hace bit por bit, en lugar de byte por byte, como en los 24 canales de voz que forman una trama
T1. Cuatro flujos T1 a 1.544 Mbps deberian generar 6.176 Mbps, pero T2 en realidad es de 6.312
Mbps. Los bits adicionales sirven para entramar y para recuperar en caso de que la portadora pier-
da sincronia. T1 y T3 son utilizadas ampliamente por los clientes, mientras que T2 y T4 s6lo se
utilizan en el sistema teleféonico mismo, por lo que no son muy conocidas.

4 flujos T1 de entrada 7 flujos T2 de entrada 6 flujos T3 de entrada

ll.llm 1 flujos T2 de salida

\ \
T~ |~ X X
4:1 |— _J6[5[4]3[2[1[0] —=|7:1| — [T 11 11] =61 |—=_TTTT1[T]
[TTTTTelE— = =
TIrrmE-”
1.544 Mbps 6.312 Mbps 44.736 Mbps 274.176 Mbps
T1 T2 T3 T4

Figura 2-35. Multiplexién de flujos T1 en portadoras mas altas.

En el siguiente nivel se combinan siete flujos T2 bit por bit que forman un flujo T3. A conti-
nuacién se unen seis flujos T3 para formar un flujo T4. En cada paso se agrega una pequefia
sobrecarga para entramado y recuperacion en caso de que la sincronizacion entre el emisor y el re-
ceptor se pierda.

Asi como existe un desacuerdo en lo tocante a la portadora basica entre Estados Unidos y el
resto del mundo, también hay desacuerdo respecto a como se ha de multiplexar en portadoras de
ancho de banda mads alto. El esquema de Estados Unidos de dar pasos de 4, 6 y 7 no pareci6 logi-
co a todo el mundo, de modo que el estandar del CCITT prescribe la multiplexion de cuatro flu-
jos en uno en cada nivel. Ademads, los datos de entramado y de recuperacion son diferentes entre
el estandar de Estados Unidos y el del CCITT. La jerarquia del CCITT para 32, 128, 512, 2048 y
8192 canales funciona a velocidades de 2.048, 8.848, 34.304, 139.264 y 565.148 Mbps.
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SONET/SDH

En los primeros dias de la fibra optica, cada compaiiia telefonica tenia su propio sistema
optico TDM patentado. Después de que AT&T se dividio en 1984, las companias telefonicas lo-
cales se tuvieron que conectar a multiples empresas portadoras de larga distancia, todas con dife-
rentes sistemas opticos TDM, de modo que se hizo obvia la necesidad de estandarizacion. En
1985, Bellcore, la division de investigacion de las RBOCs, empezo a trabajar en un estandar llama-
do SONET (Red Optica Sincrona). Mis tarde, el CCITT se uni6 al esfuerzo, lo que dio como
resultado que en 1989 se produjera un estandar SONET y un conjunto de recomendaciones pa-
ralelas del CCITT (G.707, G.708 y G.709). A las recomendaciones del CCITT se les llama SDH
(Jerarquia Digital Sincrona) pero difieren de SONET soélo en detalles menores. Virtualmente
todo el trafico telefonico de larga distancia en Estados Unidos y una buena parte del mismo en los
demas paises tiene ahora troncales que funcionan con SONET en la capa fisica. Si desea informa-
cion adicional, vea (Bellamy, 2000; Goralski, 2000, y Shepard, 2001).

El disefio de SONET tuvo cuatro objetivos principales. Antes que nada, SONET tenia que hacer
posible la interconexion de diferentes operadores telefonicos. El logro de este objetivo requirié que
se definiera un estandar de sefializacion con respecto a la longitud de onda, la temporizacion, la
estructura del entramado, etcétera.

Segundo, se necesitaron medidas para unificar los sistemas digitales estadounidense, europeo
y japonés, todos los cuales se basaban en canales PCM de 64 kbps, pero combinados en formas
diferentes (e incompatibles).

Tercero, SONET tenia que proporcionar un mecanismo para multiplexar varios canales digi-
tales. En el momento en que se cre6 SONET, la portadora digital de mayor velocidad que se usa-
ba ampliamente en Estados Unidos era la T3, a 44.736 Mbps. La T4 ya se habia definido, pero no
se utilizaba mucho, y todavia no se habia definido nada por encima de la velocidad de T4. Parte
de la mision de SONET era continuar la jerarquia a gigabits/seg y mas alld. También se necesita-
ba una forma estandar de multiplexar canales mas lentos en un solo canal SONET.

Cuarto, SONET tenia que proporcionar apoyo para las operaciones, la administracion y el
mantenimiento (OAM). Los sistemas anteriores no hacian esto muy bien.

Una decision temprana fue convertir a SONET en un sistema TDM tradicional, con todo el an-
cho de banda de la fibra dedicado a un canal que contuviera ranuras de tiempo para los distintos
subcanales. Como tal, SONET es un sistema sincrono, controlado por un reloj maestro con una
precisién de alrededor de 1 parte en 10°. En una linea SONET, los bits se envian a intervalos de
suma precision, controlados por el reloj maestro. Cuando posteriormente se propuso que la con-
mutacion de celdas fuera la base de ATM, el hecho de que permitiera la llegada de celdas a inter-
valos irregulares le confirio la etiqueta de Modo de Transferencia Asincrona para contrastarlo con
el funcionamiento sincrono de SONET. Con este tltimo, el emisor y el remitente estan atados a un
reloj comun; con ATM no lo estan.

La trama basica de SONET es un bloque de 810 bytes que se emite cada 125 useg. Puesto que
SONET es sincrona, las tramas se emiten haya o no datos ttiles que enviar. La velocidad de 8000
tramas/seg coincide perfectamente con la tasa de muestreo de los canales PCM que se utilizan en
todos los sistemas de telefonia digital.
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Las tramas de 810 bytes de SONET se pueden describir mejor como un rectangulo de bytes
de 90 columnas de ancho por nueve filas de alto. De este modo, 8 x 810 = 6480 bits se transmi-
ten 8000 veces por segundo, lo que da una tasa de datos bruta de 51.84 Mbps. Este es el canal ba-
sico de SONET y se llama STS-1 (Sefial Sincrona de Transporte 1). Todas las troncales de
SONET son multiplos de STS-1.

Las primeras tres columnas de cada trama se reservan para informacion de administracion del
sistema, como se ilustra en la figura 2-36. Las primeras tres filas contienen el encabezado de sec-
cion (section overhead ); las siguientes seis contienen el encabezado de linea (/ine overhead). El
encabezado de seccion se genera y verifica al comienzo y al final de cada seccion, mientras que
el encabezado de linea se genera y verifica al comienzo y al final de cada linea.

3 columnas para

encabezados
[ 87 columnas |
Trama
—— ] R ~ SONET
= (125 pseq)
Trama
SONET
(125 useg)
NN EEEENEN
Encabezado ncabezado Encabezado
de seccion e linea . de trayectoria

Figura 2-36. Dos tramas SONET consecutivas.

Un transmisor SONET envia tramas consecutivas de 810 bytes, sin huecos entre ellas, inclu-
so cuando no hay datos (en cuyo caso envia datos ficticios). Todo lo que el receptor ve es un flu-
jo continuo de bits, de modo que, ;cémo sabe donde comienza cada trama? La respuesta es que
los dos primeros bytes de cada trama contienen un patron fijo que el receptor busca. Si lo encuen-
tra en el mismo lugar en una gran cantidad de tramas consecutivas, asume que esta sincronizado
con el emisor. En teoria, por lo general un usuario puede insertar este patron en la carga util,
pero en la practica no es posible hacer esto debido al multiplexado de multiples usuarios que se
realiza en la misma trama, entre otras razones.

Las 87 columnas restantes contienen 87 X 9 x 8 x 8000 = 50.112 Mbps de datos de usuario.
Sin embargo, los datos de usuario, llamados SPE (Contenedor o Sobre de Carga Util Sincro-
na), no siempre empiezan en la fila 1, columna 4. La SPE puede empezar en cualquier parte dentro
de la trama. La primera fila del encabezado de linea contiene un apuntador al primer byte. La
primera columna de la SPE es del encabezado de trayectoria (es decir, el encabezado para el pro-
tocolo de la subcapa de la trayectoria de extremo a extremo).
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La facultad de que la SPE empiece en cualquier lugar dentro de la trama SONET o incluso
abarque dos tramas, como se muestra en la figura 2-36, confiere una flexibilidad adicional al siste-
ma. Por ejemplo, si una carga util llega a la fuente mientras se esta construyendo una trama SONET
ficticia, se puede insertar en la trama actual, en lugar de retenerla hasta el inicio de la siguiente.

En la figura 2-37 se muestra la jerarquia de multiplexion de SONET. Se definieron tasas de STS-1
a STS-192. La portadora dptica que corresponde a cada STS-#n se llama OC-n, pero es la misma bit
por bit, excepto por un cierto reordenamiento de bits necesario para la sincronizacion. Los nombres
de SDH son diferentes y empiezan en OC-3 porque los sistemas basados en el CCITT no tienen una
tasa de transmision cercana a los 51.84 Mbps. La portadora OC-9 esta presente porque se aproxima
mucho a la velocidad de una de las principales troncales de alta velocidad que se usan en Japon.
OC-18 y OC-36 se utilizan en Japon. La tasa de datos bruta incluye todos los encabezados. La tasa
de datos de SPE excluye los encabezados de linea y de seccion. La tasa de datos de usuario excluye
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