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Preface

Wireshark has long become the market standard for network analysis, and with the growth
of the Internet and TCP/IP-based networks, it became very popular for network analysis,
troubleshooting, as well as for R&D engineers to understand what is actually running over
the network and what are the problems that we face.

This book is written from a practical point of view. The first part of it, from Chapter 1,
Introducing Wireshark, to Chapter 6, Using the Expert Infos Window, describes the
Wireshark software and how to work with it. This includes how to start it, where to locate

it in the network, how to work with statistical tools, and how to use the Expert system. The
second part, from Chapter 7, Ethernet, LAN Switching, and Wireless LAN, to Chapter 14,
Understanding Network Security, describes how to use it for the analysis and troubleshooting
of common networking protocols; among them, the TCP/IP protocol stack with emphasis on
TCP performance issues, common Internet protocols such as HTTP, SMTP, POP and DNS,
databases, Citrix and Microsoft Terminal Server, IP telephony, and multimedia applications.
The last chapter is about network security. It describes how to locate security breaches and
other problems in your network.

As the name of the book implies, this is a Cookbook. It is a list of effective, targeted recipes of
how to analyze networks. Every recipe comes with a specific issue, how to use Wireshark for it,
where to look and what to look for, and what is the reason for what you see. To complete the
picture, every recipe provides the theoretical foundations of the subject, in order to give the
reader the required theoretical background.

You will see many examples in the book, and all of them are real cases. Some of them took me
minutes to solve, some hours, and some of them took many days. There is one thing common to
all of them: work systematically, use the proper tools, try to get inside the head of the application
writer, and like someone told me once, "Try to think like the network". Do this, use Wireshark,
and you will get results. The purpose of this book is to try and get you there. Have fun!
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What this book covers

Chapter 1, Introducing Wireshark, starts with introducing Wireshark, explaining where to
locate it for effective network analysis. We will learn how to configure the basic parameters,
the start window, the time values, and the coloring rules; and most importantly, we will learn
how to use the Preferences window.

Chapter 2, Using Capture Filters, explains how to use capture filters which are used in order
to define what data will be captured. This chapter explains how to configure these filters
and how to use them in order to capture only the desired data.

Chapter 3, Using Display Filters, explains how to configure display filters which are used
in order to display only the desired data, after the data is captured. This chapter explains
how to configure these filters and how they can assist us in network troubleshooting.

Chapter 4, Using Basic Statistics Tools, explains how to work with the basic Wireshark
statistical features, starting from the simple tables that provides us with "who is talking"
information, conversations and HTTP statistics, and others.

Chapter 5, Using Advanced Statistics Tools, explains how to work with the advanced Wireshark
statistical features, including the 10 graphs and TCP stream graphs that provides us with
powerful capabilities for network and application performance analysis.

Chapter 6, Using the Expert Infos Window, explains how to work with the Expert system,
which is a powerful tool that pinpoints various types of events, such as TCP retransmissions,
zero-window, low TTL and routing loops, out-of-order segments, and other events that might
influence the behavior of our network.

Chapter 7, Ethernet, LAN Switching, and Wireless LAN, explains the Ethernet protocol and
LAN switching, along with problems that might occur in this layer. It also focuses on Wireless
LAN (WiFi), how to test it, and how to resolve problems in these networks.

Chapter 8, ARP and IP Analysis, explains about ARP, IP, and how to analyze IP connectivity
and routing problems. This chapter also explains how to find duplicate IP addresses, DHCP
problems, and other related issues.

Chapter 9, UDP/TCP Analysis, focuses on layer 4 protocols, TCP, and UDP, with emphasis
on TCP performance issues. It provides recipes for allocation of TCP performance problems,
such as retransmission, duplicate ACKs, sliding-window problems such as window-full and
zero-window, resets, and other related issues.

Chapter 10, HTTP and DNS, focuses on DNS, HTTP, and HTTPs. In this chapter, we will see
how they work and what can go wrong in these protocols.

Chapter 11, Analyzing Enterprise Applications', Behavior, talks about other applications such
as FTP, mail protocols, terminal services, and databases. We will see how they are affected
by network problems and how we can solve network-related problems in these applications.

-1
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Chapter 12, SIP, Multimedia, and IP Telephony, is about voice and video over IP, including
recipes for finding VoIP SIP connectivity problems, RTP/RTCP performance problems, and
video problems such as picture freezing and bad picture quality.

Chapter 13, Troubleshooting Bandwidth and Delay Problems, provides recipes for finding
problems caused by low-bandwidth, high-delay, and high-jitter networks. The chapter explains
the behavior of TCP over high-delay, high-jitter networks, and what we can do in order to
improve this behavior.

Chapter 14, Understanding Network Security, focuses on TCP/IP-based network security, and
it includes recipes for finding network scanning, SYN attacks, DOS/DDOS, and other attacks
that can harm the network. This chapter provides recipes for finding various attack patterns
and what causes them.

Appendix, Links, Tools, and Reading, provides references to some useful links from which you
can get further information about Wireshark: learning sources, additional software, and so on.

What you need for this book

For working with this book, you will need to install the Wireshark software that can be
downloaded from www_wireshark.org.

Who this book is for

This book is aimed at R&D, engineering and technical support, IT, and communication
managers who are using Wireshark for network analysis and troubleshooting. It requires
basic understanding of the networking concepts, but does not require specific and detailed
technical knowledge of the protocols or vendor implementations.

Conventions

In this book, you will find a number of styles of text that distinguish between different kinds of
information. Here are some examples of these styles, and an explanation of their meaning.

Code words in text are shown as follows: "Add the string tcp.window_size to view the TCP
window size".

A block of code is set as follows:

[not] primitive [and]or [not] primitive .._]
proto [Offset in bytes from the start of the header : Number of bytes
to check]
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Any command-line input or output is written as follows:

Reply from 173.194.35.148: bytes=32 time=98ms TTL=51
Request timed out.
Reply from 173.194.35.148: bytes=32 time=124ms TTL=51
Request timed out.
Reply from 173.194.35.148: bytes=32 time=134ms TTL=51
Request timed out.
Reply from 173.194.35.148: bytes=32 time=582ms TTL=51
Request timed out.

New terms and important words are shown in bold. Words that you see on the screen, in
menus or dialog boxes for example, appear in the text like this: "clicking the Next button
moves you to the next screen".

Warnings or important notes appear in a box like this.

(::l Tips and tricks appear like this.

Reader feedback

Feedback from our readers is always welcome. Let us know what you think about this book—
what you liked or may have disliked. Reader feedback is important for us to develop titles that
you really get the most out of.

To send us general feedback, simply send an e-mail to feedback@packtpub.com, and
mention the book title via the subject of your message.

If there is a topic that you have expertise in and you are interested in either writing or
contributing to a book, see our author guide on www . packtpub .com/authors.

Customer support

Now that you are the proud owner of a Packt book, we have a number of things to help you to
get the most from your purchase.
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Piracy

Piracy of copyright material on the Internet is an ongoing problem across all media.

At Packt, we take the protection of our copyright and licenses very seriously. If you come
across any illegal copies of our works, in any form, on the Internet, please provide us with
the location address or website name immediately so that we can pursue a remedy.

Please contact us at copyright@packtpub.com with a link to the suspected
pirated material.

We appreciate your help in protecting our authors, and our ability to bring you
valuable content.

Questions

You can contact us at questions@packtpub.com if you are having a problem
with any aspect of the book, and we will do our best to address it.







Introducing Wireshark

In this chapter you will learn:

» Locating Wireshark

» Starting the capture of data

» Configuring the start window

» Using time values and summaries

» Configuring coloring rules and navigation techniques

» Saving, printing, and exporting data

» Configuring the user interface in the Preferences menu

» Configuring protocols preferences

Introduction

In this chapter, we will cover the basic tasks related to Wireshark. In the Preface of this book,
we discussed network troubleshooting and the various tools that can help us in the process.
After reaching the conclusion that we need to use the Wireshark protocol analyzer, it's time to
locate it for testing in the network, to configure it with basic configurations, and to adapt it to
be user friendly.

While setting Wireshark for basic data capture is considered to be very simple and intuitive,
there are many options that we can use in special cases; for example, when we capture data
continuously over a connection and we want to split the capture file into small files, when we
want to see names of the devices participating in the connection and not only IP addresses,
and so on. In this chapter we will learn how to configure Wireshark for these special cases.
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Another important issue is where to locate Wireshark to capture data. Will it be before a
firewall or after it? On which side of the router should we connect it? On the LAN side or on the
WAN side? What should we expect to receive in each one of them? All these issues and more
will be covered in the Locating Wireshark recipe in this chapter, along with recommendations
on how to do it.

Another important issue that will be covered in this chapter is how to configure time values,
that is, how you would like Wireshark to present the arrival time of captured packets. This
is significantly important when we capture data of time-sensitive applications, when it is
important to see the timing of packets inside a TCP connection or a UDP flow.

The next recipe will be on file manipulations, that is, how to save the captured data, whether
we want to save the whole of it or part of it, save only filtered data, export that data into
various formats, merge files (for example, when you want to merge captured files on two
different router interfaces), and so on.

One more issue that will be discussed in this chapter is how to configure coloring rules. That
is, how to configure Wireshark to present different packets and protocols in different colors.
While Wireshark by default has its coloring scheme, we might want to configure it for special
cases, for example, to give a special color to a specific protocol that we monitor or to a specific
error or event that we expect. The Configuring coloring rules and navigation techniques recipe
discusses these issues.

The last two recipes of the chapter will cover the configuration of the Wireshark preferences.
These recipes discuss how to configure the user interface, that is, to configure the Wireshark
windows, the columns and what to see in each one of them, text formats, and so on, along
with specific protocol configurations; for example, which TCP ports should be resolved by
default as a proxy service, whether or not to validate a protocol checksum, whether or not

to calculate TCP timestamps, how to decode fields in the protocol header, and so on.

Locating Wireshark

After understanding the problem and deciding to use Wireshark, the first step would be to
decide where to locate it. For this purpose, we need to have a precise network diagram (at
least the part of the network that is relevant to our test).

The principle is to locate the device that you want to monitor, connect your laptop to the same
switch that it is connected to, and configure a port mirror or monitor to the monitored device.
This operation enables you to see all traffic coming in and out of the monitored device.
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You can monitor a LAN port, WAN port, server or router port, or any other device connected
to the network.

Monitored

Monitoring
port

s1 X ) N s3 X~ s4 N

Wireshark

In the preceding diagram, the Wireshark software (installed on the PC on the left) and the
port mirror, also called port monitor (configured on the switch in the direction as in the
diagram), will monitor all the traffic coming in and out of server S2. Of course, we can also
install Wireshark directly on the server itself, and by doing so, we will be able to watch the
traffic directly on the server.

Some LAN switch vendors also enable other features such as:
» Monitoring a whole VLAN: We can monitor a server's VLAN, Telephony VLAN,
and so on. In this case you will see all the traffic on a specific VLAN.

» Monitoring several ports to a single analyzer: We can monitor traffic on servers S1
and S2 together.

» Filtering: Filtering means choosing and accordingly configuring whether to monitor
incoming traffic, outgoing traffic, or both.

Getting ready

To start working with Wireshark, go to the the Wireshark website, and download the latest
version of the tool.
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An updated version of Wireshark can be found on the website at http://www._wireshark.
org/, under the Download heading. Download the latest Wireshark stable release that is
available at http://www_wireshark.org/download.html.

Each Wireshark Windows package comes with the latest stable release of WinPcap, which is
required for live packet capture. The WinPcap driver is a Windows version of the UNIX Libpcap
library for traffic capture.

How to do it...

Let's take a look at the typical network architecture and network devices, how they work,
how to configure them when required, and where to locate Wireshark.

Where to locate

the Wireshark? Remote office
monitoring: On the Remote office
WAN side monitoring:
5 .
? 00O On the LAN side
p S
a0
[ (00 |
| VS
N 4 Internet access
o monitoring: Before
the Firewall
3
Internet monitoring:
A he Fi Il
fter the Firewa A WAN
To ISP

WAN monitoring: Port
mirror to the monitored
router

Server monitoring: Port
mirror to the monitored
server

Let's have a look at the simple and common network architecture in the preceding diagram.

Monitoring a server

This will be one of the most common requirements that we will have. It can be done by either
configuring the port monitor to the server (numbered as 1 in the preceding diagram), or
installing Wireshark on the server itself.

]
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Monitoring a router

In order to monitor a router, we can monitor a LAN port (numbered as 2 and 6 in the preceding
diagram), or a WAN port (numbered as 5 in the preceding diagram). To monitor a LAN port is
easy—simply configure the port monitor to the port you wish to monitor. In order to monitor a
WAN port, you can connect a switch between the router port and the Service Provider (SP)
network, and configure the port monitor on this switch, as in the following illustration.

Laptop with

Wireshark \K

SP Network
(WAN)

WAN Port

Connecting a switch between the router and the service provider is an operation that breaks
the connection; however, when you prepare for it, it should take less than a minute.

When monitoring a router, don't forget—not all packets coming in to a router will be forwarded.
Some packets can be lost, dropped on the router buffers, or routed back on the same port
that they came in from.

Two additional devices that you can use are TAPs and Hubs.

» TAPs: Instead of connecting a switch on the link you wish to monitor, you can connect
a device called Test Access Point (TAP), which is a simple three-port device that, in
this case, will play the same role as that of the switch. The advantage of a TAP over
a switch is its simplicity and price. TAPs also forward errors that can be monitored
on Wireshark, unlike a LAN switch that drops them. Switches, on the other hand,
are much more expensive, take a few minutes to configure, but provide you with
additional monitoring capabilities, for example, Simple Network Management
Protocol (SNMP). When you troubleshoot a network, it is better to have an available
managed LAN switch, even a simple one.

» Hubs: You can simply connect a hub in parallel to the link you want to monitor, and
since a hub is a half-duplex device, every packet sent between the router and the
SP device will be watched on your Wireshark. The biggest con of this method is that
the hub itself slows the traffic, and it therefore influences the test. In many cases
you also want to monitor 1 Gbps ports, and since there is no hub available for this,
you will have to reduce the speed to 100 Mbps, which again will influence the traffic.
Therefore, hubs are not commonly used.

-
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Monitoring a firewall

When monitoring a firewall, it differs depending on whether you monitor the internal port
(numbered 3 in the diagram) or the external port (numbered 4 in the diagram). On the internal
port you will see all the internal addresses and all traffic initiated by the users working in the
internal network, while on the external port you will see the external addresses that we go

out with (translated by NAT from the internal addresses); you will not see requests from the
internal network that were blocked by the firewall. If someone is attacking the firewall from

the Internet, you will see it (hopefully) only on the external port.

To understand how the port monitor works, it is first important to understand the way that a
LAN switch works. A LAN switch forwards packets in the following way:

1. The LAN switch continuously learns about the MAC addresses of the devices
connected to it.

2. Now, if a packet is sent to a destination MAC, it will be forwarded only to the physical
port that the switch knows this MAC address is coming from.

3. |If a broadcast is sent, it will be forwarded to all the ports of the switch.

If a multicast is sent and Cisco Group Management Protocol (CGMP) or Internet
Group Management Protocol (IGMP) is disabled, it will be forwarded to all the ports
of the switch (CGMP and IGMP are protocols that enable multicast packets to be
forwarded only to devices on a specific multicast group).

5. If a packet is sent to a MAC address that the switch does not know about
(which is a very rare case), it will be forwarded to all the ports of the switch.

Therefore, when you configure a port monitor to a specific port, you will see all the traffic
coming in and out of it. If you connect your laptop to the network, without configuring anything,
you will see only the traffic coming in and out of your laptop, along with broadcasts and
multicasts from the network.

There's more...

When capturing data, there are some tricky scenarios that you should be aware of.

One such scenario is monitoring a VLAN. When monitoring a VLAN, you should be aware of
several important issues. The first issue is that even when you monitor a VLAN, the packet
must physically be transferred through the switch you are connected to, in order to see it.
If, for example, you monitor VLAN-10 that is configured across the network, and you are
connected to your floor switch, you will not see the traffic that goes from other switches

to the servers on the central switch.

=
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This is because when building a network, the users are usually connected to floor switches in
single or multiple locations in the floor, that are connected to the building central switch (or
two redundant switches). For monitoring all traffic on a VLAN, you have to connect to a switch
on which all traffic of the VLAN goes through, and this is usually the central switch.

Swi
[ O VLANLO (VLLO) o
VLAN20 (VL20) --- B
VLAN3O (VL30) -----r---mm-mmm-
TRUNK 1 TRUNK 2
Sw2 Sw3
— O o I s o s EDO0O0mO@D@

]
i
i
i
i
i
-

P2 P3 P4 P5 P6 P7 P8 P9
VL10 VI30  VL20 VL30 VL30 VL0  VL20 VL30 VL30

In the preceding diagram, if you connect Wireshark to Switch SW2, and configure a monitor
to VLAN3O0, you will see all the packets coming in and out of P2, P4, and P5, inside or outside
the switch. You will not see packets transferred between devices on SW3 and SW1, or
packets between SW1 and SW3.

Another issue when monitoring a VLAN is that you might see duplicate packets. This is
because when you monitor a VLAN, and packets are going in and out of the VLAN, you
will see the same packet when it is comes in, and then when it goes out of the VLAN.

&=
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You can see the reason in the following illustration. When, for example, $4 sends a packet to
S$2, and you configure the port mirror to VLAN3O, you will see the packet once when sent from
S84 passing through the switch and entering the VLAN30, and then when leaving VLAN30 and

coming to S2.
S1 S2

S3

S4 S5

See also

For information on how to configure the port mirror, refer to the vendor's instructions.
It can be called port monitor, port mirror, or SPAN (Switched Port Analyzer from Cisco).

There are also advanced features such as remote monitoring (monitoring a port that is
not directly connected to your switch), advanced filtering (such as filtering specific MAC
addresses), and so on. There are also advanced switches that have capture and analysis
capabilities on the switch itself. It is also possible to monitor virtual ports (for example,
LAG or Ether channel groups). For all cases, refer to the vendor's specifications.

Starting the capture of data

In this recipe, we will learn how to start capturing data, and what we will get in various capture
scenarios, after we have located Wireshark in the network.
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Getting ready

After you install Wireshark on your computer, the only thing to do will be to start the analyzer
from the desktop, program files, or the quick start bar.

When you do so, the following window will be opened (Version 1.10.2):

et [Wireshark 110.2 (SVN Rev 51934 from /tunk-110)] = =
Copture | Anslyze Statistics Telephony Tools Intemals Help

dBExXxE AesadTd Qaam @ Bm|E ®
B&PIHSIM Clear Apply Save [PV

The World's Most Popular Network Protocol Analyzer

g
WIRESHARK . VN R foie A1 A0)

Interface List ;= Open

Live k51 of the capture interfaces T Opena previcusty captured fie
(counts incoming packe)

©

Open Recent:

F | Start

C\Customers\Easy2gi ... 23-0CT-2013 --- 1025 --- Test 001.pcapng
Chocse one of mae interdfaces 1 capture fom, then Start

C:\Customers\Easy2give\ CCANOT TEST 05-11-2013.pcapng (12 MB

.ﬂ | Wireless Network Connection 2 - CATechnical\JPvE\IPVG cap 001.pcap (9159 bytes)

£ Wireless Network Connection E CA\Technical\ IPVE\EIGRP pcap (71 kB)

£ Local Area Connection o C:\TechnicalIPvf\connection setup.pcap (28 kB)
C\TechnicalhIPvE\COnnecting to network.pcapng (105 kB)

@ Capture Opdons CATechnical\IPv6\COnnecting to network002.pcapno *~

ST 3 Capture with Demied Dptions CATechnical\IPvB\6tod . pcap (4327 byte<

How to do it...

You can start the capture from the upper bar Capture menu, or from the quick-launch bar with
the capture symbol, or from the center-left capture window on the Wireshark main screen.
There are options that you can choose from.

[}
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How to choose the interface to start the capture

If you simply click on the green icon, third to the right, in Wireshark and start the capture,

Wireshark will start the capture on the default interface as configured in the software

(explained later in the chapter in the recipe Configuring the user interface in the Preferences
menu). In order to choose the interface you want to capture on, click on the List the available

capture interfaces symbol, and the Wireshark Capture Interfaces window will open.

The Wireshark Network Analyzer [Wireshark 110.2 (SVN Rev 51934 from /trunk-1.10)] |

Fle Edt View Go Capture Anslyze
oo a m 2 B2 x

Filt!r{i.ist the available capture interl’aces..‘l

Statistics  Telephony Tools Internals

_om—
WIRESHARK
¥

Interface List

e Live kst of the capture interfaces
(eounts meoming packets)

LedDTFL
BExptessior

The World's Most Popular Networ
Version 1.10.2 (SVN Rev 51934 from /ftrunk

Helg

The best way to see which interface is active is simply to look at the right of the window of the
interface on which you see the traffic running. There you will see the number of total Packets

seen by Wireshark, and the number of Packets/sec in each interface.

I =

Description Packets Packets/s
| Microsoft fe80:blac:bda?:6b8d:95ed O 0
¥ ] Microsoft £e80::c067:223:335:f8el [ 107 6 ] | Details |

] g Realtek PCle GBE Family Controller fe80::d154:fbc0:6da3:aa5b 0

0

Stop

| Options | [ Close |

3]
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In Wireshark Version 1.10.2 and above, you can choose one or more interfaces for the
capture. This can be helpful in many cases; for example, when you have multiple physical
NICs, you can monitor the port on two different servers, two ports of a router, or other multiple
ports at the same time. A typical configuration is seen in the following screenshot:

Port mirror
on switch 1

Y ; Port mirror
on switch 2

&=

Laptop/Desktop with Wireshark
and two physical interfaces

How to configure the interface you capture data from

To configure the interface you capture data from, choose Options from the Capture menu.
The following window will appear:

M Woeshars: Capture Oppons ST - (=) |
P 5 1
Choosing Capture
the Capture Interface Link-Layer header Prom, Mode Snaplen [8] Butfer [MB]  Capture Filter
2 Wireless Netwark Connection 2
interface feb-clac a7 okt Bed Ethernet enabled  defoult 2
\—/ — 2028
@ Wirsless Network Connection Sk 2 e
Ethernae enabled Y
: Local Area Connection
Capturein rewnishivhysiaiig Ethernet enabled  default 2 Manage
. 182311105
promiscuous - | Interfaces
mode ) §  ———
Capture on all interfaces |Manage Interfaces |
¥ Use promiscuous mode on all intedaces
T\ [CeptureFine [+] [compileselected e
C:::Iature Capture Files Display Optians Display
ilter [ . i
File: | Brovse..| ] Update list of packets in real time. options
L ] Usemutile s 7] Use peap-ng format %] Automatically scroll duting ve capture
Capture Next file evety 1 bibytels
multiple fra P = e [¥] Hide capture info disleg
files Ring bufferwith |2 files Name Resalution Name
Ep tastireatin = — ) Resolhve MAC addresses. resolution
p Stop Capture Automatically After.. o TR s
Stop
7| Resclve transport-layer name
capture | iyt
te 7] Use grternal network name resobver
|
.

-
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In the preceding window you can configure the following parameters:

1.

On the upper side of the window, choose the interface you want to capture the
data from.

On the left side of the window, you have the checkbox Use promiscuous mode on all
interfaces. When checked, Wireshark will capture all the packets that the computer
receives. Unchecking it will capture only packets intended for the computer.

In some cases, when this checkbox is checked, Wireshark will not capture data in
the wireless interface; so if you start capturing data on the wireless interface and
see nothing, uncheck it.

On the mid-left area of the window, you have the Capture Files field. You can write
a file name here, and Wireshark will save the captured file under this name, with
extensions 0001, 0002, and so on under the path you specify. This feature is
extremely important when capturing a large amount of data; for example, when
capturing data over a heavily-loaded interface, or over a long period of time. You
can tell the software to open a new file after a specific interval of time, file size,

or number of packets.

On the bottom left of the window, you have the area marked as Stop Capture
Automatically in the preceding screenshot. In this area, you can tell the software to
stop capturing data after a specific interval of time, file size, or number of packets.

On the mid-right area of the window, you can change the Display option and select
the checkboxes Update list of packets in real time, Automatically scroll during live
capture, and Hide capture info dialog, which close the annoying capture window (a
pop up that appears the moment you start capture). In most of the cases you don't
have to change anything here.

On the bottom right of the window, you configure the resolving options for MAC
addresses, IP DNS names, and TCP/UDP port numbers. The last checkbox, Use
external network name resolver, uses the system's configured name resolver (in
most of the cases, DNS), to resolve network names.

Here the answer is very simple. When Wireshark is connected to a wired or wireless network,
there is a software driver that is located between the physical or wireless interface and the
capture engine. In Windows we have the WinPcap driver, in Unix platforms the Libpcap driver,
and for wireless interfaces we have the AirPcap driver.
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There's more...

In cases where the capture time is important, and you wish to capture data on one interface
or more, and be time-synchronized with the server you are monitoring, you can use Network
Time Protocol (NTP) to synchronize your Wireshark and the monitored servers with a central
time source.

This is important in cases when you want to go through the Wireshark capture file in parallel
to a server logfile, and look for events that are shown on both. For example, if you see
retransmissions in the capture file at the same time as a server or application error on the
monitored server, you will know that the retransmissions are because of server errors and not
because of the network.

The Wireshark software takes its time from the OS clock (Windows, Linux, and so on) For
configuring the OS to work with a time server, go to the relevant manuals of the operating
system that you work with.

In Microsoft Windows7, configure it as follows:

1. Go the Control Panel.
2. Choose Clock, Language, and Region.

3. Under Date and Time, Choose Set the time and date and change to the Internet
time tab.

Click on the Change Settings button.
5. Change the server name or the IP address.

In Microsoft Windows7 and later versions, there is a default setting
for the time server. As long as all devices are tuned to it, you can
use it as any other time server.

NTP is a network protocol used for time synchronization. When you configure your network
devices (routers, switches, FWs, and so on) and servers to the same time source, they will
be time synchronized to this source. The accuracy of the synchronization depends on the
accuracy of the time server that is measured in levels or stratums. The higher the level, the
more accurate it will be. Level 1 is the highest. Usually you will have levels 2 to 4.

NTP was first standardized in RFC 1059 (NTPv1), and then in RFC 1119 (NTPv2); the common
versions in the last years are NTPv3 (RFC1305) and NTPv4 (RFC 5905).

You can get a list of NTP servers on various web sites, among them http://support.ntp.
org/bin/view/Servers/StratumOneTimeServers and

http://wpollock.com/AUnix2/NTPstratumlPublicServers.htm.

]
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See also

You can get more information about Pcap drivers at:

» For WinPcap visit: http://www.winpcap.org
» For Libpcap visit: http://www.tcpdump.org

Configuring the start window

In this recipe we will see some basic configurations for the start window. We will talk about
configuring the main window, file formats, and viewing options.

Getting ready

Start Wireshark, and you will get the start window. There are several parameters you can
change here in order to adapt the capture window to meet your requirements:

» Toolbars configuration

» Main window configuration

» Time format configuration

» Name resolution

» Colorize packet list

» Auto scroll in live capture

» Zoom

» Columns configuration

» Coloring rules




First, let's have a look at the toolbars that are used by the software:
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M canot test 05-11-2013, 002.pcapng [Wireshark 1.10.2 (SVN Rev 51934 from /trunk-1.10)]

File Edit Miew Go Capture Analyze Statistics Telephony Tools Intemals Help

© @ 4 ¥ MainToolbar ] ?&QQQE @En

L=, ¥ Filter Toolbar ]

e v Wireless Toolbar J =] Sl 0

I:u:::-,—u. ¥ Status Bar None E| Wireless Settings... Decryption

No. v Packet List . Destination I

|850 v Packet Details 88.11 10.100.351.3

851 ¥ Packet Bytes 151.3 172.88.88.11

§§_2‘ Time Display Format L :_Lgl' ? 172.88.7%7

M canot test 05-11-2013. 002 pcapng  [Wireshark 1.102 (SVN Rev 51934 from /trunk-1.10)] ‘ - | - =
Eﬂ Edit View Go Capture Analyze Statistics IelrphoﬂE 71\:9!5 Internals  Help - ;' B 7 |
o@damg BEXE AesaTL|BE Q@D @B B%|E [MainToolbar
Filter: B&prssron.” Clesr Apply Save IPV6 Filter Toolbar |
80211 Channelk:| | - [Channel FCS Filters| All Frames Nene 3 Witeless Settings... Decryption Keys... | Wireless Toolbar (Turned off by default)
|No. Time Source Destination Protocol  Info -
(850 /9. /20888000 1/2.88.88.11 10.100.151.3 HTTP HTTP/L.1 200 OK (applicat
Igc 79 763978000 10 100 151 3 172 900 29 11 Ten 40092 : A Cacid
0030 67 68 69 6a 6b 6¢c 6d 6e 6f 70 71 72 73 74 75 76 ghijkimn opgrstuv

10040 77 61 62 63 64 65 66 67 68 69 6a b6b 6 6d 66 6F wabcdefg hijklimno =
(O 7] File: "C:\Customers\Easy2give\canot test 05... | Packets: 8099 . Displayed: 8099 (100.0%) - Loa... | Profile: Default |f_§té}hs'foolbar |

For operations with the other toolbars as follows, which are covered in the coming subsections

in this recipe:

» Main Toolbar
» Display Filter Toolbar
» Status Bar

B
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Main Toolbar

In the main toolbar you have the icons shown in the following screenshot:

Edit coloring
roles Edit
preferences
Capture File Move through Zoom and
Operations Operations Packets Operations resize
/—)ﬁ'_)%\ © " ™ /—H

oCcANME ERXB Ae»dT LR QA @#®m% B

a A

Reload capture

file Coloize Edit capture il
packet list filter help
Edit/apply
Auto scroll packet list display filter
in live capture
The five leftmost symbols are for capture operations, then you have symbols for file
operations, zoom and "go to packet" operations, colorize and auto-scroll, zoom and
resize, filters, preferences, and help.
Display Filter Toolbar
In the filter toolbar, you have the following fields:
Save filter
Choose the expression 5 da'_i"“"’“
from a predefined list i
E = x ."’ .'.
IFRM: b iﬁ;m Clear  Apply SI:'O I

Manually type the filter A Y
expression Clear filter —‘ Apply filter to

definition capture file
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Status Bar

In the status bar on the lower side of the Wireshark window, you can see the data shown in

the following screenshot:

File name and location Total number of packets Profile
— e e, - A -
(] 7 Fie: DiATechnical\Wireshar ki CAP-PCAP Flles\7 - PRGZ Slow DB, peap” 2545 KB 00:28:52 Parckets: 6494 Displayed: 6454 Marked: 0 Load time: 0:00.50% Profile: Defeoul I

— Add a comment to the capture file

Error level: colored according to the highest error level

In the preceding screenshot you can see the following:

» Errors in the expert system
» The option to add a comment to the file

» The name of the captured file (during capture, it will show you a temporary name

assigned by the software)

» Total number of captured packets, displayed packets (those which are actually
displayed on the screen), and marked packets (those that you have marked).

How to do it...

In this part we will go step by step and configure

Configuring toolbars

the main menu.

Usually for regular packet capture, you don't have to change anything. This is different when
you want to capture wireless data over the network (not only from your laptop); you will have
to enable the wireless toolbar, and this will be done by clicking on it under the view menu, as

shown in the following screenshot:

M canot test 05-11-2013. 002.pcapng  [Wireshark 1,102 (SVN Rev 51934 from /trunk-1.10)]

File Edit View Go Capture fnalyze Statistics Telephony Tools Intenals Help
© @ J ¥ MsinToolbar Fa aQa
v _Filter Toclbar

[+ Wiretes Toolber

Filter:

B

il

[~

Save

v Status Bar None D Settings.. Decrypt
0. ¥ Packet List Destination
Beopn| S 88.11 10.100.151.3
"M canot test 05-11-2013, 002 irebhark 1.10.2 (SVN Rew 51924 from /trunk-1.10)] "R E=Tfal™ )
File Edit View Go Capture Analyze Statistics Telephony Tools Intemals Help
Ce AN BRXE AesDT R agaf @B8 % @
Filter: [ <] Bpression... cipr Apply save W6
B02.11 Channel: (Channel Offset: FCS Filter:| All Frames None B Wireless Seftings... Decryption Keys... |
No. Time Source — Destinstion Protocol_Info - i
850 /9. /720888000 1/2.88.88.11 10, 100. 151. 3 HTTP HTTP/Ll.1 200 OK (applicat

B
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Configuring the main window
To configure the main menu for capturing, you can configure Wireshark to show the

following windows:

© & J v MsinTcolbar
| v Filter Toolbar
Wireless Toolbar
No. | u status Bar

Filter:

|1956 [+ Packet Details i
|1957 | ¥ PacketBytes -

|1955 [V Packetlist —

M 7-PZGZ Slow DBpcap [Wireshark L10.2 (SVN Rev 51934 from /trunk-1.10)] R S s —
| Eile Edit View Go ﬁap(ur! Analyze Statistics Telephony Tools [nternals  Help

T2 QB @Em % B

3 Expression... Clear Apply Sive IV
Y Dedtination sy
4:6f:ds CDP/VTP/DTP/PA
.20.88 192.168.10.80

.10.80 192.168.20.88

[Ble En ow Go Copture rabge Semimics Tephoey Iock beemss Help

ol 7 - PIGZ Skom Dl puap (Weshack 1102 (6N Ry STATA from arun. 110 R |- o |

e ama B feroTFi BEaaan ey @

Pl 7] preton. e dgpty Seve VB

L T s T U T B T
1955 435.735268 Cisco_64:6f:dS CDP/VTP/DTP/PAGP/UDLD CDP De
1956 437.816008 192.168.20.88 192.168.10.80 TP wf
1957 437.851104 192.168.10.80 192.168.20.88 TCP  wv
1958 437.852750 192.168.20.88 192.168.10.80 TCP i |
1959 437.911372 192.168.10.80 192.168.20.88 TCP  ww

1960 437.922318 192.168.20.88 192.168.10.80 =Y

« Ethernet II, Src: Hewlett-_3e:54:e7 (00:0b:cd:3e:54:e7), Dst: Cisco_4f:4
< Internet Protocol Version 4, Src: 192.168.20.88 (192.168.20.88), Dst: 19°
= Transmission Contrel Protocol, Src Port: wvfo (1056), Dst Port: wv-csp-ud
«pata (57 bytes) -

0000 00 60 47 4f 4a ec 00 Ob cd 3e 54 e7 05 Q0 45 00
0010 00 61 24 75 40 00 80 06 36 29 cO a8 14 58 cO a8
0020 Oa 50 04 20 Oe 85 5c 8a 73 9a f5 33 b6 7b 50 18
0030 9 84 8e 7b 00 00 00 392 Q0 00 06 00 00 Q0 QQ Q0
0040 03 &8 Ob 01 00 00 00 00 OO0 00 00 00 00 00 Q0 00

< Frame 1945: 111 bytes on wire (888 bits), 111 bytes captured (888 bits) L

1
(2 3| e "CATochnical Wineihaed\ CAP AP Genershd - PZGZ " & - y 00 I3 | Profle Defoult
=

In most of the cases you will not need to change anything here. In some cases, you can cancel
the packet bytes when you don't need to see them, and you will get more "space" for the

packet list and details.

=
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Name Resolution

Name Resolution is the translation of layer 2 (MAC addresses), layer 3 (IP addresses), and
layer 4 (Port numbers) into meaningful information.

W oot e ONOATITT G080 IR CUOACAYIELL] Wi 1A (P04 R A

e B3t Yew G0 Copwe ol Ratutn m., g-w. i

s e

| Dustinatian 19 sderen reschond ta
| ONS nama: Prckzpus.cem {L3)

Marsary Rechs e

o oabin et AL Loy

| HC from Hon Hal
Erazigien Ind. c: sLed,

413Ub |TCF segmefit oT a russm lm FOUJ
54 61953 > Seq=473 =36476

es on wire (4 b T 251 g
« Ethernet II, Src: HonHaiPr_c7:8e:73 (60:d8:19:c7:8e:73), Dst: D-LinkIn_f4:7b%3 s
« Internat Protoco] Version 4, Src: DSL6740U.Home (10.0.0.1), “Dst: packtpub.com (83.166.169,228)
« Transmission Control Pruto:u'l. Src Port: 61953 (61953), Dst Port: http (80), Seq: 473, Ack: 36476, Len: 0

TCP parr numbar A0 precenind a1 anp (L)

In the preceding screenshot, we see the MAC address 60:d8:19:¢7:8e:73 (from Hon Hai
Precision Ind., used by Lenovo), the website (that is, Packtpub.com), and the HTTP port
number (that is 80).

Colorizing the packet list

Usually you start a capture in order to establish a baseline profile of what normal traffic looks
like on your network. During the capture, you look at the captured data and you might find a
TCP connection, IP or Ethernet connectivity that are suspects, and you want to see them in
another color.

To do so, right-click on the packet that belongs to the conversation you want to color, choose
Ethernet, IP, or TCP/UDP (the appearance of TCP or UDP will depend on the packet), and
choose the color for the conversation.

B
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In the example you see that we want to color a Transport Layer Security (TLS) conversation.

Destination Protocol Length Info =

99 11:10:51.226639
10011:10:51.226899

209.85.227.17
192.168.2.104

192.168.2.104 TLSvl 1330 Application Data, App
209.85.227.17 TCP 54 telnetcped > https [

192.168.2.104

Mark Packet (toggle)
Ignore Packet (toggle)
(%) Set Time Reference (toggle)

| @ Time Shift...
® Frame 103: 416 bytes i Edit or Add Packet Comment...

@ Ethernet II, Src: In
= Internet Protocol ve| MenuallyResolve Address
2 Transmission Control| ApplyssFite

= Secure Sockets Layer| PrepareafFilter
Conversation Filter

209.85.227.17

102 11:10:51. 238436

B4 wedicrnvary ~ htrnes T

© 1NE 11:1N=E1 247700
- *

416 bytes captured (3328 bits)

:bf:a2:d8:9a), Dst: EdimaxTe_6e:2f:7d (00:0e:2e:
2.104 (192.168.2.104), Dst: 209.85.227.17 (209.§
etcelera (3701), Dst Port: https (443), Seq: 1,

Colorize Conversation
SCTP

s | Follow TCP Stresm " Colorl
0000 00 Qe 2e 6e 2f 7 Follow UDP Strearn *| & Color2
0010 01 92 c3 d2 40 O Fotiowsst Stream PN-C " | @ Color3

0020 e3 11 0e 75 01 b 1o L
0030 fa fO de 39 00 0 ¥ "po 01 6) 03 .| Cobord ! -
(© ¥ | File: "C:\Technical\Wireshark\CAP-PC 2} Decode As... K.. | Packet] 1470 Displayedt| © 00"5 Choose color

& Print... * Colorb E =
Ethernet: MAC address to MAC address session [dow ; E:::;
1P: IP address to IP address session B Coiord

TCP: TCP portto TCP portsession Color10 _
New Coloring Rule...

For canceling the coloring rule:

1. Go to the View menu.

2. Inthe lower part of the menu, choose Reset Coloring 1-10 or simply click
on Ctrl + Space bar.

Auto scrolling in live capture
To configure Wireshark to auto-scroll the packets as it captures them, do the following:

1. Go to the View menu.
2. Mark the Auto Scroll in Live Capture item.

3. Zoom
For zooming in and out:

1. Go to the View menu.
2. Click on Zoom In or press Ctrl + +to zoom in.
3. Click on Zoom Out or press Ctrl + - to zoom out.
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Using time values and summaries

Time format configuration is about how the time column (second from the left on default
configuration) will be presented. In some scenarios, there is a significant importance given
to this; for example, in TCP connections that you want to see time intervals between packets,
when you capture data from several sources and you want to see the exact time of every
packet, and so on.

Getting ready

To configure the time format, go to the View menu, and under Time Display Format you will
get the following window:

("M Wireless Network Connection [Wireshark 1102 (SVN Rev 51934 from /trunk-L10) . - - =NC]
[ e Ecit| View | Go ' Capture Analyze Statistics Telephony  Tools  [ntemals Help
© @ | ¥ MainToolbar r T2 EEcacan #@®%
« Filter Toolbar = ) ~
Filten: Wiejess Toolbar \F v | Expression.. Clear Apply Save IPV6
No. o B: Destination Protocol Infe
PTITY, oy [ nd Pq.uz.zq: 10.0.0.1 TLSVL Application Data
20068 v Packetlist 10.1 173.194.112.245 TCP 21111 > https [AcK]
20069 * :“:‘:E“""‘ 194.112.245 10.0.0.1 TLSvl Application Data
acket Bytes : E
20070, 194 _112 245 _10.0.0.1 TLSvl Application Data
2 00 7 1 I Time Display Format 4 Date and Time of Day: 1970-01-01 01:02:03.123456 Ctrl+ Alt+1 TCP 2 11 11 = h tt ps [ACK]
Name Resolution "l Timeof Day: 010203123456 Ctrl+ Alt+2
?
ggg;g ¥ Colorize Packet List Seconds Since Epoch (1970-01-01): 1234567890.123456 Cirl+Alt+3 pRP ?goohgs 113-2 = 0 -0. 13;&
o Scaoll n L ke Cepure o Seconds Since Beginning of Capture: 123123456 cut-aned ['RP kel 1s at *
£ @ Zoomin Cires | Seconds Since Previous Captured Packet: 1123456 Ctrl+ Alts5 = = !
@ Fran g zoomou i | Seconds Since Previous Displayed Packet: 1123456 cui-anes |96 bits) on interface 0
# EThe€ @ Nommal Size Ciits= UTC Date and Time of Day: 1970-01-01 01020312345 CwloAle7 |St: D-Link_16:09:78 (34:08:!
3 TNEE 1y pecize ol aittocopop | UTC Time of Day: 010203123456 cean? |- 106.76.242.159 (106.76.24
SBEA&E  pisplayed Columns v| + Automatic (Fite Format Precision) t Port: 42263 (42263), seq:
Sl Sabia T Seconds: 0
Expand Al CirloRight Deciseconds: 0.1 g
0000 Collapse All CtrleLeft |  Centiseconds: 0.12 Py smabayBa
0010 Colorize Conversation Rl Mo Br@. .. Le . gL
0020 : Microseconds: 0123456 ba P
Reset Coloring 1-1 trl+Space Nanoseconds: 0123456789 e :
0030 m Coicring Rules.. O35 v wasees
Display Seconds with hours and minutes
Show Packet in New Window
= (@ Reload Cti+R E
@ * [File eeeereermerripg_S5DFELF7-OFDB-46E3-8048-C | Packets: 20073 - Displayed: 20073 (100.0%) - Dropped: 0 (0.0%) Profile: Default

How to do it...

You can chose from the following options:

» Date and Time of Day (the first two options): This will be good to configure when
you troubleshoot a network with time-dependent events, for example, when you know
about an event that happens at specific times, and you want to look at what happens
on the network at the same time.
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» Seconds Since Epoch: Time in seconds since January 1, 1970. Epoch is an arbitrary
date chosen as a reference time for a system, and January 1, 1970 was chosen for
Unix and Unix-like systems.

» Seconds Since Beginning of Capture: The default configuration.

» Seconds Since Previous Captured Packet: This is also a common feature that
enables you to see time differences between packets. This can be useful when
monitoring time-sensitive traffic (when time differences between packets is
important), such as TCP connections, live video streaming, VolP calls, and so on.

» Seconds Since Previous Displayed Packet: This is a useful feature that can be used
when you configure a display filter, and only a selected part of the captured data is
presented (for example, a TCP stream). In this case, you will see the time difference
between packets that can be important in some applications.

» UTC Date and Time of Day: Provides us with relative UTC time.

The lower part of the submenu provides the format of the time display. Change it only if a
more accurate measurement is required.

You can also use Ctrl + Alt + any numbered digit key on the keyboard for the various options.

This is quite simple. Wireshark works on the system clock and presents the time as it is in the
system. By default you see the time since the beginning of capture.

Configuring coloring rules and navigation

techniques

Coloring rules define how Wireshark will color protocols and events in the captured data.
Working with the coloring rules will help you a lot with network troubleshooting, since you are
able to see different protocols in different colors, and you can also configure different colors
for different events.

Coloring rules enable you to configure new coloring rules according to various filters. It will
help you to configure different coloring schemes for different scenarios and save them in
different profiles. In this way you can configure coloring rules for resolving TCP issues, rules
for resolving Sip and Telephony problems, and so on.

M You can configure Wireshark Profiles in order to save Wireshark
Q configuration; for example, predefined colors, filters, and so on.
To do so, navigate to Configuration Profiles from the Edit menu.

=]




Getting ready

To start with the coloring rules, proceed as follows:

1. Go to the View menu.

2. 0On the lower part of the menu, choose Coloring Rules. You will get the
following window:

o o e
| Edn Fiter Ordes

List is processed in order unbi match is found
= Nome String

ipaddr==192163.3.2 &t ip.adde== 2071454470

Meove
selected filles
wp of down
| Kancel
How to do it...
We will now move on to the coloring rules:
Click on the New button, and you will get the following window:
Bl Wiresharic Coloring Rules - Profile: Default — o | @
Edn Filter Order
- List is processed in order until match is found
| bew * Name Stnng
| fdn. name filter
| NTP nty
= name ip.addr==192.163.32 L& ip addr==207145244.70
Disable
! Deiete
Manage
==
| | ppon-
Clear
belp

Foregtound Color...| | Background Color...| Disabled

ok | [ gence |
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In order to configure a new coloring rule, follow these steps:
1. Inthe Name field, fill in the name of the rule. For example, fill in NTP for the
Network Time Protocol.

2. Inthe String field, fill in the filter string, that is, what you want the rule to show
(we will talk about display filters in Chapter 3, Using Display Filters). You can click
on the expression button and get a list of preconfigured filters.

3. Click on the Foreground Color button and choose the foreground color for the rule.
This will be the foreground color of the packet in the packet list.

4. Click on the Background Color button and choose the background color for the rule.
This will be the background color of the packet in the packet list.

5. Click on the Edit button if you want to edit an existing rule. You can also either click
on the Import button to import an existing coloring scheme, or click on the Export
rule for exporting the current scheme.

' There is an importance to the order of the coloring rules. Make sure the
~ order that the coloring rules are in is the order of implementation. For
Q example, application layer protocols should come before TCP or UDP, so that
Wireshark colors them in their color and not the regular TCP or UDP color.

Like many operations in Wireshark, you can configure various operations on the data that is
filtered. The coloring rules mechanism simply applies a coloring rule to a predefined filter.

See also

You can find various types of coloring schemes at http://wiki .wireshark.org/
ColoringRules, along with many other examples, in a simple Internet search.

Saving, printing, and exporting data

In this recipe we will talk about file operations such as save, export, print, and others.

Getting ready

Start Wireshark or open a saved file.




How to do it...

We can save a whole file, and export specific data in various formats and file types.
In the following paragraphs we will see how to do it.

To save a whole file with captured data, perform the following steps:

1. Inthe File menu, click on Save (or press Ctrl + S) for saving the file with

its own name.

2. Inthe File menu, click on Save as (or press Shift + Ctrl + S) for saving the file

with a new name.

For saving a part of a file, for example, only the displayed data:

1. Navigate to Export Specified Packets under the File menu. You will get the

following window:

) Wireshark: Export Specified Pack ===
i
Sevein: |, CAP-PCAP Flles - O i@
' iy Name . Date modified Type Size 2
iy | peapr B/07/201222:42  File folder :
RecentPlaces 2 - Fighting game 20/01/2007 12:04 Wireshark capture... 185 KB |
-- % 3 - Active Syn Scanning 26/09/2011 08:01 Wireshark capture... 64 KB
% 4 - Double vision 26/08/2011 08:12 Wireshark capture... 1KB
Desktop ™ 5- Bad download 26/09/2011 08:12 Wireshark capture... 5547 KB
I 6 - Ping Warm Atack 26/09/2011 08:16 Wireshark capture... 3,770 KB
ol % 7-PZGZ Slow DB 26/09/2011 08:19 Wireshark capture... 2546 KB
Libraries I 8- TCP Lost Connection 26/09/2011 08:21 Wirechark capture... S5KB
™ 9 - Syn Attach 26/09/2011 08:22 Wireshark capture... 3KB
}.&' 7% 10 - Nessus Scanner 26/09/201108:26  Wireshark capture... 178 K8
Computer 7 11 - Slow MAIL Server 26/09/2011 08:29 Wireshark capture... 2KE
@ % 12 - Window Frozen 26/09/2011 08:32 Wireshark capture... 41KB -
Nty lename 95y Attach . [ seve |
Saveastpe.  [WreshakiAcpdump/...-lbpoap (poappeap gz capcapgi-dmpdmpgz) v| | Cancel |
T

i~

Packet Range

@) Al packets

|| Selected packet
Marked packets
First to last marked

") Range:

-

\ Remove ignored packets
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2.

At the bottom-left side of the window, you will see that you can choose which part of
the data you want to save.

For saving all the captured data, select All packets and Captured.
For saving only the displayed data, choose All packets and Displayed.

For saving only selected packets from the file (a selected packet is simply a packet
that you clicked on), choose Selected packet.

For saving marked packets (that is, packets that were marked by right-clicking on it
in the packet list window, and choosing the Marked packet toggle from the menu),
choose Marked packet.

For saving packets between two marked packets select the First to last
marked option.

For saving a range of packets, select Range and specify the range of packets
you want to save.

In the packet list window, you can manually choose to ignore a packet. In the Export
window you can choose to ignore these packets and not save them.

In all the options mentioned, you can choose the packets from the entire captured file, or from
the packets displayed on the screen (packets displayed on the packet list after a displayed
filter has been applied).

Saving data in various formats

You can save the data captured by Wireshark in various formats, for further analysis with
other tools.

You can save the file in the following formats:

>

>

>

Plain text (* . txt): export packet data into a plain text ASCII file.
PostScript (*.ps): export packet data into PostScript format.

Comma Separated Values: Packet Summary (*.csv): export packet summary into
CSV file format, to use it with spreadsheet programs (such as Microsoft Excel).

C Arrays to Packet Bytes (* . c): export packet bytes into C-Arrays so that it can be
imported by C programs.

PSML or XML Packet Summary (*.psml): export packet data into PSML, an
XML-based format including only the packet summary. Further details about this
format can be found at http://www._nbee.org/doku.php?id=netpdl :psml_
specification.

PDML - XML Packet Details (* . pdml): export packet data into PDM, an XML-based
format including the packet details. Further details about this format can be found at
http://www.nbee.org/doku.php?id=netpdl :pdml_specification.
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To save the file, select Export Packet Dissections from the File menu, and you will get the

following window:

Savein: |, CAP-PCAP Fles - O @
L. Name g Date modified Type
~p | pcapr 23/07/2012 22:42 File folder
Recent Places
Desktep
il
Libraries
A
Computer
- iy m, g »
% Fie name: I - ‘ Save |
Metwork .
Saveastype:  |Plainted (bd) v [ Cenca |
Packet Fomat e, |
Captured @ Displayed V| Packet summary line
1 74 V| Packet detals:
! As dspiayed
1
1 Packet Bytes
0 Each packet on a new page

In the preceding screenshot, in the marked box on the left-hand side, you choose the packets
you want to save. The process is the same as in the previous recipe. In the marked box on the

right-hand side, you choose the format of the file to be saved.
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How to print data

In order to print data, click on the Print button from the File menu, and you will get the
following window:

W o T e
T
Prnter |
@ |Plain text|
PostScript
Output to file: wireshark.out Browse.
Packet Range Packet Format
[Qapluted (V] Packet summary line
@ All packets 3121 466 V| Packet details:
Selected packet only 1 ) | All collapsed
Marked packets only 0 0
(EES pRcketson : @ As displayed
From first to last marked packet 0
) i All expanded
Specify a packet range: 0 0 o
| Packet bytes
Remove [gnored packets 0 0 Each packet on a new page
Help I Print J l Cancel

In the Wireshark Print window, you have the following choices:

» Inthe upper window, you choose the file format to be printed
» Inthe lower-left window, you choose the packet to print (like in the Export window)
» In the lower-right window, you choose the format of the printed data, and the data
panes to print from the Wireshark window:
o The Packet Summary pane
o The Packet Details pane
a The Packet Byte pane

The data can be printed in a text format, postscript (for postscript-aware printers), or to a file.
After configuring this window and clicking on print, the regular printing window will appear and
you can choose the printer.

e
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Configuring the user interface in the

Preferences menu

There are a large number of parameters you can change in the Preferences window, including
what data is presented, where files are saved by default, what is the default interface that
Wireshark captures data from, and many more.

What we will refer to in this chapter are the common parameters that when changed will help
us with various capture scenarios.

Getting ready

For configuring User Interface, we will choose the Preferences option from the Edit menu.
You will get the following window:

e e

Save window position: (7

Columns

Savewindow size: [/
Font and Colors
Save maximized state: [V
Capture

Filter Bxpressions
—- L
Name Resalution =

Printing

4 Protocols L ayo ut ory Always start in:
4 Statistics
Columns
[Reading preview dat,
F o nt a nd C OIOTS [will be stopped after
Capture

Filter Expressions
Name Resolution

Printing

Displa

== + Protocols

=]
=

+ Statistics

We will look at the configuration of the following parameters:

» Columns
» Capture

» Name Resolution

B
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How to do it...

In this section we will see how to change parameters that will help in working with Wireshark.

Changing and adding columns

The default columns that we see in the packet pane are the number, time, source
and destination addresses, protocol, length, and information columns, as shown in
the following screenshot:

W e e
= UserInterface Columns

Layout [The first list entry will be displayed as the leftmost column - Drag and drop entries to change column order]
Columins Displayed Title Field type
Font ¥ No. Number
Citors ¥ Time Time (fermat as specified)

Captors ¥  Source Source address

Priiting ¥ Destination Destinaticn address

¥ Protocel  Protocol
[¥] Length  Packet length (bytes)

Name Resolution

Filter Expressions

Shatidtice ¥ Info Information
# Protocols
l_aﬂ Field type: |Infcml:ion E} I
|Eemm Field name: Field ocewrrence:
| Hep | Lok | ey || Genee
Properties
Field type: | Custom [E]
Field name: Field occurrence: 0

To add a new column to the packet pane:

1. You can choose one of the predefined parameters to be added as a new column
from the Field type. Among these parameters are time delta, IP DSCP value, port
numbers, and others.
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2. Avery important feature comes up when you fill in Custom in the field type.
In this case, you can fill in any filter string for Field name. You can, for example,

add the following;:

1. Add the string tcp.window_size to view the TCP window size (that
influences performance).

2. Add the string ip.ttl to view the IP TTL (Time-To-Live) parameter of every

packet.

3. Add rtp.marker to view every instance of a marker set in an RTP packet.

4. As we will see in the later chapters, this feature will assist us a lot for fast
resolutions of network problems.

Changing the capture configuration

There are some parameters that can be configured before capturing data. In the Preferences
window choose the Capture menu, and the following window will come up:

[l Wiresharkc Preferences - Profile: Default

User Interface Capture
Layout
Columns
Font
Colors
Printing

MName Resclution

Default interface:
Interfaces: |

Microsoft: \Device\NPF.(5SDFELF7-OFDB-46E3-8048-C5€ v |
Edit.. |

Capture packets in promiscucus mode:
Capture packets in pcap-ng fermat:

Update list of packets in real time:

Rty rpensdlons Automatic scrolling in live capture: |/
Statistics . : -
t Protocols Hide capture info dialeg: [/
Help

Lo [ ooy [[ conce

For changing the default interface that the capture will start from, just click on the Edit button,
and mark the interface you would like to be the default. Of course you can change it every
time you start a new capture, this is only the default.
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Configuring the name resolution
Wireshark supports Name Resolution in three layers:

» Layer 2: by resolving the first part of the MAC addresses to the vendor name.
For example, 14:da:e9 will be presented as AsusTeckC (ASUSTeK Computer Inc.).

» Layer 3: by resolving IP addresses to the DNS names. For example, 157.166.226.46

will be resolved to www.edrtron.cnn.com.

» Layer 4: by resolving TCP/UDP port numbers to port names. For example, port 80 will

be resolved as HTTP, and port 53 as DNS.

[l Wireshark: Preferences - Profile: Default e
User Interface Name Resolution
Layout Enable MAC name resolution:
Columns Enable netwerk name resolution: Name Resolution
Fent
Colors Enable transport name resolution: 'V
Capture Enable concurrent DNS name resolution:
Sintiog i it ests: 500
BAamum concurrent requests:
Filter Expressions Enable OID resolution:
Satstes Suppress SMI errors:
# Protecols -
[ GeolP database directories Edit... ]
i |
| 5 .
| Hep | ok | [ ey || Coned |
Geo IP feature, for graphical presentation

Al

In TCP and UDP, there is a meaning only to the destination port that
the client initially opens the session to. The source port that the
connection is opened from is a random number (higher than 1024),

and therefore there is no meaning to its translation to a port name.

The Wireshark default is to resolve layer-2 MAC addresses and layer-4 TCP/UDP port numbers.
Resolving IP addresses can slow down Wireshark due to a large amount of DNS queries that it

uses; therefore, use it carefully.
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Very simple. This is the configuration menu for the Wireshark. Here you can configure
parameters as described in this recipe, along with some other parameters. You can refer
to Wireshark manuals at www . wireshark.org for further information.

Configuring protocol preferences

Configuring protocol preferences provides us with capabilities to change the way that
Wireshark captures and presents common protocols. In this recipe we will learn how to
configure the most common protocols.

Getting ready

1. Go to Preferences under the Edit menu, and you will see the following window:

{4 Wireshark: Preferences - Profile: NMS

= User Interface » | Protocols

Layout E
Columns
Font

Colors

Capture

Printing

Name Resolution

Filter Expressions

Statistics
Zdpaniylec

6LoWPAN

N7 11 Badintan

2. Click on the + sign on the left side of the protocols, and a protocol list will be opened.
Under the protocol list you will find the common and lesser-common protocols. In this
part we will talk about the common configurations, and we'll get into protocol details
in the protocols chapters that is, Chapter 7, Ethernet, LAN Switching, and Wireless
LAN, to Chapter 14, Understanding Network Security.
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How to do it...

In this recipe, we will talk about the following basic protocols (basic means that they are
used everywhere, not that they are simple):

» |IPv4 and IPv6
» TCPand UDP

Configuring of IPv4 and IPv6 Preferences
When you choose to configure the IPv4 or IPv6 parameters, you will get the following window:

B . Internet Protocol Version 4
f p—
_ Decode IPvd TOS field as DiffServ field: |+
v Reassemble fragmented IPv4 datag [+

ISAKMP Show IPvd summary in protocol tree: [V
iSCSI
ISON —— Validate the IPvd checksum if possible: [V
ISMACRYP Support packet-capture from IP T50-enabled hardware: [V
) Enable GeolP lookups: [V
Isup
ITOM - Interpret Reserved flag as Security flag (RFC 3514):

The parameters that you may change are:

» Decode IPv4 ToS field as DiffServ Field: the original IP protocol came out with a
field called Type Of Service (ToS), for enabling the IP quality of service through the
network. In the early 90s the Differentiated Services (DiffServ) standard changed
the way that an IP device looked on this field. Unchecking this checkbox will show
this field as in the original IP standard.

» Enable GeolP lookups: GeolP is a database that enables Wireshark to present IP
addresses as geographical locations. Enabling this feature in IPv4 and IPv6 will
enable this presentation. This feature involves name resolutions and can therefore
slow down packet capture in real time.

@)



Configuring TCP and UDP

In UDP, there is not much to change. A very simple protocol, with a very simple configuration.

In TCP on the other hand, there are some parameters that can be changed.

TID«™

Transmission Control Protocol

STP
— .
SUA Show TCP summary in protocol tree:
SYNCHROPHASOR Validate the TCP checksum if possible:
T.38 :
Allow subdissector to reassemble TCP streams:
TACACS+
TALL Analyze TCP sequence numbers:
ICAD . Relative sequence numbers:
E— >—
TCPENCAP Track number of bytes in flight:
TDS Calculate conversation timestamps:
Teredo
Try heuristic sub-dissectors first:
tetra
TFTP Ignore TCP Timestamps in summary:
TIME
i Do not call subdissectors for error packets:

Chapter 1

Most of the changes you can do in the TCP preferences are in the way that Wireshark dissects
the captured data.

>

Validate the TCP checksum if possible: in some NICs, you may see many
"checksum errors". This is due to the fact that TCP Checksum offloading is often
being implemented on some NICs. The problem here might be that the NIC actually
adds the checksum AFTER Wireshark captures the packet, so if you see many TCP
checksum errors, the first thing to do will be to disable this checkbox and verify that
this is not the problem.

Analyze TCP Sequence numbers: this checkbox must be checked for Wireshark to
provide TCP analysis, which is one of its main and most important features.

Relative Sequence Numbers: when TCP opens a connection, it starts from a random
sequence number. When this checkbox is checked, the Wireshark will normalize it to
"0", so what you will see are not the real numbers, but numbers starting from "0" and
increasing. In most of the cases the relative numbers are much easier to handle.

Calculate conversations timestamps: When checking this checkbox, the TCP
dissector will show you the time since the beginning of the connection in every
packet. This can be helpful in cases of very fast connection when times are critical.

[T}
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Using the Protocols feature from the Preferences menu adds more analysis capabilities to
the Wireshark software. Just be careful here to not add too many capabilities that will slow
down the packet capture and analysis.

There's more...

You can get more information on GeolP at http://wiki .wireshark.org/HowToUseGeolP.




Using Capture Filters

In this chapter, we will cover the following topics:

Configuring capture filters
Configuring Ethernet filters
Configuring hosts and networks filters
Configuring TCP/UDP and port filters
Configuring compound filters

Configuring byte-offset and payload matching filters

Introduction

In the first chapter we talked about how to install Wireshark, how to configure it for basic
operations, and where to locate it in the network. In this chapter and the next one we will talk
about capture filters (Chapter 2, Using Capture Filters) and display filters (Chapter 3, Using
Display Filters).

It is important to distinguish between these two types of filters:

>

Capture filters are configured before we start to capture data, so only data that is
approved with the filters will be captured. All other data will be lost. These filters are
described in this chapter.

Display filters are filters that filter data after it has been captured. In this case, all
data is captured, and you configure what data you wish to display. These filters are
described in Chapter 3, Using Display Filters.



Using Capture Filters

. Capture filters are based on the tcpdump syntax presented in the
~ libpcap/WinPcap library, while the display filters syntax was
Q presented some years later. Therefore, keep in mind that the display
and capture filters have different syntaxes!

In some cases, you need to configure Wireshark to capture only a part of the data that it sees
over the interface, for example, cases such as:

» When there is a large amount of data running over the monitored link, and you want
to capture only the data you care about

» When you want to capture data only going in and out of a specific server on a VLAN
that you monitor

» When you want to capture data only of a specific application or applications (for
example, you suspect that there is a DNS problem in the network, and you want to
analyze only DNS queries and responses that go to and from the Internet)

There are many other cases in which you want to capture only specific data and not all that
runs on your network. When using the capture filters, only predefined data will be captured,
and all other packets will be ignored, so you will get only the desired data.

Be careful when using capture filters. In many cases in networking, there
are dependencies between different applications and servers that you are
~\l not always aware of; so, when you use Wireshark with capture filters for

troubleshooting a network, make sure that you don't filter out some of the

Q connections that will cause some problems to disappear. Acommon and
simple example of this is to filter only traffic on TCP port 80 for monitoring
suspected slow HTTP responses, while the problem could be due to a slow
or non-responsive DNS server that you will not see.

In this chapter we will describe how to configure simple, structured, byte offset, and payload
matching capture filters.

Configuring capture filters

We recommend that before configuring a capture filter, you will carefully design what you
want to capture, and prepare your filter for this. Don't forget—what doesn't pass the filter,
will be lost.

There are some Wireshark predefined filters that you can use, or you can configure it yourself
as described in the next recipe.

=
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Getting ready

For configuring capture filters, open Wireshark, and follow the steps in the recipe.

How to do it...

For configuring capture filters before starting with the capture, go through the following steps:

1. For configuring a capture filter, click on the Show the capture options... button,
second from the left, as shown in the following screenshot:

Eile Edit View ;§o Qaptute &mlyze Statistics Telephonx Tools [nternals Helg
ig EBEXD AeSDT L -

Filter: flchow the capture options...

Interface List

13
)

2. The Wireshark: Capture Options window will open as you see in the

following screenshot:

Ml Wireshark: Capture =) |
Capture .
Capture Interface Link-layer header Prom. Mede Snaplen [B] Buffer [MB] Capture Filter - |
Wireless Network Connection 2 ‘
fe80-blacbda6b8d 55e4 Ethernet enabled  default 2

0000

/] :g;r::as Network Connection Ethernet enabled default Z

m

Local Area Connection

[ tes0-a154f0c06da32s50 Ethernet enabled  default 2
0000

« [ m ] »

[] Capture on all interfaces Manage Interfaces

1] Use promiscuous mode on all interfaces
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3. Double-click on the interface on which you want to configure the capture filter
(you can verify which interface is the active one, as described in Chapter 1,
Introducing Wireshark).

4. The Edit Interface Settings window will open up, as in the following screenshot:

Capture
Interface:  Microsoft: \Device\NPF_{55DFE1F7-0FDB-46E3-8D48- C5804C455B84)
IP address: | £.80..c067:2¢23:335:f8el

10004

Link-layer header type: Ethernet El Remote Settings

(V] Capture packets in promiscuous mode
[7] Limit each packetto 65535 - bytes
Buffer size: 1 2 megabyte(s)

ess Settings

Capture Filter:

Fillin the capture
filter string here

5. Now, we can configure the capture filters by simply writing the filter string in the
Wireshark: Capture Filter window, or click on the Capture Filter: button; the
following window will open:

rEdit———-Capture Filter

Ethernet type 0x0806 (ARP)

No Broadcast and no Multicast

No ARP

IP only

IP address 192.168.0.4

IPX only

TCP only

UDP only

Delete| | | TCP or UDP port 80 (HTTP)
HTTP TCP port (80)

Type in the
capture filter

Type in the

hame capture filter

TrPro.pert‘ss‘

string

Filter name:

Filter string: |

H Cancel ]
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The Wireshark: Capture Filter window enables you to configure filters according to Berkeley
Packet Filter (BPF). After writing a filter string, you can click on the Compile BPF button, and
the BPF compiler will check your syntax, and if it's wrong you will get an error message.

In addition to this, when you type a filter string in the capture filter text box, and the filter string
is correct, it will become green, and if not, it will become red.

The BPF filter only checks if the syntax is right. It does not check if the condition is correct.
For example, if you type the string host without any parameter, you will get an error and the
string will become red, but if you type host 192.168.1.1000, it will pass and the window
will become green.

BPF is a syntax coming from the paper The BSD Packet Filter: A New
M Architecture for User-level Packet Capture by Steven McCanne and Van
Q Jacobson from the Lawrence Berkeley Laboratory at Berkeley University
from December 1992. The document can be seen at: http://www.
tcpdump.org/papers/bpf-usenix93.pdf.

Capture filters are made out of a string containing a filtering expression. This expression selects
the packets which will be captured and which packets will be ignored. Filter expressions consist
of one or more primitives. Primitives usually consist of an identifier (name or number) followed
by one or more qualifiers. There are three different kinds of qualifiers:

» Type: These qualifiers say what kind of thing the identifier name or number refers to.
Possible types are host for host name or address, net for network, port for TCP/
UDP port, and so on.

» Dir (direction): These qualifiers specify a particular transfer direction to and/or from
ID. For example src indicates source, dst indicates destination, and so on.

» Proto (protocol): These are the qualifiers that restrict the match to a particular
protocol. For example, ether for Ethernet, ip for Internet Protocol, arp for Address
Resolution Protocol, and so on.

Identifiers are the actual condition that we test. Identifier can be the address 10.0.0.1, port
number 53, or network address 192.168.1 (this is an identifier for network 192.168.1.0/24).

For example, in the filter tcp dst port 135, we have:

» dstis the dir qualifier
» portis the type qualifier
» tcp is the Proto qualifier

@1
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There's more...

You can configure different capture filters on different interfaces:

Capture -

Cahture Interface Link-layer header Prom, Maode Snaplen [B] Buffer [ME] Capture Filter
Il Microsoft: \Device\NPF_{B1BEE691-3B38-4CA1-9D66-6...
feBD-blacbdaT-6bEd S5t Ethernet enabled  default 1

0000

Microsoft: \Device\NPF_{55DFE1F7-0FDB-46E2-8D48-C...
feB0mc06T-2c23:335f el Ethernet enabled default 1

=
10006
=

Realtek PCle GBE Family Controller: \Device\NPF_{752D...

100018 Ethernet enabled default 1

< [T |

This can be used when you capture traffic on two interfaces of a device, and want to check
for different packets on the two sides.

The capture filters are stored in a file named cFfi Iters under the Wireshark directory.
In this file you will find the predefined filters, along with the filters you have configured,
and you will be able to copy the file to other computers. The location of this directory
will change depending on how Wireshark is installed and on what platform.

See also

1. The Wireshark Capture Filters are based on the tcpdump program. You can
find the reference at http://www.tcpdump.org/tcpdump_man.html.

2. You can also find helpful information on the Wireshark manual pages at
http://wiki._.wireshark.org/CaptureFilters.

Configuring Ethernet filters

When talking about Ethernet filters, we refer to Layer-2 filters that are MAC address-based
filters. In this recipe we will refer to these filters and what we can do with them.

Getting ready

The basic Layer 2 filters are:

» ether host <Ethernet host>: To get the Ethernet address
» ether dst <Ethernet host>: To get the Ethernet destination address

» ether src <Ethernet host>: To get the Ethernet source address

=)




Chapter 2

» ether broadcast: To capture all Ethernet broadcast packets
» ether multicast: To capture all Ethernet multicast packets

» ether proto <protocol>: To filter only the protocol type indicated in the
protocol identifier

» vlan <vlan_id>: To pass only packets from a specific VLAN that is indicated
in the identifier field
For negating a filter rule, simply type the word not or ! in front of the primitive. For example:

Not ether host <Ethernet host>or! Ether host <Ethernet host> will capture
packets that are not from/to the Ethernet address specified in the identifier field.

How to do it...

Let's look at the following diagram, in which we have a server, PCs, and a router, connected to
a LAN switch. Wireshark is running on the laptop connected to the LAN switch, with port mirror
to the entire switch (to VLAN1).

The /24 notation in the drawing refers to a subnet mask of 24 bits, that is, 11111111.11111
111.11111111.00000000 in binary or 255.255.255.0 in decimal.

To Remote
Offices

Laptop with
Wireshark

<

10.0.0.254/24
00:15:32:ae:dd:c1

N
M PC2: 10.0.0.2/24 PC3: 10.0.0.3/24

00:15:99:7f:63:03 00:24:d6:ab:98:b6

S$1: 10.0.0.10/24
60:d8:19:¢7:8e:73
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Follow the instructions in the Configuring capture filters recipe, and configure filters as follows:

1.

To capture packets only from/to a specific MAC address, for example of PC3 in the
preceding image, configure ether host 00:24:d6:ab:98:b6.

To capture packets going to a destination MAC address, for example of PC3 in the
preceding image, configure ether dst 00:24:d6:ab:98:b6.

To capture packets coming from a source MAC address, for example of PC3 in the
preceding image, configure ether src 00:24:d6:ab:98:b6.

To capture broadcast packets, configure ether broadcast or ether dst
. fr-fr.ff_ff:ff.

To capture multicast packets, configure ether multicast.

To capture a specific Ether Type (number in Hexadecimal value), configure ether
proto 0800.

The way capture filters work with source host and destination host is simple—the capture
engine simply compares the condition with the actual MAC addresses, and passes only
what is relevant.

A broadcast address is an address in which the destination address is all 1's, that is,

F:ff:

fF.FF:. . ff:ff, therefore when you configure a broadcast filter, only these

addresses will pass the filter. Broadcast addresses can be:

>

L3 IPv4 broadcast that is converted to L2 broadcast; for example, IP packet to
10.0.0.255 (class C subnet, as in the previous illustration), which will be converted
to L2 broadcast in the destination MAC field.

A network-related broadcast; for example, IPv4 ARP (Address Resolution Protocol)
that sends a broadcast as a part of network operation.

M Network-related broadcasts are broadcasts that are sent for the regular
Q operation of the network. Among these are ARPs, routing updates,
discovery protocols, and so on.

In a multicast filter, there are IPv4 and IPv6 multicasts:

>

In IPv4, a multicast MAC address is transmitted when the MAC address starts with
the string 01:00:5e. Every packet with a MAC address that starts with this string
will be considered a multicast.

In IPv6, a multicast address is transmitted when the MAC address starts with the
string 33:33. Every packet with a MAC address that starts with this string will be
considered a multicast.
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Ethernet protocol refers to the ETHER-TYPE field in the Ethernet packet that indicates what
will be the upper Layer protocol. Common values here are 0800 for IPv4, 86dd for IPv6, and
0806 for ARP.

There's more...

» To configure filter for a specific VLAN, use vlan <vlan number>

» To configure filter on several VLANs, use vlan <vlan number> and vlan <vlan
number> and vlan <vlan number>...

See also

There are around a hundred ETHER-TYPE codes, most of them not in use. You can refer to
http://www._mit.edu/~map/Ethernet/Ethernet. txt for additional codes, or simply
browse the Internet for Ethernet code.

Configuring host and network filters

When talking about host and network filters, we refer to Layer 3 filters that are IP address-
based filters. In this recipe we will refer to these filters and what we can do with them.

Getting ready

The basic Layer 3 filters are:

» ipor ip6: To capture IP or IPv6 packets.

» host <host>: To get host name or address.

» dst host <host>: To get destination host name or address.
» src host <host>: To get source host name or address.

M Host can be an IP address or a host name related with this number. You
Q can type, for example, a filter host www . packtpub . com that will show
you all packets to/from the IP address related to the Packt website.

» gateway <Host name or address>: It captures traffic to or from the hardware
address but not to the IP address of the host. This filter captures traffic going through
the specified router. This filter requires a host name that is used and can be found by
the local system's name resolution process (for example, DNS).
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» net <net>: All packets to or from the specified IPv4/IPv6 network.
» dst net <net>: All packets to the specified IPv4/IPv6 destination network.
» src net <net>: All packets to the specified IPv4/IPv6 destination network.

» net <net> mask <netmask>: All packets to/from the specific network and mask.
This syntax is not valid for the IPv6 network.

» dst net <net> mask <netmask>: All packets to/from the specific network and
mask. This syntax is not valid for the IPv6 network.

» src net <net> mask <netmask>: All packets to/from the specific network and
mask. This syntax is not valid for the IPv6 network.

» net <net>/<len>: All packets to/from the <net> network with <len> length in

bits.

» dst net <net>/<len>: All packets to/from the <net> network with <len> length
in bits.

» dst net <net>/<len>: All packets to/from the <net> network with <len> length
in bits.

» broadcast: All broadcast packets.
» multicast: All multicast packets.

» ip proto <protocol code>: It captures packets while the IP protocol field
equals to the <protocol> identifier. There can be various protocols, such as, TCP
(Code 6), UDP (Code 17), ICMP (Code 1), and so on.

» ip6 proto <protocol>: It captures IPv6 packets with protocol as indicated in the
type field. Note that this primitive does not follow the IPv6 extension headers chain.

M In IPv6 header, there is a field in the header that can point to an optional
Q extension header, which points to the next extension header, and so on. In
the current version, Wireshark capture filter does not follow this structure.

» icmp[icmptype]==<identifier>: It captures ICMP packets, while the identifier
is ICMP codes, such as icmp-echo and icmp-request.

How to do it...

Follow the instructions mentioned in the Configure capture filters recipe, and configure
filters as follows:
1. For capturing packets to/from host 10.10.10.1, configure host 10.10.10.1.

2. For capturing packets to/from host at www . cnn.com, configure host www.cnn.
com.

=
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For capturing packets to host 10.10.10.1, configure dst host 10.10.10.1.
For capturing packets from host 10.10.10.1, configure src host 10.10.10.1.

For capturing packets to/from network 192.168.1.0/24, configure
net 192.168_.1ornet 192.168.1.0 mask 255.255.255.0 or net
192.168.1.0/24.

For capturing all data without broadcasts or without multicasts, configure not
broadcast or not multicast.

For capturing packets to/from the IPv6 network 2001::/16, configure net
2001::/16.

For capturing packets to IPv6 host 2001::1, configure host 2001::1.
For capturing only ICMP packets, configure ip proto 1.

. For filtering only ICMP Echo's pings, you can use ICMP messages or message codes.

configure icmp[icmptype]==icmp-echo or icmp[icmptype]==8.

How it works...

For host filtering, when you type a host name, Wireshark will translate the name to an IP
address, and capture packets that refer to this address. For example, if you configure a filter
host www.cnn.com, it will be translated by a name resolution service (mostly DNS) to an IP
address, and will show you all packets going to and from this address. Note that in this case,
if CNN website will forward you to other websites on other addresses, only packets to the first
address will be captured.

There's more...

Some more useful filters:

>

ip multicast: IP multicast packets

ip broadcast: IP broadcast packets

ip[2:2] == <number>: IP packet size

ip[8] == <number>: TTL (Time To Live) value

ip[9] == <number>: Protocol value

(ip[12:4] = ip[16:4]): IP source equal to IP destination address
ip[2:2]==<number>: Total length or IP packet

ip[9] == <number>: Protocol identifier
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These filters are further explained in the Configuring byte offset and payload matching filters
recipe at the end of this chapter. The principle, as illustrated in the following diagram, is
that the first number in the brackets defines how many bytes are from the beginning of the
protocol header, and the second humber indicates how many bytes to watch.

‘ | 1 ‘ ‘ ‘ ‘ 1 | 4Byes | 1 1 1 1 1 1 ‘ ‘ 1
L 12Btes, L L L L L —— l;‘l ( ip[12:4]==192.168.11> |

! ! ! ! 1 Byte | | | | | | | | Destination IP address equal 192.168.1.1,
| 8Bytes | | A ; ; ; ; ; ; ; ; ; ; ; ; ; ; ;
- ‘yt - - - > i ip[§:1] = :‘1->TTI‘_ vaIueT equa! 1 !
Total F | Frag Destination IP
VER | IHL Length Packet ID L |offset TTL | Pro H.CS Source IP Address RIS \\ Data
I I I I I l\ \

1 Byte

See also

For more filters, refer to the tcpdump manual pages at http://www. tcpdump.org/
tepdump_man.html.

Configuring TCP/UDP and port filters

In this recipe we will present Layer 4 TCP/UDP port filters and how we can use them with
capture filters.

Getting ready

The basic Layer 4 filters are:
» port <port>: When the packet is a Layer 4 protocol, such as TCP or UDP, this filter
will capture packets to/from the port indicated in the identifier field

» dst port <port>: When the packet is a Layer 4 protocol, such as TCP or UDP, this
filter will capture packets to the destination port indicated in the identifier field

» src port <port>: When the packet is a Layer 4 protocol, such as TCP or UDP, this
filter will capture packets to the source port indicated in the identifier field
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The port-range matching filters are:

>

tcp portrange <pl>-<p2>orudp portrange <pl>-<p2>:TCP or UDP
packets in the port range of p1 to p2

tcp src portrange <pl>-<p2>orudp src portrange <pl>-<p2>:TCP or
UDP packets in the source port range of p1 to p2

tcp dst portrange <pl>-<p2>orudp src portrange <pl>-<p2>:TCP or
UDP packets in the destination port range of p1 to p2

How to do it...

Follow the instructions in the Configuring capture filters recipe, and configure filters as follows:

N

To capture packets to port 80 (HTTP), configure dst port 80 ordst port http.
To capture packets to or from port 5060 (SIP), configure port 5060.
To capture packets to or from port 5060 (SIP), configure port 5060.

To capture the start (SYN flag) and end (FIN flag) packets of all TCP connections,
configure tcp[tcpflags] & (tcp-syn]tcp-fin) = O.

M In tecp[tepflags] & (tcp-syn]tcp-fin) != 0, itis important
Q to note that this is a bitwise and operation, not a logical and operation.
For example, 010 or 101 equals 111, and not 000.

To capture all TCP packets with RST (Reset) flag set to 1, configure tcp[tcpflags]
& (tcp-rst) 1= 0.

Length filters are configured in the following way:
o less <length>: It captures only packets with length less than or equal
to length identifier. This is equivalent to len <= <length>.
o greater <length>: It captures only packets with length greater than or
equal to length identifier. This is equivalent to <len >= length>.
For example,
o tcp portrange 2000-2500
o udp portrange 5000-6000

Port range filters can be used for protocols that work in a range of ports rather than
specific ones.
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Layer 4 protocols, mostly TCP and UDP, are the protocols that connect between end
applications. The end node on one side (for example, a web client) sends a message to the
other side (for example, a web server), requesting to connect to it. The codes of the processes
that send the request and the processes that receive the request are called port numbers.
Further discussion on this issue is provided in Chapter 9, UDP/TCP Analysis.

Both in TCP and UDP, the port numbers indicate the application codes. The difference
between them is that TCP is a connection-oriented, reliable protocol, while UDP is a
connectionless unreliable protocol. There is an additional Layer 4 protocol called Stream
Control Transport Protocol (SCTP) that you can refer to as an advanced version of TCP,
which also uses port numbers.

TCP flags are sent in packets in order to establish, maintain, and close connections. A signal is
set when a specific bit in the packet is set to 1. The most common flags that are in use are:

» SYN: Asignal sent in order to open a connection

» FIN: A signal sent in order to close a connection

» ACK: A signal sent to acknowledge received data

» RST: A signal sent for immediate close of a connection

» PSH: A signal sent for pushing data for processing by the end process (application)

Using capture filters you can filter packets to/from specific applications, along with filtering
packets with specific flags turned on.

There's more...

Some problematic scenarios (mostly attacks...) are:

» tcp[13] & Ox00 = 0: No flags set (null scan)

» tcp[13] & Ox01 = 1:FIN set and ACK not set
» tcp[13] & 0x03 = 3:SYN set and FIN set
» tcp[13] & Ox05 = 5:RST set and FIN set
» tcp[13] & O0x06 = 6:SYN set and RST set
» tcp[13] & O0x08 = 8:PSH set and ACK not set
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In the following diagram you can see how it works. tcp[13] is the number of bytes from the
beginning of the protocol header, when the values 0,1,3,5,6, and 8 refer to the flag locations.

1 Byte
13 Bytes N tep[13]==<Number>
> i \\ \\
Src. Port| Dst. Port |Sequence Number | Acknowledge Number H R|Flgs qudow Checksum Urgent Opts. Data
L Size Pointer
\\ W\
L]
1 Byte

Flag [Cwr|Ecn|Urg|Ack|Psh|Rst|Syn| Fin

Binary value [128]64[32][16] 8 [4[2[1]

[z28]64[32]16] 8 [ 4 | 2] 1| tcpr13] & 0x00 = no flags set

|128 64|32(16| 8 4 2 1 | th[ls] & 0x01 = (1)F|N set and ACK not set
tcp[13] & 0x03 = (1+2)=SYN set and FIN set

[128[64[32]16] 8 [ 4] 2 [ 1 | 1cp[13] & 0x05 = (1+4)RST set and FIN set

12864 |32|16| 8 | 4 | 2 | 1 | tcp[13] & OxO6 = (2+4)SYN set and RST set

128l6ala2]16] 81 4] 21 tcp[13] & 0x08 = (8)PSH set and ACK not set

[128[64[32]16] 8 [4 [ 2] 1|

See also

A deeper description of UDP and TCP is provided in Chapter 9, UDP/TCP Analysis.

Configuring compound filters

Structure filters are simply made for writing filters out of several conditions. It uses simple
conditions, such as not, and, and or for creating structured conditions.

Getting ready

Structured filters are written in the following format:
[not] primitive [and]or [not] primitive ...]
The following modifiers are commonly used in the Wireshark capture filters:

» lornot
» &&orand

» |Joror
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How to do it...

To configure structured filters, you simply write the conditions according to what we learned in
the previous recipes, with conditions to meet your requirements.

Some common filters are:
1. For capturing only unicast packets, configure not broadcast and not
multicast.

2. For capturing HTTP packets to www . youtube . com, configure host www.youtube.
com and port 80.

3. A capture filter for telnet that captures traffic to and from a particular host, configures
tcp port 23 and host 192.180.1.1.

4. For capturing all telnet traffic not from 192.168.1.1, configure tcp port 23 and
not src host 192.168.1.1.

How it works...

Some examples for structured filters:

For capturing data to tcp port 23 (Telnet) from source port range of 5000-6000, configure
tcp dst port 23 and tcp src portrange 5000-6000.

There's more...

Some interesting examples are as follows:

» host www.mywebsite.com and not (port 80 or port 23)
» host 192.168.0.50 and not tcp port 80
» host 10.0.0.1 and not host 10.0.0.2

See also

For more examples, you can take a look at:

» http://www.packetlevel .ch/html/tcpdumpf.html
» http://www.packetlevel .ch/html/txt/tcpdump.filters
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Configuring byte offset and payload

matching filters

Byte offset and payload matching filters come to provide us with a flexible tool for configuring
self-defined filters (filters for fields that are not defined in the Wireshark dissector and filters for
proprietary protocols). By understanding the protocols that we work with and understanding
their packet structure, we can configure filters that will watch a specific string in the captured
packets, and filter packets according to it. In this recipe we will learn how to configure these
types of filters, and we will also see some common and useful examples of the subject.

Getting ready

To configure byte offset and payload matching filters, start Wireshark and follow the
instructions in the Configuring capture filters recipe in the beginning of this chapter.

How to do it...

1. String matching filters comes to check a specific string in the packet header.
It comes in the following format:

proto [Offset: bytes]
With this filter we can create filters for strings over IP, TCP, and UDP.

2. For IP string-matching filters you can create the following filter:
ip [Offset:Bytes]

3. For matching application data, that is, to ook into the application data that is
carried by TCP or UDP, the most common uses of it are: tcp[Offset:Bytes]
Or udp[Offset:Bytes].

The general structure of offset filter is:

proto [Offset in bytes from the start of the header : Number of bytes
to check]
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Common examples for string matching filters are:

1. For filtering destination TCP ports between 50 and 100, configure (tcp[2:2] > 50
and tcp[2:2] < 100).
Here we count two bytes from the beginning of the TCP header, and check the next
two bytes to be lower than 100 and higher than 50.

2 Bytes
2 Bytes f—/ﬁ (tcp[2:2]>50 and tcp[2:2]<100)
> \\ \\
Source |Destination H Window Urgent
Port Port Sequence Number | Acknowledge Number L R|Flgs Size Checksum ey \\OPtS- \\ Data
\\ \\

-
1 Byte

2. For checking TCP window size smaller then 8192, configure tcp[14:2] < 8192.

Here we count two bytes from the beginning of the TCP header, and check the next
two bytes (the window size) to be less than 8192.

2 Bytes
14 Bytes _—— tcp[14:2]<8192 0 W
Source |Destination H Window Urgent
Acknowl N Fl b
Port A Sequence Number | Acknowledge Number L[R|Fles| e |Checksum| p \\Opts \\Data
W\ \\

-
1 Byte

There's a nice string-matching capture filter generator in http://www.wireshark.org/
tools/string-cf.html

]
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There's more...

You can also see additional filters in the tcpdump man pages:

1. To print all IPv4 HTTP packets to and from port 80, (that is to print only packets
that contain data, not, for example, SYN, FIN or ACK-only packets), configure the
following filter: tcp port 80 and (((ip[2:2] - ((ip[0]&0xF)<<2)) -
((tcp[12]&0xF0)>>2)) 1= 0).

2. To print the start and end packets (the SYN and FIN packets) of each TCP
conversation that involves a non-local host, configure tcp[tcpflags] &
(tcp-syn|tcp-fin) = 0 and not src and dst net <localnet>.

3. To print IP broadcast or multicast packets that were not sent via Ethernet broadcast
or multicast, configure ether[0] & 1 = 0 and ip[16] >= 224.

4. To print all ICMP packets that are not echo requests/replies (that is, not ping
packets), configure icmp[icmptype] != icmp-echo and icmp[icmptype]
I= icmp-echoreply.

See also

» There is a string calculator at http://www.wireshark.org/tools/string-cf.
html.

It doesn't always provide working results, but it might be a good place to start from.

» Another interesting blog can be found on http://www.packetlevel .ch/html/
txt/byte offsets.txt.
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In this chapter you will learn the following:

Configuring display filters

Configuring Ethernet, ARP, host, and network filters
Configuring TCP/UDP filters

Configuring specific protocol filters

Configuring substring operator filters

Configuring macros

Introduction

In this chapter we will learn how to work with display filters. Display filters are filters that
we apply after capturing data (filtered by capture filters or not), and when we wish to display
only part of the data.

Display filters can be implemented in order to locate various types of data:

>

Parameters such as the IP address, TCP or UDP port numbers, URLs,
and server names

Conditions such as "packet length shorter than..." and the TCP port range

Phenomena such as TCP retransmissions, duplicate and other types of ACKs,
various protocol error codes, and flag existence

Various applications parameters such as Short Message Service (SMS) source
and destination numbers and Server Message Block (SMB) server names

Any data that is sent over the network can be filtered, and when filtered, you can create
statistics and graphs according to it.
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As we will describe in the recipes in this chapter, there are various ways to configure display
filters: from predefined menus, from the packet pane, or by writing the syntax directly.

While using display filters, don't forget that all the data was already
M captured and the display filters only decide what to display.
Q Therefore, after filtering data, the capture file still contains the
original data that was captured. You may later save the complete
data or only the displayed data.

Configuring display filters

In order to configure display filters, you can choose one of the several options:

» Choosing from the filters menus

»  Writing the syntax directly into the display filter window (while working with
Wireshark; after a while this will become your favorite)

» Choosing a parameter in the packet pane and defining it as a filter
» Using tshark or wireshark with command line ; this will be discussed in Appendix

This chapter discusses the first three options.

Getting ready

In general, a display filter string takes the form of a series of primitive expressions connected
by conjunctions (and, or, or something else) and optionally preceded by not:

[not] Expression [and]or] [not] Expression...

While Expression can be any filter expression, such as ip.src==192.168.1.1 for the
source address, tcp.flags.syn==1 for TCP SYN flag presence, and tcp.analysis.
retransmission for TCP retransmissions, and ] or are conjunctions that can be used in any
combinations of expression, including brackets, multiple brackets, and any lengths of strings.

There are several conditions to these. They can be one of the following:

C-like Shortcut Description Example

Syntax

== eq Equal ip.addr == 192.168.1.1or
ip.addr eq 192.168.1.1

1= ne Not equal Tip.addr==192.168.1.1, ip.addr
1= 192.168.1.1,or ip-addr ne
192.168.1.1

Sz
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C-like Shortcut Description Example
Syntax
> gt Greater than frame.len > 64
< It Less than frame.len < 1500
>= ge Greaterthanor  frame.len >= 64
equal to
<= le Less than or frame.len <= 1500
equal to
is present A parameter is http.response
present
contains Contains a http.host contains cisco
string
matches A string matches http.host matches www.cisco.
the condition com

You can insert a space character between parameters and operators or leave it
without spaces.

Wireshark colorizes the display filter area in yellow whenever you use the = operator for
combined expressions such as eth_addr, ip.addr, tcp.port, and udp.port, but this
will not work due to the following reason.

When you type a filter expression such as ip.addr = 192.168.1.100, you will see The
packet contains the field ip.addr with a value different from 192.168.1.100. Because an

IP datagram contains both a source and a destination address, the expression will evaluate to
true whenever at least one of the two addresses differs from 192.168.1.100. For this reason
you should write '(ip.addr == 192.168.1.100); this will display Show me all the
packets for which it is not true that a field ip.addr have the value of 1.2.3.4.

There are several operators. They can be as follows:

C-like Shortcut Description = Example
Syntax

&& and Logical AND  ip.src==10.0.0.1 and tcp.flags.syn==1

All SYN flags sent from IP address 10.0.0.1 practically
and all connections opened (or tried to be opened) from
10.0.0.1.

11 or Logical OR ip-addr==10.0.0.1 or ip.addr==10.0.02

All the packets going in or out the two IP addresses.

1 not Logical NOT not arp and not icmp
All the packets that are neither ARP nor ICMP.

[G]-
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How to do it...

To configure display filters, you can choose any one of the methods mentioned earlier.

Choosing from the filters menu

For choosing from the filters menu, navigate to the display filter pane on the upper side of the
window and click on the Expression... button as you see in the following screenshot:

M Wireshark --- 23-10-2
File Edit View Go

Filter:

65350 153.110592
65351 153110601
~3354 153111436

Field name

Expert - Expert Info !

[+ 104apci - IEC 60870-5-104-Apci

| # 104asdu - IEC 60870-5-104-Asdu

| @ 2dparityfec - Pro-MPEG Code of Practice =3 relea
# 3COMXNS - 3Com XNS Encapsulation

|[# 3GPP2 All - 3GPP2 All
# 6LoWPAN - IPv6 over IEEE 802154

| @ 802.11 MGT - IEEE 802.11 wireless LAN managem
[ 802.11 Radiotap - IEEE 802.11 Radiotap Capture he
[# 802.3 Slow protocols - Slow Protocols

| 9P - Plan9 9P
# A-bis OML - G5M A-bis OML

AALL - ATM AALL

-
=2

e

hony

contains

matches

Tools |Internals Help

coamy BB A¢es»TFELIEE QAR @

Value (Protocol)

Predefined values:

Range (offset:length)

ok || concel

&5
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There are five important panes in the filters menu:

>

Field name: In this pane you configure the filter parameter. You can go to the protocol
by typing its name, and get to the protocol parameter by clicking on the + sign to the
left of the list.

One example for this would be: type ipv4 to get to the IPv4 protocol, click on the +
sign to expand the protocol parameters (or press Enter twice) and choose ip.addr to
filter a specific IP address.

Another example would be to type tcp to get to the TCP protocol, click on the + sign
to the left of the protocol parameter and choose tep.port for the source or destination
port number.

Relation: This is the pane from where you choose the operator. You can choose ==
for equal, = for not equal, and so on.

An example for this would be: type sip to get to the SIP protocol, choose sip.Method,
and choose == from the Relation pane. Type invite in the Value (Protocol) pane.
This will filter all the SIP INVITE methods.

Value: Here you enter the value of the field that you have chosen before.

An example for this would be: type tcp to get to the TCP protocol, click on the + sign
to go to the protocol parameter, choose tep.flags.syn for the TCP SYN flag, and enter
1 in the Value field.

Predefined values: When the value of the field you chose is not Boolean, there might
be a list of options in this field.

An example for this would be: under TCP, there is an option named tep.option_kind.
This option is related to TCP options (for more details, refer to Chapter 9, UDP/TCP
Analysis). You will get a list of values that are possible.

Range (offset: length): This field provides you the length of the string in the
offset: length format.
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Writing the syntax directly into the display filter window

After you get used to the display filters syntax, you may find it easier to type the filter string
directly into the filter window:

——— .
! Wireshark —- 23-10-2008 —— CAP-02 --- YORAM-FS.pcap [Wireshark 1.10.2 (SVN Rev 51934 from /trunk-1.10)]
File Edit View Go Capture Analyze Statistics Telephony Tools Internals Help

coams B0XR Aaes0TL (EE a0 @

ﬂkjpression.., Clear Apply Save

Time Source Destination Proto

65350 153.110592 30 100, t1.5 10.:101.3:7 7¢C
65351 153.110601 10.101.11.5 10.101.3.7 SM
Tw3545IR30 11436 10 Q1L 1.5 10 101307 3¢

Filter:

In this case, when you write a filter string into the window, the window will light up in one
of the following three colors:

» Green: This is when the filter is correct and you can apply it.

» Red: This indicates a wrong string. Fix the string before you apply it.

» Yellow: Whenever you use the 1= operator, the display filter area will turn yellow.
It doesn't mean your filter will not work, it is just a warning that it may not work.

Choosing a parameter in the packet pane and defining it as a filter

This is a very convenient option. You can choose any field from the packet detail pane
in the captured file; right-click on it and you will get a few options, as illustrated in the
following screenshot:

o “Wireless Network &
file Edit View Go Capture Analyze é!l:ls‘hcs T:Iephnny Teate

OO AN BERERE AER®DT o i F&n@

— Collapse All
No. Time Source Apply as Column Protocol  Info

-2 4L ..VLUVIT 1V.V.V.J Apply a5 Filter T 5eled=’d‘ = = ey
L 12.620403 10.0.0. Prepare a Filter » | NotSelected T /¢
45 12.638406 194 .90 .[19  colorize with Filter v | ..andSelected tp 3
46 12.638557  194.90.f19 "oTsen v ecea
: '\; n c:net Selected

+ Ethernet II, Src: HonHaiPr ; Dst
s Internet Protocol Versign  onseecedPacket Bytes.. 0 )8 5) Dst 1
s Transmission control Pratc@ wiirwtocol page (47757), Dst A
-Hypertext Transfer Protdcc o firefidrererence

-[GET /ga.js HTTP/L.INF\H | Prwcltes

Protocol Preferences »

[Expert Info (chat/seque¢_
[Message: GET /ga.js|H & Pcodes

« Disable Protocol...

[severity Tlevel: cChag] geobens

P/1.1\r\n]

q - /ga.js
Request Vers1on HTTP/1.1
Host: www.google-analytics.com\r\n
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A couple of options are as follows:
» Apply as Filter: This will set a filter according to the field you choose and apply it
to the captured data.
» Prepare a Filter: This will prepare a filter but not apply it. It will be applied when
you click on the Apply button on the right-hand side of the filter window.

In both the options, you can choose to configure a filter:

» Selected: This will choose the selected field and parameter
» Not Selected: This will choose the the field and parameter that are not selected

For example, right-clicking on the field http.request.method and choosing Selected will
come with the filter string http.request.method == GET; while, choosing Not Selected
will come with the string 1 (http.request.method == "GET"].

You can also choose the options ... and selected, ... or selected, ... and not selected,
or ... or not selected for structured filters.

The display filter is a proprietary Wireshark language. There are many places where display
filters can be used that will be discussed in the later chapters. Additional filters will be
introduced in the upcoming recipes of this chapter.

You can always use the autocomplete feature to complete filter strings. For example, if you
type in tcp.- T, as shown in the following screenshot, the autocomplete feature lists possible
display filter values that can be created beginning with tcp. T, that is, TCP flags (SYN, FIN,
RST, and so on).

M *Wireless Network Connection [Wireshark 1102 (SUN Rev 51934 from /trunk-1.10)] Wl
File Edit View Go Capture Analyze Statistics Telephony Tools Internals He

coams BERXR AesdT 2 IBE
Filter: tcp.f { | EI Expressio
No. tep.flags - Destin
L tep.flags.ack e
44 tcp.flags.cwr 19
45 tcp.flags.ecn = 7 10
46 tcp.flags.fin 7 10
47 tep.flags.ns 68 10
48 :cp.::ags.push 1(}

cp.flags.res -
49 tcp.flags.reset = ]
50 1z.0//90Y Y~ o e .
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There's more...

Now we will cover some additional helpful features.

What is the parameter we filter?

Anytime you mark a specific field in the packet details pane, you will see the correlating
filter string in the status bar at the bottom-left corner of the Wireshark window.

I ~ Type: 1P (0x0800)
0000 WUBIAAEGHEGEREL 4c 72 b9 03 03 53 08 00 45 00 HaWEELr

0010 00 47 05 79 00 00 80 11 Oc 05 Oa O0a Oa 17 Oa Oa T
0020 Oa fe dl e8 00 35 00 33 1a 0d 95 49 01 00 00 01 ..... 6. 3
0030 00 00 00 00 OO0 00 06 74 65 72 65 64 6f 04 69 70 ..... o

0040 76 36 09 6d 69 63 72 6f 73 6f 66 74 03 63 6f 6d v6.mifro

(alalal AN AN N AN 0
@ 7 Destination Hardware Addres

Adding a parameter column

You can also right-click on a parameter in the packet pane and choose Apply as Column.
This will add a column with the specific parameter. For example, you can choose the
parameter tcp.-window_size_value and add it as a column to the packet list pane,
so you will be able to watch the TCP window size online. This influences TCP performance,
as we will learn in Chapter 9, UDP/TCP Analysis.

Saving the displayed data

To save the displayed data, you can navigate to File | Export Specified Packets...
and choose which packets to save.

[
‘ Packet Range &

Captured @ Displayed
@ Al packets 1 217

7]
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Configuring Ethernet, ARP, host, and

network filters

In this recipe we will discuss how to configure filters of layers 2 and 3, that is, Ethernet- and
IP-based filters respectively. We will also discuss Address Resolution Protocol (ARP) filters.

Getting ready

In layer 2 we will configure Ethernet-based filters, while in layer 3 we will configure IP-based
filters. In Ethernet we have filters based on the Ethernet frame and the MAC address, while in
IP we have filters based on the IP packet and address.

The common frame delta filters are as follows:

» Tframe.time_delta: This is used for the time delta between the current and
previously captured frames; this will be used in statistical graphs displayed in
Chapter 5, Using Advanced Statistics Tools

» fTrame.time_delta_displayed: This is used for the time delta between current
and previously displayed frames; this will be used in statistical graphs displayed in
Chapter 5, Using Advanced Statistics Tools

Since the time between frames can influence TCP performance significantly, we will use the
frame.time_delta parameters in statistical graphs for monitoring TCP performance.

The common layer 2 (Ethernet) filters are as follows:

» eth.addr == <MAC Address>: This is used to display a specific MAC address
» eth.src == <MAC Address>: This is used to get the source MAC address
» eth.dst == <MAC Address>: This is used to get the destination MAC address
» eth.type == <Protocol Type (Hexa)>:This is used to get the Ethernet
protocol types
The common ARP filters are as follows:

» arp.opcode == <value>:This is used for ARP requests/responses

» arp.src.hw_mac == <MAC Address>: This is used to capture the ARP address
of the sender

The common layer 3 (IP) filters are as follows:

» ip.addr == <IP Address>: This is used to get the source or destination
IP address
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» ip.src == <IP Address>: This is used to get the source IP address
» ip.dst == <IP Address>: This is used to get the destination IP address
» ip-ttl == <value>, ip.-ttl < value> orip.ttl > <value>: This is used to

get IP TTL (Time To Live) values

» ip.-len = <value>, ip-len > <value>, orip.len < <value>: This is used to
get IP packet length values

» ip.version == <4/6>: This is used to get the IP protocol version
(Version 4 or Version 6)

How to do it...

Here we will see some common examples for layer 2 and 3 filters.

Address Syntax Example

format

Ethernet eth.addr == XX:IXX:IXXIXXIXXIXX eth.addr ==

(MAC) Here. x = O to f 00:50:7F:cd:d5:38

address ’ '
eth.addr == XX-XX=XX=XX-XX-XX eth.addr ==
Here, X = O to f. 00-50-7f-cd-d5-38
eth.addr == XXXX.XXXX.XXXX eth_addr == 0050.7fcd.
Here x=0tof. d538

Broadcast Eth.addr == fFFf.fFFf_ffff

MAC

address

IPv4 host ip.addr == X.X.X.X Ip.addr == 192.168.1.1

address Here, X = 0 to 255.

IPv4 ip.addr == X.X.X.x/y ip.addr ==

network Here x = 0 t0 255, y = 0 to 32. 192.168.200.0/24

address This covers all the addresses in

the network 192.168.200.0 mask
255.255.255.0.

IPv6 host ipv6.addr == XIXIXIXIXIXIXIX ipv6.addr ==

address ipv6.addr == x::X:X:IX:X Te80::85ab:dc2e:abl2:e6c7
Here in the format of nnnn,Nn=0to f
(Hex).

IPv6 ipv6.addr == x::/y ipv6.addr == fe80::/16

network Here x =0 to f (Hex)and y = O to 128. This covers all the addresses that

address start with the 16 bits Fe80.

=
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The table refers to ip-addr and ipv6.addr filter strings. The value for any field that has an
IP address value can be written the same way.

Ethernet filters
These are classified into two categories:

» To display only packets sent from or to specific MAC addresses, use something
like these: eth.src == 10:0b:a9:33:64:18 and eth.dst ==
10:0b:a9:33:64:18

» To display only broadcasts, use Eth.dst == ffff_.ffff_ffff

ARP filters
These are classified into two categories:

» To display only ARP requests, use arp.opcode ==
» To display only ARP responses, use arp.opcode ==

IP and ICMP filters

» To display only packets from a specific IP address, use something like this: ip.src
== 10.1.1.254

» To display only packets that are not from a specific address, use something like this:
lip.src == 64.23.1.1

» To display only packets between two hosts, use something like these: ip.addr ==
192.168.1.1and ip.addr == 200.1.1.1

» To display only packets that are sent to multicast IP addresses, use something like
this: ip.dst == 224.0.0.0/4

» To display only packets coming from the network 192.168.1.0/24 (mask
255.255.255.0), use ip.src==192.168.1.0/24

» To display only IPv6 packets to/from specific addresses, use something like
the following;:
o ipv6.addr == ::1
o ipv6.addr == 2008:0:130F:0:0:09d0:666A:13ab
o ipv6.addr == 2006:0:130f::9¢c2:876a:130b
o ipv6.addr == ::
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Complex filters

» To check for packets sent from the network 10.0.0.0/24 to a website that contains
the word packt, use ip.src == 10.0.0.0/24 and http.host contains
""packt"

» To check for packets sent from the network 10.0.0.0/24 to websites that end with
.com, use ip.addr == 10.0.0.0/24 and http.host matches '"\.com$"

» To check for all the broadcasts from the source IP address 10.0.0.0, use ip.src ==
10.0.0.0/24 and eth.dst == ffff.ffff_.ffff

» To check for all the broadcasts that are not ARP requests, use not arp and eth.
dst == fFff.fFff.ffff

» To check for all the packets that are not ICMP, use 'arp || !icmp, and to check for
all the packets that are not ARP, use not arp or not icmp

Here are some explanations to the filters we saw in the How to do it... section of this recipe.

Ethernet broadcasts

In Ethernet, broadcasts are packets that are sent to addresses with all 1s in the destination
field and this is why, to find all broadcasts in the network, we insert the filter eth.dst ==
rrf_fff. FFff.

IPv4 multicasts

IPv4 multicasts are packets that are sent to an address in the address range 224.0.0.0 to
239.255.255.255 that is in binary of the address range 11100000.00000000.00000000.0
0000000 t0 11101111.12211111.11111111.11111111.

If you look at the binary representation, a destination multicast address is an address that
starts with three 1s and a 0O, and therefore, a filter to IPv4 multicast destinations will be
ip.dst == 224.0.0.0/4. That is, an address that starts with four 1s (224), and a subnet
mask of 4 bits (/4) will indicate a network address ranger from 224 to 239 that will filter
multicast addresses.

IPv6 multicasts

IPv6 multicasts are packets that are sent to an address that starts with ff (first two hex digits
= Ff), then one-digit flags, and scope. Therefore when we write the filter ipv6.dst ==
TF00: : /8, it means to display all the packets in IPv6 that are sent to an address that starts
with the string FF, that is, IPv6 multicasts.
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See also

» For more information on Ethernet, refer to Chapter 7, Ethernet, LAN Switching,
and Wireless LAN

Configuring TCP/UDP filters

TCP and UDP are the main protocols in layer 4 that provide connectivity between end
applications. Whenever you start an application from one side to another, you start the
session from a source port, usually a random number equal or higher than 1,024, and
connect to a destination port, which is a well-known or registered port that waits for the
session on the other side. These are the port numbers that identify the application that
works over the session.

Other types of filters refer to other fields in the UDP and TCP headers. In UDP we have
a very simple header with very basic data, while in TCP we have a more complex header
that we can get much more information from.

In this recipe we will concentrate on the possibilities while configuring TCP and UDP
display filters.

Getting ready

As done earlier, we should plan precisely what we want to display and prepare the filters
accordingly.

For TCP or UDP port numbers use the following display filters:

» tcp.port == <value>orudp.port == <value>: This is used for specific
TCP or UDP ports (source or destination)

» tcp.dstport == <value>orudp.dstport == <value>:This is used for
specific TCP or UDP destination ports

» tcp.srcport == <value>orudp.srcport == <value>:This is used for
specific TCP or UDP destination ports

In UDP, the header structure is very simple: source and destination ports, packet length,
and checksum. Therefore, the only significant information here is the port number.

TCP on the other hand is more complex and uses connectivity and reliability mechanisms that
can be monitored by Wireshark. Using tcp.flags, tcp.analysis, and other smart filters
will help you resolve performance problems (retransmissions, duplicate ACKs, zero windows,
and so on), protocol operation issues such as resets, half-opens, and so on.
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Common display filters in this category are as follows:

» tcp.analysis: This is used for TCP analysis criteria such as retransmission,
duplicate ACKs, or window issues. Examples for this filter are as follows (you can
use the autocomplete feature to get the full list of available filters):

o tcp.analysis.retransmission: This is used to display packets that
were retransmitted.

o tcp.analysis.duplicate_ack: This is used to display packets that
were acknowledged several times.

o tcp-analysis.zero_window: This is used to display packets when
a device on the connection end sends a zero-window message (that tells
the sender to stop sending data on this connection, until window size
increases again).

1 -
‘\Q The tcp.analysis filters do not analyze the TCP header; they

provide a protocol analysis through the Wireshark expert system.

» tcp.flags: These are used to find out if a flag(s) is set or not. Examples of this
filter are as follows:

o tcp-flags.syn == 1:Thisis used to check if the SYN flag is set.
o tcp-flags.reset == 1:Thisis used to check if the RST flag is set.
o tcp-flags.fin == 1:Thisis used to check if the FIN flag is set.

1
‘Q For TCP flags, the tcp . Flags filter will be used to find out whether

a specific flag is set or not.

» tcp.window_size value < <value>: This is used to look for small TCP window
sizes that are in some cases indications for slow devices.

How to do it...

Some examples for filters in TCP/UDP filters:

» Tofilter all the packets to the HTTP server, use tcp.dstport == 80

» To filter all the packets from the network 10.0.0.0/24 to the HTTP server, use
ip.src==10.0.0.0/24 and tcp.dstport == 80

» For all the retransmissions in a specific TCP connection, use tcp.stream eq 16
&& tcp.analysis.retransmission

7]
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To isolate a specific connection, place the mouse on a packet in the connection you want

to watch, right-click on it, and choose Follow TCP Stream. A TCP stream is the data that

is transferred between the two ends of the connection from the connection establishment

to the connection tear down. The string tcp.stream eq <value> will appear in the display
filter window. This is the stream you can work on now. In the preceding example, it came

out as stream 16, but it can be any stream number (starting the count from stream 1 in

the capture file).

Retransmissions are TCP packets that are sent again. It can be due to several reasons,
as explained in Chapter 9, UDP/TCP Analysis.

M While monitoring phenomena such as retransmissions, duplicate ACKs,
Q and others that influence performance, it is important to remember that
these phenomena refer to a specific TCP connection.

Other examples of the types of TCP filters are as follows:

» To transfer all the window problems in a specific connection:

o tcp.stream eq 0 && (tcp.analysis.window_full || tcp.
analysis.zero_window)

o tcp.stream eq O and (tcp.analysis.window_full or tcp.
analysis.zero_window)
» To transfer all the packets from 10.0.0.5 to the DNS server: ip.src == 10.0.0.5
&& udp.port == 53

» To transfer all the packets or protocols in TCP (for example HTTP) that contains the
string cacti (case sensitive): tcp contains '‘cacti”

» To check all the packets that are retransmitted from 10.0.0.3: ip.src ==
10.0.0.3 and tcp.analysis.retransmission

» To transfer all the packets to any HTTP server: tcp.dstport == 80

» To check all the connections opened from a specific host (if in a form of scan, can
be a worm!): ip.src==10.0.0.5 && tcp.flags.syn==1 && tcp.flags.
ack==0

» To check all the cookies sent from and to a client: ip.src==10.0.0.3 &&
(http.cookie || http.set_cookie)

(77}
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The following are illustrations of the IP and TCP header structures respectively. UDP is
quite simple; it has only source and destination port numbers, length, and checksum.
In the following diagram we see the IP header structure:

QoS Byte Total datagram
(ToS/DiffServe) length (in bytes)
|
Header Length For
(in bytes) fragmentation
) and reassembly
< 32 bits >
7
IP protocol //Ver HL ToS Length
version . Header
number it : ragment
16-bit identifier flgs offset e —
Time to Upper
Max. no. remaining r/ live Ig)?er checksum
hops (decemented)
at each router) 32 bit source IP address ] Source and
; destination IP
32 bit destination IP address addresses
Upper layer Options (if any)
protocol to which
payload is delivered Data \ E.g. timestamp
- (Variable length record route taken,
typically a TCP specify list of
or UDP segment) routers to visit

Some important factors in the IP packet are as follows:

» Ver: The version is either 4 or 6.
» Header length (HL): The header length is 20 to 24 bytes, with options.

» Type of Service (ToS): This is usually implemented with Differentiated Services
(DiffServ) and provides priority to preferred services.

IP standard (RFC 791 from September 1981) has named this field Type of
M Service (ToS) and defined its structure. The standards for Differentiated
Q Services were published later (RFCs 2474, 2475 from December 1998 and
others) and are used for the implementation of the ToS byte in majority of
the applications.
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» Length: This field indicates the total datagram length in bytes.

» 16-bit identifier, figs, and Fragment offset: Every packet has it's own packet ID.
When fragmented along with the flags and offset, these will enable the receiver to
reassemble it.

» Time to live (TTL): This starts with 64, 128, or 256 (depending on the operation
system that sends the packet), when every router on the way decrements the value
by one. This comes to prevent packets from traveling endlessly through the network.
The router that sees 1 in the packet decrements it to O and drops the packet.

» Upper layer: This field consists of upper-layer protocols such as TCP, UDP and ICMP.

» Checksum: This field represents the packet checksum. The idea here is that the
sender uses an error-checking mechanism to calculate a value over the packet.
This value is set in the checksum field while the receiver of the packet calculates it
again. If the sent value is not equal to the received value, it will be considered as a
checksum error.

» 32-bit source and destination IP addresses: As the names suggest, these are
source and destination IP addresses.

» Options: This field is usually not in use in IPv4. In the following diagram you see the

TCP header:
— i _—>
32 bits Source and
ACK: ACK# valid — / Destination Port
] I Numbers
Nrce port # dest port#

URG - Urgent data Numbering of sent

sequence number

(generally not used)

acknowledgment number

data

X
PSH-Push data HL| Res [N El? UA P|R|S|F revr window size
now
checks ptr urgenth&s\

Ack numbers to
con?rm data arrival

PSH-Push data

- }éyés (Variable length)

# of bytes rcvr is
willing to accept

RST-Connection

RESET
application
data
SYNC-Start (Variable length)
session

FIN-End session

In case of URG
pointer, indicates
the data location

Options

(7o}
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Some important factors in the TCP packet are as follows:

» Source and destination ports: These are the applications codes on either end.
» Sequence number: This field counts the bytes that the sender sends to the receiver.

» Acknowledgement number: This field indicates the ACK's received bytes. We will
discuss this in detail in Chapter 9, UDP/TCP Analysis.

» HL: This is the header length field and it indicates whether we use the Options
field or not.

» Res: This field is reserved for future flags.

» Flags: This field indicates flags to start a connection (SYN), close a connection (FIN),
reset a connection (RST), and push data for fast processing (PSH). We will discuss
this in detail in Chapter 9, UDP/TCP Analysis.

» Rcvr window size: This field indicates the buffer that the receiver has allocated
to the process.

» Checksum: This field indicates the packet checksum.

» Options: Timestamps and receiver window enhancement (RFC 1323), and
MSS extension. Maximum Segment Size (MSS) is the maximum side of the
TCP payload. It is indicated in this field. Further discussion on this will be done
in Chapter 9, UDP/TCP Analysis.

There's more...

The TTL field in IP is quite a helpful field. While checking a TTL value, it explicitly indicates
how many routers the packet has passed. Since operating system defaults are 64, 128, or
256, and the maximum number of hops that a packet will cross through the Internet are 30
(in private networks it is much less). For example, if we see a value of 120, the packet has
passed 8 routers, and a value of 52 indicates that the packet has passed 12 routers.

See also

» For further information on the TCP/IP protocol stack, refer to Chapter 9,
UDP/TCP Analysis

Configuring specific protocol filters

In this recipe we will have a look at the instructions and examples to configure display filters
for common protocols such as DNS, HTTP, and FTP.

The purpose of this recipe is to learn how to configure filters that will help us in network
troubleshooting. We will learn about network troubleshooting in the upcoming chapters.

&)
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Getting ready

To perform this recipe, you will need a running Wireshark software capture; there are no
other prerequisites.

How to do it...

In this recipe we will see the display filters for some common protocols.

HTTP display filters
The following are some common HTTP display filters:

>

To display all the HTTP packets going to <"*host name">, use http.request.
method == <"Request methods'>

To display packets with the HTTP GET method, use http.request._.method ==
"GET"

To display the URI requested by client, use http.request.method == <"Full
request URI'>; for example, http.request.uri == "/v2/rating/mail.
google.com”

To display the URI requested by the client that contains a specific string (all requests
to Google in the preceding example), use http.request.uri contains "URI
String'; for example, http.request.uri contains "mail.google.com"

To check all the cookie requests sent over the network (note that cookies are always
sent from the client to the server), use http.cookie

To check all the cookie set commands sent from the server to the client, use http.
set_cookie

To check all the cookies sent by Google servers to your PC, use (http.set_
cookie) && (http contains "google™)

To check all the HTTP packets that contain a ZIP file, use http matches ""\.zip"
&& http.request.method == "GET"

DNS display filters
Here, we will look at some common DNS display filters.

To display DNS queries and responses, use:

>

>

dns.flags.response == 0 for DNS queries
dns.flags.response == 1 for DNS response

To display only DNS responses with four answers or more, use dns.count.answers >= 4.

[Ei}-
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FTP display filters
Some common FTP display filters are as follows:

>

To fetch FTP request commands, use Ftp.request.command == <"requested
command'> - ftp.request.command == "‘USER"

To fetch FTP commands from port 2, use ftp, and to fetch FTP data from port 20 or
any other configured port, use ftp-data

The Wireshark regular expression syntax for display filters uses the same syntax as regular
expressions in Perl.

Some common modifiers are as follows:

>

>

>

~: This is used to match the beginning of the line
$: This is used to match the end of the line

|: This is used for alternation purposes

(): This is used for grouping purposes

*: This is used to match either O or more times
+: This is used to match 1 or more times

?: This is used to match 1 or O times

{n}: This is used to match exactly n times

{n, }: This is used to match at least n times

{n,m}: This is used to match at least n but not more than m times

You can use these modifiers to configure more complex filters. Have a look at the
following examples:

>

To look for HTTP GET commands that contain ZIP files, use http. request.method
== "GET" && http matches "\.zip" && !'(http.accept_encoding ==
'gzip, deflate™)

To look for HTTP GET commands that contain ZIP files, use http. request.method
== "GET" && http matches "\.zip" && !'(http.accept_encoding ==
"'gzip, deflate™)

To look for HTTP messages that contain websites that end with .com, use http.
host matches '"\.com$"
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See also

» The Perl regular expression syntax list can be found at http://www.pcre.org/, and
the manual pages can be found at http://perldoc.perl.org/perlre.html

Configuring substring operator filters

Offset filters are filters in which you actually say, "Go to field x in the protocol header and
check if the next y bytes equal to....".

These filters can be used in many cases in which a known string byte appears somewhere in
the packet and you want to display packets that contain it.

Getting ready

To step through this recipe, you will need a running Wireshark software and a running capture;
there are no other prerequisites. The general representation for offset filters is:

Protocols[x:y] == <value>
Here, x refers to the bytes from the beginning of the header and y refers to the number of

bytes to check.

How to do it...

Examples for filters that use substring operators are as follows:

» Packets to IPv4 multicast addresses: eth._dst[0:3] == 01:00:5e
(RFC 1112, section 6.4 allocates the MAC address space of 01-00-5E-00-00-00
to 01-00-5E-FF-FF-FF for multicast addressing)

» Packets to IPv6 multicast addresses: eth._dst[0:3] == 33:33:00
(RFC 2464, section 7 allocates the MAC address space that starts with 33-33
for multicast addressing)

How it works...

Wireshark enables you to look into protocols and search for specific bytes in it.
This is specifically practical for well-known strings in protocols, such as Ethernet
in the given example.
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Configuring macros

Display filter macros are used to create shortcuts for complex display filters, which you can
configure once and use later.

Getting ready

To configure display filter macros, navigate to Analyze | Display Filter Macros | New.

You will get the following window:

-
“ Display Filter Macros - Profile: New o= =

‘ = Name Text

|
,

[l Display Filter Mml il -'ﬁ
i Name:
] Text:
[ | Clear | e
L J p—
|
gp | ok || aepy || gConcel | |
|| — —_— — ||

How to do it...

1. In order to configure a macro, you give it a name and fill the textbox with the filter
string.

2. In order to activate the macro, you simply write $(macro_name:parameterl;para
mater2;parameter3 .).

3. Let's configure a simple filter name, test01, which takes the following parameters as

values:
o 1ip.src == <value>
o tcp.dstport == <value>

=0
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This will be a filter that looks for packets from a specific source network that go out to
the HTTP port.

A macro that takes these two parameters will be: ip-src==%$1 && tcp-
dstport==3$2.

4. Now, in order to get the filter results for the parameters ip.src == 10.0.0.4 and
tcp.dstport == 80, we should write the string ${test01:10.0.0.4;80} in the
display window bar.

Macros work in a simple way; you write a filter string with the sign $ ahead of every positional
parameter. While running the macros, it will accept the parameters in order.







Using Basic Statistics
Tools

In this chapter you will learn:

Using the Summary tool from the Statistics menu

Using the Protocol Hierarchy tool from the Statistics menu
Using the Conversations tool from the Statistics menu
Using the Endpoints tool from the Statistics menu

Using the HTTP tool from the Statistics menu

Configuring Flow Graph for viewing TCP flows

Creating IP-based statistics

Introduction

One of Wireshark's strengths is the statistical tools. While using Wireshark, we have various
types of tools starting from simple tools for listing end nodes and conversations to the more
sophisticated tools such as Flow and IO graphs.

vV vV v VvV v v Vv

In the next two chapters we will learn how to use these tools. In this chapter we will look at the
simple tools that provide us with basic network statistics; that is, who talks to whom over the
network, which are the "chatty" devices, what packet sizes run over the network, while in the
next chapter we'll get into tools such as 10 and Stream graphs, which provide us with much
more information about the behavior of the network.

There are some tools that we will not talk about; those that are quite obvious (for example,
Packet sizes), and those that are less common (such as ANSP, BACnet, and others).

To use the Statistics tool, start Wireshark and choose Statistics from the main menu.
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Using the Summary tool from the Statistics

menu

In this recipe we will learn how to get general information about the data that runs over
the network.

Getting ready

Start Wireshark, click on Statistics.

How to do it...

To use the Summary tool from the Statistics menu, follow the ensuing steps:

1. From the statistics menu, choose Summary.

‘ pc-com- R o o :.. ,_ _m P h Mi " - 1.1_ ._.,'_. .I 1934 fre
File Edit View Go Capture Analype—Staticti Tologphpm—Tosk—Intoraale—m Help
e AMmMZE BB QQQm|
Filter: Show address resolution pression...  Clear Apply  Save
No. Time Protocol Hierarchy Destination

1 .0'. 000000 B Conversations
2 0.000023 B Endpoints

. Packet Lengths...

Dell_bO0:8b:
Sofaware_Rf~

What you will get is the Summary window (displayed in the following two screenshots).

2. Asshown in the following screenshot, in the upper side of the window, you will see:

o File: This part of the window provides file data, such as file name and
path, length, and so on

o Time: This part on the window displays the start time, end time, and
duration of capture
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o Capture: This part of the window shows on which interface the file
was captured and also displays a remark window

Wireshark: Summary

File

Name: C:\Customers\TMS\testrom pc-com-roomirect to glilot 4-JUL-2012.pcapng I
Length: 105206898 bytes I
Format: Wireshark/... - pcapng File name &
E lation: Ethernet
ncapsulation: ern fDrmat ‘i
I
Time

Capture time &

Bt pimcket 2012-07-04 15:06:33 ;
Last packet: 2012-07-04 15:10:19 duration
Elapsed: 00:03:45

0S & Wireshark

Capture version
0s: 64-bit Windows 7 Service Pack 1, build 7601
Capture application: Dumpcap 1.8.0 (SVN Rev 43431 from /trunk-1.8)

Capture interface and
information

Capture file comments

Interface Dropped Packets Capture Filter Link type Packet size limit
\Device\NPF_{52AF9A3B-700A-4499-9400-CF4CF60A4A4B} unknown none Ethernet 65535 bytes

In the lower part of the window is the Display window, where you will get a summary
of the capture file statistics; this includes:

o The number of packets that were captured: their total number and percentage
o The number of packets displayed (after passing the Display Filter)
o The number of packets that are marked

M

Display 3
Display filter: none

Ignored packets: 0 (0.000%)

Traffic 4 Captured 4 Displayed ¢ Displayed % 1 Marked 4 Marked % 4
Packets 104645 104645 100.000% 0 0.000%

Between first and last packet 225452 sec

Avg. packets/sec 464.157

Avg. packet size 971.401 bytes

Bytes 101652223 101652223  100.000% 0 0.000%

Avg. bytes/sec 450882.842

Avg. MBit/sec 3607

e
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This menu simply collects all the captured data, and when a filter is defined, it presents
the filtered data. When the question is, "how do | use Wireshark simply to know what is
the average packets or bytes per second?", this is your answer.

There's more...

From the Summary window, you can get the average packets/second and bits/second
of the entire captured file and also for the displayed data.

Using the Protocol Hierarchy tool from the

Statistics menu

In this recipe, we will learn how to get protocol hierarchy information of the data that runs over
the network.

Getting ready

Start Wireshark, click on Statistics.

How to do it...

To use the Protocol Hierarchy tool from the statistics menu, go through the following steps:

1. From the statistics menu, choose Protocol Hierarchy.

M testrom pe-com-roomirect to glilot 4-JUL-2012.peapng_[Wireshark 1.10.2 (SVN Rev 51934 from /trunk-1.10)] W
File Edit View Go Capture Analyze Statistics Telephonz Tools Internals Help

@ Adm d BER XS Y summay H Q[ @i

Comments Summary

Protocol Hierarchy stination
- =

0.000000  pepsmTes Dell_b0:8b:
0.000023 N Erepcite sofaware_8?

A 7000 Packet Lengths... e

LN —E
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2. What you will get here is data about the protocol distribution in the captured
file. You will get the protocol distribution of the captured data, as shown in the
following screenshot:

Display filter: none
Protocol % Packets  Packets % Bytes Bytes  Mbit/sEnd Packets End Bytes End Mbit/s
= Frame 7612 BTN 3727202 0.148 0 0 0000
= Ethemet 7612 [EUTOEN 3727202 0.48 0 0 0000
=1 Intemet Protocol Version 4 6168 TR 3525863 0140 0 0 0000
il User Datagram Protocol | 533% 06| 273% 101615 0.004 0 0 0000 |
2 Transmission Control Protocol  [EEEDES 5762 EIEIEA 3424248 0135 4571 2674809 0.106 |
# Hypertext Transfer Protocol [ 1274 % or0 1669 % 622012 0.025 519 327407 0013
Secure Sockets Layer | 290 % 221[ 342% 127427 0.005 21 127427 0.005
# Internet Protocol Version 6 l 885 % 674| 454% 169053 0.007 0 0 0.000
Address Resolution Protacol J wi2% TI0| 087% 32376 0.001 770 32376 0.001
|/}
T Sl

3. You will get the following fields in the Protocol Hierarchy window:

[m]

[m]

Protocol: This field specifies the protocol name

% Packets: This field specifies the percentage of protocol packets from the
total captured packets

Packets: This field specifies the number of protocol packets from the total
captured packets

% Bytes: This field specifies the percentage of protocol bytes from the total
captured packets

Bytes: This field specifies the number of protocol bytes from the total
captured packets

Mbit/s: This field specifies the bandwidth of this protocol in relation to the
capture time

End Packets: This field specifies the total number of packets in this protocol
(for the highest protocol in the decode file)

End Bytes: This field specifies the absolute number of bytes of this protocol
(for the highest protocol in the decode file)

End Mbit/s: This field specifies the bandwidth of this protocol relative to the
capture packets and time (for the highest protocol in the decode file)

[o1}-
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The End Packets, End Bytes, and End Mbits/s columns are those in which
the protocol in this line is the last protocol in the packet (that is, when

~\‘ the protocol comes at the end of the packet, and there is no higher layer
information). These can be, for example, TCP packets with no payload (for
example, SYN packets), which do not carry any upper layer information. That
is why you see a 0 count for Ethernet and IPv4 and UDP end packets because
there are no frames where these protocols are the last protocol in the frame.

In simple terms, it calculates statistics over the captured data. Some important things
to notice are:

» The percentage always refers to the same layer protocols. For example, we see in the
previous example that IPv4 has 81.03 percent of the packets, IPv6 has 8.85 percent
of the packets, and ARP has 10.12 percent of the packets; a total of 100 percent of
the protocols over layer-2.

» Onthe other hand, we see that TCP has 75.70 percent of the data, and within TCP,
only 12.74 percent of the packets are HTTP, and there is nearly nothing more. This is
because Wireshark counts only the packets with the HTTP headers. It doesn't count for
example, the acknowledge packets or data packets that doesn't have HTTP header.

There's more...

In order to ensure that Wireshark will also count the data packets, for example, the data
packets of HTTP within the TCP packet, disable the Allow sub-dissector option to reassemble
the TCP streams. You can do this from the Preferences menu or by right-clicking on the TCP in
the Packet Details pane.

Using the Conversations tool from the

Statistics menu

In this recipe, we will learn how to get information about conversations that runs over
the network.

Getting ready

Start Wireshark, click on Statistics.

=]
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How to do it...

To use the Conversations feature from the Statistics menu, follow the ensuing steps:

1. From the statistics menu, choose Conversations.

File Edit View §o Qapture Analyze Statistics Telephon! Tools ]ntemals Help

OO MAMI| BB XS smmy Blaaamj
Comments Summary

Filter | Show address resolution pression... Clear Apply S8

No. i | Protocol Hierarch Destination

1 it B Conversations

2 0.000023 e " Sofaware_¢&°
' acket Lengths... -

" 0.570600 e i Broadca~

2. The following window will come up:

1Pvd TCP
H‘let
atio Conversations Conversations
IS ns
1 Statistics Statistics
ftics e ——
m;@;.ﬁ.‘%. | - — N o D,
- — S -
eirnnrrl|llJJ |IM 4z||p.g[m5|ma|m p| sy "I"‘ wITCﬂ mi Taken R n;iunmﬁ]nm | WLAN
[Ezhemet Conversations
4 Address B 4
bl Broadcast [] 01 F
Spanning-tree-for-bridges)_00 0 075418 24041 A
< Brosdcast L] 0.0000 MiA A
L2 Broadcast 0 03528 557 WA
40 Tom 42:c2:4d Conversations 7 | Conversations |sn.2ss7 nw% 2%
ITom_3d:3%:3e 7 Stati B0.2504 299 29
Toen 42:c2:4d Statistics ¥ stics 80.2556 25 22089
Cisco_25:5ccd 420 HBH6 a7 16658 203 18588 9191118000  197.3080 61310 15176
{7 Broadcast 4 452 4 452 L] 0 9593385000 1793142 017 M
{62 Broadcast 4 452 4 452 L] 0 10786073209 179313 017 MN/&
I _42:c2:4d 4 103 T 518 7 518 11669913999  180.2587 nes 2.
T 870 24d 14 106 7 SR T IR 124TIRLAD00 R0 596 »ae EEL)
for [T Limit o display filter
[ Copy Follow Stream Graph A= Graph B-8 | Llese

3. You can choose between layer 2 Ethernet statistics, layer 3 IP statistics, or layer 4
TCP or UDP statistics.

4. You can use these statistics tools:
o On layer 2 (Ethernet): To find and isolate broadcast storms or

o Onlayer 3 or 4 (TCP/IP): To connect in parallel with the Internet router
port and check who is loading the line to the ISP

(55}
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If you see that there is a lot of traffic going out to port 80 (HTTP) on a
\l specific IP address on the Internet, you just have to copy the address to your
~ browser and see access to which website is most "popular" with your users.
If you don't get anything, simply go to a standard DNS resolution website

(just Google DNS lookup) and find out which is the traffic that loads your
Internet line.

5. You can also limit the conversations statistics to a display filter by selecting the Limit
to display filter checkbox located down in the down to the left of the window. In this
way, statistics will be presented on all the packets passing the display filter.

6. Forviewing the IP addresses as names, you can select the Name resolution
checkbox. For viewing the name resolution, you will have to first enable it by
navigating to View | Name Resolution | Enable for Network layer.

7. For TCP or UDP, you can mark a specific packet in the Packet list and then select
Follow TCP Stream or Follow UDP Stream (depending on whether it is a UDP or TCP
packet) from the menu that appears on the screen. This will define a display filter that
will show you the specific stream of data.

A network conversation is the traffic between two specific endpoints. For example, an IP
conversation is all the traffic between two IP addresses and TCP conversations represent
all the TCP connections.

There's more...

There are many network problems that will simply "pop up" while using the Conversations list.

Ethernet conversations statistics
In the Ethernet conversations statistics, look for the following problems:

» Large amount of broadcasts: you might be viewing a broadcast storm (a minor one.
In a major one, you might not see anything.)

What usually happens in a severe broadcast storm is that due to
M thousands, and even tens of thousands, of packets sent and received
Q per second by Wireshark, the software simply stops showing us the
data and the screen freezes. Only when you disconnect Wireshark
from the network will you see it.

=0
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» If you see a lot of traffic coming from a specific MAC address, look at the first part of the
conversation; this is the vendor ID that will give you a hint about the troublemaker.

Even though the first half of a MAC address identifies the vendor, it does not

necessarily identify the PC itself. This is because the MAC address belongs
~‘| to the Ethernet chip vendor that is installed on the PC or laptop board and

is not necessarily from the PC manufacturer. If you are unable to identify the

address where the traffic is arriving from, you can ping the suspect and get

its MAC address by ARP, find the MAC address in the switches, and if you

have a management system, use a simple find command to locate it.

IP conversations statistics
In the IP conversations statistics, look for the following problems:

» Look for IP addresses with a lot of traffic going in or out of them. If it is a server you
know (and probably you remember the server's address or address range), then
it is OK; but it might also be that someone scanned the network, or just a PC that
generated too much traffic.

» Look for scanning patterns (presented in detail in Chapter 14, Understanding
Network Security). It can be a good scan, such as an SNMP software that sends a
ping to discover the network, but usually the scans in the network are not good.

» You can see a typical scan pattern in the following screenshot:

Comeriations: b-ga_onw-aq' mm-'-' - __ - ‘
Ethemet: 27 " Pt 26331 | s | 1] i rovel 169 21| Token fins | UDPrA |
1P Conversations

Address A & Address B 4 Packets 1 Bytes 4 Pachets A=B ¢ Bytes A=B 4 Packets A=B ¢ Bytes 4-8 4 Pl Stant 4 Duration 4 bps A=E 1 bpsA=-B
prsuki o RN S s i : o v VO ki i =
19216811058 1921704109 1 106 1 106 0 0 6516820999 0.0000 NA
19216811058 1921304110 1 108 1 106 0 0 6532452000 00000 WA
19216811058 1921704111 1 105 1 106 [] 0 654812399 00000 NA N
19216811058 192404112 | seanning ! 106 1 106 0 0 6563818000 00000 N/A !
19216811058 a3 | oo 1 106 1 106 0 0 6579347000 00000 WA L
19216811058 1921704114 1 106 1 106 0 0 6594353000 00000 NA
19216811058 L 1921904115 1 106 1 106 ° 0 661059199 0.0000 WA "
19216811058 1921204116 1 106 1 106 0 0 6626286099 00000 N/A |
19216811058 1921704317 1 106 1 106 ] 0 6542038999 00000 WA !
19216811058 1921704118 1 106 1 106 [] 0 EB57572000 0.0000 NA
19216811058 1921704119 1 106 1 106 0 0 6673092999 00000 NA
1921068110 58 1921704120 1 106 1 106 (1] o & BAIGANN0 00000 N/&
19216811058 1921790412 1 106 1 106 [] 0 6704381999 00000 N/A
19216811058 J 192104122 1 106 1 106 ] 0 6715971000 00000 NA
¥ Hame resclution Limt to duplay filter

Help Sepy f t h A A | | Glese
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In this example, there is a scan pattern. A single IP address, 192.168.110.58, sends
ICMP packets to 192.170.3.44, 192.170.3.45, 192.170.3.46, 192.170.3.47, and so on
(in the screenshot we see only a very small part of the scan). In this case we had a worm
that infected all PCs on the network, and the moment it infects a PC, it starts to generate
ICMP requests and sends them to the network; such narrow band links (for example,
WAN connections) can easily be blocked.

TCP/UDP conversations statistics:

» Look for devices with too many open TCP connections. 10 to 20 connections
per PC are reasonable, hundreds are not.

» Look and try to find unrecognized port numbers. It might be OK, but it can mean
trouble. In the following screenshot, you can see a typical TCP scan:

Ml Conversations: Scanning test AUG 2013 — DA peapeg T - -

0

Etharne *~ lanne -4 | 17y | 1m0
| From

I |
Address A 4 PotA 1 AddressB
2205

|
4 PontB =~ Packets 1 Bytes

MName resolution Limit to display filter

Help Copy

| TCP 4803

UDP: 387

TCP Conversations

4 Packets A=B 1 Bytes A=8 1 Packets A—B * Bytes A=B 1 Ral Start
154

Fedlow Stream

4 Duntion ¥ bpiA=8 ¢ bpiA-B
17235

10001 § 63 & 1 3 k] 154 o 0 581042420000 90048
10001 63028 1 3 154 3 194 0 0 44570000 amm 17250
10001 517E 3 2 u 1 =% 1 54 B34.322011000 o012 A
10001 62650 3 3 154 3 154 0 0 S7TS.3471EE000 a9947
10001 G655 2 3 104 3 1 L] 0 575440020000 82929
10001 | single ) || 3 18 3 18 0 0 SI5751737000 90133
10001 | 1p soun || B 154 3 154 0 0 STSES22I5000 a7
o0l L 6 2 12 1 £ 1 M 604542105000
10001 6 3 194 3 194 0 0 STLZ316000
Il | 10001 ] 3 184 3 164 0 0 STL2000000
jf | oo 7 3 154 3 194 0 0 SEHES4217000
10001 3 154 3 154 o 0 580754851000
| 10004 E] 3 154 3 184 o 0
|| | oaea B1618 ] 3 154 3 154 0 0
10001 0 13 1 ] 1 ] ] ]
' mnny = 1T 17 1 5 1 58 1] n I

Graph A—B Graph B4 Close

Using the Endpoints tool from the Statistics

menu

In this recipe we will learn how to get statistics on endpoints information of the captured data.

Getting ready

Start Wireshark, click on Statistics.

=]




Chapter 4

How to do it...

To view the endpoint statistics, follow these steps:

1. From the statistics menu, click on Endpoints.

°©® t-.!hzlgr;xzvsumm
Comments Summary
Show address resolution
Protocol Hierarchy

Filter:
No.

pression... Clear /|

Destination

1194.90
194.9r

3485 152.731289
A6 152.731432

2. The following window will come up:

M Endpoints: 25-1-2012 test 1pcapng R —— oo 5

Ethenet: 21 | Fibre Channel| FoD)| 1Pvaz101 | 1Pve: 6| px | 174 [ ncp | rsve | scTp | vcP: 7428] Token Ring | upe: 22 use | wian] ||
Ethernet Endpoints

Address 4 Packets 1 Bytes ~ TxPackets 4 TxBytes 4 RxPackets 4 RxBytes 1 a
Cisco_99:1c:00 274765 S4615100 145945 21265611 128820 33349489 |
Hewlett- 529b:c3 171752 33852935 79800 21342899 91952 1251003 |
HewlettP_75:80:d7 68769 13238227 32540 6447319 36249 6700008 |
HewlettP_75:65:5¢ 15871 4679858 7819 3759623 8052 920235
Hewlett- 4e3¢:67 19050 3364268 9395 2492044 9655 §72 224
Tp-LinkT_82:29:ce 3880 2496065 1795 833948 2085 1662117
Broadcast 594 53666 0 0 59 53666
Wistron!_se77:69 m 4533 a3 45313 0 ols

Y] Name resolution || Limit to display filter

lobidp ][ oy | M | Close

3. In this window, you will be able to see layers 2 and 3 and 4 endpoints, which are
Ethernet, IP, and TCP or UDP.
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It simply gives statistics on all the endpoints that Wireshark has discovered. It could be
any of the situations here:

» Few Ethernet endpoints (these are MAC addresses) with many IP end nodes
(these are IP addresses): This will be the case where, for example, we have a
router that sends/receives packets from many remote devices, and what we will see
is the MAC address of the router and many IP addresses coming/going through it.

» Few IP end nodes with many TCP end nodes: this will be the case for many
TCP connections per host. It can be a regular operation of a server with many
connections, and it can also be a kind of attack that comes through the network
(for example, an SYN attack).

There's more...

Here you see an example for a capture file taken from a network center, and what we
can get from it.

In the following screenshot, we see an internal network with four HP servers and a single
Cisco router. We can see this from the first part of the MAC address that is resolved to
vendor names:

M Endpoints: 25-1-2012 test 1.pcapng . o B X

Ethernet: 21 | Fibre Channel| F00) | 1Pva: 101 | 1pvee6 | 12| 17| mice | rsve | scre | Tep:7a28] 1
Ethemet Endpoints

Address 4 Packets ¢ Bytes ~ TxPackets 4 TxBytes 4 RxPackets 4 RxBytes LI
Cisco_99:1¢:00 274765 54 615100 145945 21 265611 128820 33349489
Hewlett-_52:9b:c3 171752 33852935 79800 21342899 91952 12510036 &
HewlettP_75:80:d7 68789 13 238 227 32540 6447319 36 249 6790 908
HewlettP_75:65:5¢ 15871 4679858 7819 3759623 8052 920 235
Hewdett-_4e9d:67 19050 3364 268 9395 2492044 9655 87224

{| | Tp-LinkT_82:29:ce 3830 2496065 1795 833948 2085 1662117
Broadcast 594 53666 0 0 594 53 666
Wistronl_ae:77:69 FiE] 45313 273 45313 0 05

| Name resolution | | Limit to display filter
Help | |__ Copy _J Map L glcrs:']
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Chapter 4

When we choose to see the endpoints under IPv4: 191, we see many endpoints coming from
the networks 192.168.10.0, 192.168.30.0, and also other networks.

- - L B .. 5
[ Endpoints: 25-1-2012 test 1.pcapng x P = : S
Ethemet: 21| Fibre Channel | Folp| [Pwd: 191 | ve: 6] 121 1x7a | vce | rsve | scip| i 7428 Token Ring | upP: 22] usa [ wian ‘
1Pv4 Endpoints

Address A Packets 4 Bytes ¢ TxPackets ¢ TxBytes ¢ RxPackets 4 RxBytes ¢ Latitude * Longitude b3l 2 ‘
192.168.30.50 2194 374650 1173 173137 1021 201513 - .
192.168.3041 2380 389499 1273 193 784 1107 195715 ]
1921681219 634 150487 333 48842 301 101645 |
192.168.30.47 2140 421646 1144 174119 996 247 527 |
192.168.30.52 1466 223536 788 107 200 678 116336 |
192.168.30.30 2018 320600 1082 162276 936 1583 |
1921681015 L. 349 56918 192 300936 157 25982 |
192.168.30.159 469 66 504 245 25833 24 40671 |
192.168.30.25 2496 369426 1325 184463 1171 184963
192.168.30.99 1301 191873 688 89799 613 102074 ]
192.168.30.12 1444 255848 T8 125194 666 130654 '
192.168.30.100 9342 2041336 4969 703223 4373 1338113
192.168.30.49 2108 335667 1123 160618 985 175049 |
immvmm o s ] £ s i

4| Name resolution Limit to display filter |

Using the HTTP tool from the Statistics

menu

In this recipe we will learn how to use HTTP statistical information of the data that runs over
the network.

Getting ready

Start Wireshark, click on Statistics.

How to do it...

To view the HTTP statistics follow these steps:
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Using Basic Statistics Tools

From the Statistics menu, select HTTP. The following window will appear:

M Scanning test AUG 2013 - 004 pcapng (Wireshark 1102 (SVN Rev 51934 from irunk-110]

File Edit View Go Capture Analyze Statistics Telephonx Tools [ntemmals Help

O@ AW g B MRS 0 ummry B Q@[ ol
Comments Summary . "

Filter: Show address resolution pression... Clear Apply Save

0. Time Protocal Hierarchy Destination
3484 152 .464604— -t J.255.255.1
3485 152 . 731289 I HTTP Packet(nunter@
3486 152.731432 ONC-RPC Programs Requests @
Load Distribution @

3487 152.748530 i :
3488 153 - 247471 UDP Multicast Streams

In the HTTP submenu, we have the following:

-

-

» Packet Counter (marked as 1 in the preceding screenshot): This provides us
with the number of packets to each website. This will help us to identify how many
requests and responses we have had.

» Requests (marked as 2 in the preceding screenshot): This is used to see request
distribution to websites.

» Load Distribution (marked as 3 in the preceding screenshot): This is used to see
load distribution between websites.

We will perform the following steps to view the Packet Counter statistics:

1. Navigate to Statistics | HTTP | Packet Counter.

2. The following filter window will open:

Ml Wireshark: HTTP/Packet Counter Stats Tree: Wireless Network Connection |52s/+(=0s S

[Fies] |

[ Create Stat l . Cancel

3. In this window, you configure a filter to see the statistics that are applied to these
filters. If you want to see statistics over the whole captured file, leave it blank.
This will show you statistics over IP, that is, all the HTTP packets.
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4. Click on the Create Stat button, and you will get the following window:

Topic / Item
= Total HTTP Packets
[= HTTP Request Packets 468

([~ POST 2
G J o 360
Requests NOTIFY 7
L SEARCH 12
= HTTP Response Packets 340
[ 722 broken 0
Lxoc Informational 0
HTTP ¥ 2xc Success 250
Responses [# 3xc Redirection 88
[# dxc Client Error
L 5xc Server Error

Other HTTP Packets

Count Rate (ms) Percent
3461 0.015396

2653 0.011802 76.65%

0.002082 13.52%
0.000111 5.34%
0.001601 76.92%
0.000316 1517%
0.000053 2.56%
0.001512 9.82%
0.000000 0.00%
0.000000 0.00%
0.001112 73.53%
0.000391 25.88%
0.000009 0.59%
0.000000 0.00%

Chapter 4

In order to see the HTTP statistics for a specific node, you can configure a filter

for it using a display filter format.

We will perform the following steps to view HTTP Requests statistics:

1. Navigate to Statistics | HTTP | Requests. The following window will appear:

2. Choose the filter you need. For all data, leave blank.
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3. Click on the Create Stat button and the following window will come up:

ey L oo
Topic / Item Count Rate (ms) Percent  ~
= HTTP Requests by HTTP Host 69  0.001243

@ notifyl9.dropbox.com 8 0.000054 4.35%
# px.dynamicyield.com 1 0.000018 1.45%
# ping.chartbeat.net 4 0.000072 5.80%
# 239.255.255.250:1900 24 0.000432 34.78%

B www.cnn.com 1 0.000018 145% |-
El edition.cnn.com 5 0.000090 7.25%
/ 1 0.000018 20.00%
?:::::‘:J‘R‘:s " /.element/ssi/intl/breaking_news/3.0/bannerhtmlZcsilD=csil 1 0.000018 20.00%
specific web site /ennintl_adspaces/3.0/homepage/main/bot1.120:90.ad 1 0.000018 20.00%
(Edition.cnn.com) /ennintl_adspaces/3.0/homepage/spon.88:31_worldbizad 1 0.000018 20.00%
/favicon.ico 1 0.000018 20.00%
# cdn.optimizely.com i 0.000018 1.45%
# i2.cdnturner.com 2 0.000036 2.90%
# www.facebook.com 2 0.000036 2.90%
# log3.optimizely.com 1 0.000018 145%
# ads.cnn.com 14 0.000252 20.29%

4. To get statistics for a specific HTTP host, you can set a filter http.host contains
<host_name> or http.host==<host_name> (depends on whether you need a
hostname with a specific name or a hosthame that contains a specific string), and
you will see statistics to this specific host.

5. For example, by configuring the filter http.host contains ndi-com.com,
you will get the statistics for the website www_ndi-com.com (shown in the
following screenshot):

[ M Wireshark HTTP/Requests Stat.. = &) 33 |

http.host contains ndi-com.com

[ Create Stat ] [ Cancel
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6. What you will get is:

Topic / Item Count Rate (ms) Percent
=) HTTP Requests by HTTP Host 74 0.002539

|-3 www.ndi-com.com | 0.002539 100.00%

/ Statistics created 0.000034 135%
/script/common,js on this HTTP host 0.000034 1.35%

[script/checkform.js 0.000206 811%
/ofslidernews/js/jquery.easing.js :

ey s 0.000034 135%
/favicon.ico 2 0.000069 2.70%

/images/Logo.png 0.000034 1.35%

To see Load Distribution on the Web or a specific website:

1. Navigate to Statistics | HTTP | Packet Counter.
2. The following window will appear:

3. Choose the filter you need. For all data, leave it blank.
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4. Click on the Create Stat button and the following window will come up:

|l HTTP/Load Distribution with filter: ip
| Topic / Item Count Rate (ms) Percen' »
= HTTP Requests by Server 69  0.001243
HTTP [# HTTP Requests by Server Address 69  0.001243 100.00'
Requests @ HTTP Requests by HTTP Host 69  0.001243 100.00'
= HTTP Responses by Server Address 49 0.000883
[ = 199.47.218.151 3 0.000054 6.12% |=
OK 3 0.000054 100.00°
= 107.21.115.253 1 0.000018 2.04%
oK 1 0.000018 100.00"
HTTP # 23.23.83.189 4 0.000072 8.16% —
Responses # 10004 6 0.000108 12.24%
# 157.166.241.10 1 0.000018 2.04%
@ 239212211 1 0.000018 2.04%
[+ 8.27.137.254 5 0.000090 10.20%
L_ [ 157.166.249.13 L) 0.000072 8.16% _
Fl | »

When we open a website, it usually sends requests to several URLs. In this example, one

of the websites we opened was www . crin . com, which took us to edition.cnn.com, where
we have sent several requests: to the root URL, to the breaking_news URL, and to two other
locations on the home page.

There's more...

For deeper HTTP analysis, you can use purpose-specific tools. One of the most common
ones is Fiddler. You can find it at http://www.fiddler2.com/fiddler2/

Fiddler is a software tool developed for HTTP troubleshooting and therefore it provides
more data with a better user interface for HTTP.
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Configuring Flow Graph for viewing TCP

flows

In this recipe we will learn how to use the Flow Graph feature.

Getting ready

Open Wireshark and from the Statistics menu choose Flow Graph. The following window
will open:

{d] Wireshark: Flow Graph el

Choose packets

All packets
@ Displayed packets

| Choose flow type

@ General flow
TCP flow

i Choose node address type

@ Standard source/destination addresses

Network source/destination addresses

OK [ [ Qancel |

How to do it...

You can choose several options in the Flow Graph window, such as:

» What to view:
o Choose All packets: for viewing all captured packets

o Choose Displayed packets: for viewing only filtered packets
» Flow type:

o General flow will show all captured or displayed packets (for what you
choose before).

o TCP flow will show only TCP flags, sequence, and ACK numbers. This graph
provides a very partial picture of the flow.
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Simply by creating simple statistics from the captured file: nothing special to say here.

There's more...

Understanding TCP problems is sometimes quite complex. The best way to do it most of the
time is to use graphical software that have better graphical interface, or simply take a piece
of paper along with different colored pens and draw it yourself.

A friendly software that can do the job is the Cascade Pilot package by the developers of
Wireshark which can be found at http://www.riverbed.com/us/products/cascade/
wireshark_enhancements/cascade_pilot_personal_edition.php

You can see an example of a self-made graph in the following image:

212.143.162.136 192.168.2.100
Frame 555,SEQ 725,
9.938940

Frame 600, , ACK 1349

< 10.137339
Frame 601, SEQ 1643, ACK 1349

< 10.138715
Frame 602, SEQ 1349, ACK 3095

< 10.138.757
Frame 603, SEQ 3095, ACK 1349

< 10.138860
Frame 604, SEQ 1349, ACK 3105

< 10.138.757
Frame 639, SEQ 191, ACK 1349

» 10.589888

After preparing a few graphs, you will know them like the back of your hand.

Creating IP-based statistics

In this recipe we will learn how to create some IP-based statistics. We will discuss the
following statistics tools:

» |IP Addresses
» |IP Destinations
» IP Protocols Types
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Getting ready

Open Wireshark and click on the Statistics menu.

How to do it...

To get IP addresses statistics, perform the following steps:

1. Navigate to Statistics | IP Addresses.

2. Inthe window that comes up, select the filter you want to use by clicking on
the Filter button:

Ml Wireshark: IP Addresses Stats Tree: Wireless Network Connection | (o=l .S

[ Create Stat ] l Cancel ]

3. If you want to see statistics of the whole captured file, leave it blank and all the IP
packet statistics will be shown.

4. If you want to see only statistics up to a specific IP address, type the filter in the
display filter syntax. For example, the filter ip.addr==10.0.0.2 will show you
only IP packets sent to or from this address.

- Ml Wireshark: IP Addresses Stats Tree: Wireless Network Connection

Fiter:| | ip.addr==100.02

E Create Stat i [ Cancel
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5. After typing in the filter, you will get the following statistics:

Ml 1P Addresses with filter: ip.addr==10.0.0.2 BN
de 0.2

Topic/ Item Count Rate (ms]) Percent
=l IP Addresses 61710 0.024383 ‘
10,002 61710 0024383 100.00%

m

17319478125 266  0.000105 0.43% ‘
77.234.42 96 26 0.000010 0.04%
1731928527 17 0.000007 0.03%
10.0.0138 157 0000062 0.25% ﬁ

19480196.99 16 0.000006 0.03%
190.7.48.72 14 0.000006 0.02%
82166.201.137 569 0.000225 0.92%
82.166.201.187 12 0.000005 0.02% =

Close

To get IP and TCP/UDP destination statistics, perform the following steps:

1. Navigate to Statistics | IP Destinations.

2. In the following window, choose the filter you want to use:

— TE— el e T—— — -
M Wireshark: IP Destinations Stats Tree: Wireless Network Connection L':'" = ﬂ_ﬁJ

[

[ Create Stat ] | Cancel ]

3. This window will show you all those IP addresses to whose destination IPs it
has sent packets, and on what protocols.
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4. You will get the following statistics:

Count Rate (ms) Percent
890 0,027558
412 0012757 46.29%
366 0011333 88.83%
276 0.008546 7541%
88  0.002725 24.04%
2 0.000062 0.55%
46 0001424 1117%
.—53 33 0001022 T1.74%
17500 4 0.000124 8.70%
P 55632 2 0.000062 4.35%
67 1 0.000031 217%
|_137 6 0.000186 13.04%
# 77.23441.82 20  0.000619 2.25%
& 10.0.06 4 0.000124 045%
# 10.0.0.138 33 0001022 3.71%
Close

5. Inthis statistics table, you can see that host 10.0.0.5 has sent TCP packets to port
80, 443, and 5222, and UDP packets to ports 53 and some others.

This is one of the tools that brings up suspected issues; for example, when you see a
suspected port with too many packets sent to it, start looking for a reason. To get IP
protocol types:

1. Navigate to Statistics | IP Protocol Types.

2. Inthe following window, choose the filter you want to use:

Ml Wireshark: IP Protocol Types !

=

E Create Stat ] l Cancel l
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3. You will get the statistics of the protocols that run over IP that are mostly TCP

and UDP.
M P Pootocol Typeswith e ool d= o
Topic / Item Count Rate (ms) Percent |
= IP Protocol Types 61925 0.024468
TCP 60650 0023964 97.94%
1 upp 1265 0.000500 2.04%
NONE 10 0.000004 0.02% I

Simply by creating statistics over the captured file.

There's more...

There are various options in Wireshark that give you quite similar statistics; these are
Conversations, Protocol Hierarchy, and Endpoint, which were discussed at the beginning
of this chapter. You can use them in conjunction with the methods we learned in this recipe.
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Using Advanced
Statistics Tools

In this chapter we will learn the following:

» Configuring 10 Graphs with filters for measuring network performance issues
» Throughput measurements with 10 Graph
» Advanced 10 Graph configurations with advanced Y-Axis parameters

» Getting information through TCP stream graphs - the Time-Sequence
(Stevens) window

» Getting information through TCP stream graphs - the Time-Sequence
(tcp-trace) window

» Getting information through TCP stream graphs - the Throughput Graph window
» Getting information through TCP stream graphs - the Round Trip Time window
» Getting information through TCP stream graphs - the Window Scaling Graph window

Introduction

In Chapter 4, Using Basic Statistics Tools, we discussed the basic statistics tools such as lists
of end users, conversations, capture summary, and more. In this chapter we will look at the
advanced statistical tools such as the 10 Graph, TCP stream graphs, and in brief, the UDP
multicast streams as well.



Using Advanced Statistics Tools

The tools we will talk about here enable us to have a better look at the network. Here we have
two major tools:

» The IO Graph tool enables us to view statistical graphs for any predefined filter; for
example, the throughput on a single IP address, the load between two or more hosts,
the application throughput, the TCP phenomena distribution, and more

» We will have a deeper look at a single TCP connection using the TCP stream graphs,
with the ability to isolate TCP problems and their causes

In this chapter we will learn how to use the tools, and in the next chapters we will use them to
isolate and solve networking problems.

Configuring 10 Graphs with filters for

measuring network performance issues

In this recipe we will learn how to use the 10 Graph tool and how to configure it for network
troubleshooting.

Getting ready

Under the Statistics menu, open the |0 Graph tool by clicking on 10 Graph. You can do this
during an online file capture or on a file you've captured before. While using the 10 Graph tool
on a live capture, you will get live statistics on the captured data.

How to do it...

Run the 10 Graph tool and you will get the following window:

Ml Wirethark 10 Graphs: Snif2 - PW 1o Internet connectioncap _;E - = )
— - — — — o
M -
=1 \ A
| \ ™\ A
| S \ A= AV A SN
AV B P | A\ WA AL VL,
T T T T T T T T T T L
00: 120 1 1605 180s 2005
Graphs X Aons ®|
Etphl Color | Filter; Style Line v | (¥} Smooth || Tick intervak 1 sec B2
Geoph 2] Color [Fites: Style Line v | [7] Smooth || Pxels pes ticks 5 )=
1 Yrew as ime of day
Graph 3 Falter: Style Line | 4] Smooth =
¥ s
Graph 4| Color | Fyiter: style tine || @ Smooth |10 picketsTice @'
Graph 5 Filter: Style Line v | ¥] Smooth || Scale: Auto -
Smooth:  No filter -
Help Sepy Save Close
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On the upper part of the window, you will get the graph highlighted as area 1. On the lower-left
part, highlighted as area 2, you will get the filters that enable you to configure display filters,
which will enable specific graphs. On the right-hand side of the window, highlighted as areas
3 and 4, you will get the X-Axis and Y-Axis configuration. Let's see what we can configure and
how to do it.

Filter configuration

1.

In the filter window, fill in a filter in the display-filter format. Only the packets that pass
this filter will be taken into account for this graph. You have five optional filters to
configure here.

Choose the type of graph you want to present: Line, Impulse, FBar, or Dot.

Click on the Graph button. This is required in order to activate the filter graph. Don't
forget it.

X-Axis configuration
1. Choose a value to enter in Tick interval:. The scale can be between 0.001 seconds

and 10 minutes.

If, for example, we get a peak of 1,000 packets/second when the
. tick interval X Axis is configured with 1-second intervals, it means
~ that in the last second we've got 1,000 packets. When we change
Q the tick interval for X Axis to 0.1-second intervals, the peak will be
different because now we see how many packets were captured in
the last 0.1 second.

2. Choose the Pixels per tick: value to configure the pixels per tick interval.

3. Mark the View as time of day button for choosing the time of day format instead

of time since the beginning of capture.

Y-Axis configuration

1.

Choose the value for Unit: from Packets/Tick, Bytes/Tick, Bits/Tick, or Advanced...
for choosing the Y-Axis scale.

Choose Scale: for the Y Axis. You can choose it to be Linear or change it to
Logarithmic. You can also leave it as Automatic or change it to manual values
when required.

Choose a value for Smooth: if you want to see a running average; that is, in every tick
interval you will see the average of the past ticks. You can choose values from 4 to
1,024 to smooth the graph.
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The 10 Graphs feature is one of the important Wireshark tools that enable us to monitor
online performance along with offline capture file analysis.

While you are using this tool, it's important to configure the right filter with the right X-Axis
and Y-Axis parameters.

Let's have a look at the next two graphs, in which a PC with an IP address of 10.0.0.2 is
browsing the Internet. In these two 10 graphs, we have configured two filters:

» The first graph is the upload (upstream) traffic graph, which indicates all the traffic
from the IP address 10.0.0.2; this is the filter ip.src==10.0.0.2, colored in red.

» The second graph is the download (downstream) traffic graph, which indicates all
the traffic to the IP address 10.0.0.2; this is the filter ip.dst==10.0.0.2, colored

in green.
Ml Wireshark 10 Graphs: Wireless Network Connection [ EEi— i D =
Green — Download —
Red - Upload 2000
Simple browsing Watching video stream
Packets Per
Second 1000
Buffering
‘uﬁ'\ ,‘A| — N "
Ad /‘/\f ‘ \\ A A )
J VAN X | L FAY AN AN A \ AN\ o
S e L A B e e o S e e e B e B A B B s e S s S e S I B
260s 280s 300s 320s 340s 360s 380s 400s 420s 440s
»
aphs = Traffic from PC (10.0.0.2) to the X Ais
6 b_;fj(alor‘\&tlm Internet {Upload} Style: | Line EI V] Smooth || Tick interval:1 sec E]
Graph 2] Color [Filter:| ip.sre==1000.2 Style: | Line E] [ Smooth || PRels pertick 5 [=]
h View as time of day
[Fifter| ip.dst==10002 Style: Line | =] (4] Smooth T
1 S is
‘A_GP.PE‘. Cclor{ﬂkt_&n{ Traffic from Internet to the PC Style: Line || ¥ Smooth || Jﬂacketsmck :I
Graphs| Filter: [ (10.0.0.2) {Download} ] style: Line || [¥ FE~ |Auto >
Smooth: |Nofiter ||
Y-Scale: Packets/Tick
Help J Copy \ Save | Close

In the first graph, we see that we've measured the traffic when the X Axis is configured to a
tick interval of one second and the Y-Axis scale is configured to packets/tick. The result that
we've got is that while browsing (on the left-hand side of the graph) or while watching a movie
(on the right-hand side of the graph), the upload and download traffic is nearly identical.
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[ Ml Wireshask 10 Graphs: Wireless Network Connection o - ]|
Green — Download & —_
Red - Upload 20000000
Simple browsing Watching video stream
Bits Per 3
Buffering Seqana
T T T T T T T T T T T p—— T 0
2605 80 300 3203 3403 3603 3803 4003 4203 405
‘ ) 3
s i Traffic from PC to the Internet o
Gragh ) Celo (Uplaad) Stte: Line [ =] 41 Smooth | Tickintervak1 sec E
[Gapn] coer| Stle line v 7] Smootn || PEstEpertice |3 [z
| Yoew as time of day
[Guagha) Style Line || 91 Smocth i
M c""ifﬂ; Traffic from Internet to the PC Style: Line 3 [ Smeath ||y [eaermies »
|Graph $| <o | Filter | i (Download) ] Style Line | =| ] Smocth s Auto -
Smooth: | Mo filer =]
————r—— Y-Scale: Bits/Tick |- e
W e || Conr [ swe [ Glose
[ )

In the second graph, we see the traffic in bits/sec. Here, we see the bandwidth required from
the network while using it to connect to the Internet; that is, an asymmetrical bandwidth when

most of the traffic is in the download direction.

There's more...

Let's have a look at another example here. This is an example of a file download in FTP

when 10.0.52.164 downloads a file. Again, you can see that in order to get the traffic on the
network, we changed Unit: under Y-Axis to Bits/Tick. Packets/Tick is also important and we
will see implementations for it in the applications chapters (chapters 7-14) later in the book.

e T,

250

« .

Y-Axis in
Packets/Sec

Y-Axis in
Bits/Sec

I
= e
I = —— I ——
[Graph 1] color Fiter Style tne || 4] Smooth || Tick nterval{l sz A~
| L | | : T | f 2500000
| Styles Line _v-[ ] Smooth || Prelsperticks 5|~ [ 1| |
> [ View as time of day ! U |
| Style Line | =] @ smooth L — "0 | f| '
| e Y his- | |
Lo St {Lirie HSmomh I”m - ]
s J !
Graph 5| Color | Filker; Style: Li Z[s oth || Scal [l
8 e [T o e
‘ | Smosth:
; I
e P E— :
_W_W—W* [«] # smooth | Tickinterval{1 sec _u_}
| Color [Filter| ip.sre==10052164 |StylesLine || [7) Smooth Prelzpertice (5 [=[)
1 L ‘
| —— - View as time of day
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Throughput measurements with 10 Graph

10 Graph is a convenient tool for measuring the throughput of a network. Using it, we can
measure the traffic and throughput of any predefined filter. In this recipe we will see some
examples for measuring the throughput of a network.

Getting ready

Connect your laptop with Wireshark to a network with a port mirror to the link you want to
measure, as you learned in Chapter 1, Introducing Wireshark. Start a new capture or open
an existing file, and open the 10 Graphs tool from the Statistics menu.

While measuring the throughput, we can measure the throughput on a communication line
between end devices (PC to server, phone to phone, PC to the Internet, and so on) orto a
specific application.

Line/Port

comestn|

The process of isolating network problems starts from measuring traffic over a link between
end devices on single connections and seeing where it comes from.

Some typical measurements are host-to-host traffic, all the traffic to a specific server, all the
traffic to a specific application on a specific server, all the TCP performance phenomena on a
specific server, and more.
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How to do it...

In this recipe, we will provide some basic filters for measuring traffic in the network.

Measuring throughput between end devices

To measure the throughput between end devices, simply configure a display filter between
their IP addresses.

For example, to see the traffic between 10.2.10.101 and 10.2.10.240, configure the filter:
ip.add req 10.2.10.240 and ip.add req 10.2.10.240.
You can either type the filter in the 10 Graph's Filter: box or perform the following steps:

1. Place the cursor on a packet in a specific connection.

2. Right-click on it and navigate to Conversation filter | IP. The filter string will appear in
the upper display filter box.

3. Copy the filter string from the upper display filter box to one of the 10 Graph
Filter: boxes.

4. Click on the filter bow button in the 10 Graphs window to activate it.

Eile Edit View Go Capture Anavya: Stal elephqnz Jook  [nternals HE\P
OO AME BERXRS I REFITER ._IIE_i QQeD *#DmE |
Filter: ip.addr==10.2.10.101 and ip.addr==10210.240 Hirpresunn_ Clear Apply Save  STP

o, Time Source Destination Pratocol Info

516 13.019211 10.2.10.101  10.2.10.240 TLSv1Application Data, Application Data
r i [ =] |

517 13.019256 7 M Wireshark IO Grapns Snlfferm'orampca ng
518 13.019281

521 12 NI2NAARR

« Frame 372: 203
#» Ethernet II, S

Graph 1 (black) - total traffic
Graph 2 (red) - filtered traffic

« Secure Sockets 6405 6605 B680s 7005 7205 7405 7605
| || Graphs X Axis
Total traffic- no Style: Line || (7] Smooth || Tick interval: 1 sec [=]
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Measuring application throughput

In order to configure the performance measurement of a specific application, you can
configure a filter that contains specific port numbers or a specific connection.

There are several ways to isolate an application graph. Here's one of them:

1.

In the captured data, click on any packet that belongs to the traffic stream. In TCP it
will be a specific connection; in UDP it will be just a stream between two IP/Port pairs.

Right-click on it and choose Follow TCP stream or Follow UDP stream. You will get
tcp.streameq<number> or udp.streameg<number>. <number> is simply the
number of the stream in the capture file.

Copy the string to the filter window in the 10 Graphs window and you will get the
graph of the specific stream.

! SnifferdYoram,pcapng [Wireshark 1.10.2 (SVN Rev 51934 from /ftrunk-1.10)

Eile Edit View Go Capture Analyze Statistics Telephony Tools Intemals Help
oL AN BREXR AesDTL QA eE®B % o

[] Bpression... Clear Apply Save  STP

Filter:

No. e Source Destination Protocol Info

22 .533057 10.2.10.103 10.2.10.240 TLSv1Apf
23 .533419  10.2.10.103 _10.2.10 240 Ti sviAnr
24 533481 Ml Wireshark IO Graphs: SnifferdYoram,peapng @@ﬁ

— 1000

500

i
: . I/\A/\‘AI VN /\/\IMﬁ{L\IAM U!

6605 680 7005 720 7405 7602 |

| < m_ »
l Graphe X A i
W\ [zagia] coice (Firec] b iy [2] 2l Gonngthy || Tickinterval 1 sec =] I

= = - T8
: Color Fitter| tepistream eq 2 Style: |Line E| 7l Smnnth] Ebreis perbick 3 I

= e [ View a5 time of day
!l TGraph3[ =T Fitter: Style: |Line + || Smooth |~ |
2 ) i ™ Y s

[Braph 4] Color Fitter: Sitee | Line EI:;: Smooth | it [packarzrrick [<] |

[Graphs) Color [Filter] Style|line [ x| (7] Smooth  Seale:  Auto [+

Smooth: Mofiter  |=|

Help H _— J [ i H Clese

If you want a graph for specific data on the stream, add information to the filter. For example

(in the

>
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previous illustration):

tcp.streameq Z and tcp.analysis.retransmissions will give all the TCP
retransmissions on the specific stream (indicating, for example, a slow network,
errors, or packet loss)

tcp.streameq 2 and tcp.analysis.zero_window will give all the TCP zero
window phenomena on the specific stream (indicating a slow end device)
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The power of the |0 Graph tool comes from the fact that you can configure any display filter
and see it as a graph in various shapes and configurations. Any parameter in a packet can be
filtered and monitored in this way.

There's more...

Some examples for parameters that can be monitored are explained in this section.

Graph SMS usage - finding SMS messages sent by a specific
subscriber

1. To configure the filter, choose SMPP (Short Message Peer to Peer protocol) packets
with the command Submit_SM. This is the SMPP command that sends the SMS.

2. Type smpp.destination_addr == *phone number in the filter. The filter
smpp.destination_addr == "'972527098241" was configured in the example.

Graphing number of accesses to the Google web page

1. Open the 10 Graphs window. You can do it during the capture to view online statistics
or open a saved capture file.

2. Configure the filter http.host contains '<name>", in our case, http.host
contains '‘google™.

3. Inthe packet list you will see (while configuring the same filter) the information shown
in the following screenshot:

1 opin o Wk W R 0 SR SO e
Eile Edit Yiew Go Capture Analyze Jtatistics Telephony Teols [ntermals Help

coaAm: BRXR Aer0F2(EE QaeD $0B% B

Filter:  http.host contains "google” :-_] Expression.. Clear Apply Save  STP

M. Time Source Destination Protocol Info

1997 86.079418 710.0.0.2 173.194.41.178 HTTP GET / HTTP/1.]
2003 86.273157 10.0.0.2 173.194.41.159 HTTP GET /?gws_rd=¢
2441 109.367327 |10.0.0.2 173.194.41.86 HTTP GET /mail/ HT]
2516 _109.751931 | Itimesne 2  62.0.54.113 OCSP Request

2618 “110.262810 [:"=""* 2  62.0.54.113 0CSP Request
3218118429471 | uswsve2 1620547113 OCSP Request

3937 130.241357 |10.0.0.2 62.0.54.113 OCSP Request

4146 130.747239 |10.0.0.2 62.0.54.113 OCSP Requer

119




Using Advanced Statistics Tools

4. Inthe 10 Graphs window, you will see the following graph:

‘ Wireshark IO Graphs: Wireless Network Connection - o= (= |
10
[(2Piafsec |—  [2Pkefsec |— ;,f'_ //F 5
II| II| .’; 4
____________________ }1
| 1 T v 1 T T T 0
140 160s 180s 200s
'
Graphs X Axis
Graph 1| Color Filter;[ http.host contains "google" ]St',/le: FBar | I V| Smooth Tickintemalll sec |=
Graph [1‘I Color | Filter: : Style: Line - - ¥| Smooth Pixels per tick: 5 4
— \ = 1 - ™ View as time of day
| Graph 3 Filter: | Style: | Line « | ¥] Smooth -
1 .I L ) = Y Asxis
| Graph 4 | Color | Filter: | Style: Line ) V] Smooth ||y, | Packets/Tick 7a|
| Graph Si Filter: i Style: | Line = : +| Smooth  Scale: Auto =
' Smooth:  No filter T
Help | LCopy Save Close |

In the packet capture pane, you can see that we've had two accesses to Google after
around 86 seconds, the next two after around 109 seconds, and so on.

Advanced 10 Graph configurations with

advanced Y-Axis parameters

In standard measurements with the |0 Graph tool, we measure the performance of the
network in units of packets/second, bytes/second, or bits/second. There are some types of
data that cannot be measured with these parameters, and this is the reason we have the
Advanced... feature in the Y-Axis options.

Getting ready

Choosing the Advanced... feature from the Unit: drop-down menu under Y-Axis opens a wider
10 Graphs window, and provides the following options:
» SUM (*): This draws a graph with the summary of a parameter in the tick interval

» COUNT FRAMES (*): This draws a graph that counts the occurrence of the filtered
frames in the tick interval

» COUNT FIELDS (*): This draws a graph that counts the occurrence of the filtered field
in the tick interval
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» MAX (*): This draws a graph with the maximum of a parameter in the tick interval
» MIN (*): This draws a graph with the minimum of a parameter in the tick interval
» AVG (*): This draws a graph with the average of a parameter in the tick interval

» LOAD (*): This is used for response time graphs

How to do it...

To start using the 10 Graphs window with the Advanced feature, perform the following steps:

1. Start the 10 Graphs window from the Statistics menu.

2. Inthe Unit: drop-down menu under Y-Axis, choose the Advanced... option. You will
get the following window:

-
M Wireshark 10 Graphs: Wireless Network Connection ‘ ¥ o2 W - - L J b, g F‘:"‘&
10us
Sus
P e Er —T T — T T T T T T T 7 Ous
0s 205 405 605 805 1005 1205 1405 1605 1805
i 8
Graphs X Axis
[GraphiJcnlm Filter: | Cale: SUM(") E] tyle: Line B 7] Smooth || Tick interval: 1 sec =
[Graph 2] cotor Fitter Cale: SUM(Y) -] tyle Line | v] 7] Smooth || Pxelipertick 5 [=]
< X T - T View as time of day
|Graph3‘ | Filter: Cale: SUM(™) El tyle: Line E V| Smooth o
__J — 15
[6rapha] cotor [Fitter Cale: SUM(Y) -] tyle: Line | =] ] Smooth ||y, -0
[Graphs| color [Fitter Cale: SUM() -] tyle Line [ =] 7] Smooth | Scale:  TAute =
Smooth: |Nofilter ||
m Hep || copy | [ swe |[ cose |

3. You will see new drop-down menus with the string SUM(*).

4. Choose SUM(*)/COUNT FRAMES (*)/COUNT FIELDS (*)/MAX(*)/MIN(*)/AVG(*)/
LOAD(*), and configure the appropriate filters. In the next recipes we will see some
useful examples.

How to monitor inter-frame time delta statistics

The time delta between frames can influence TCP performance, and there are cases in which
we would like to correlate these with the performance we get from the network.
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Let's look at the following capture file:

M srifferdYorampeapng [Wireshark 1102 (SVN Rev 51934 from ftrunk-L1(
Eile Edit View Go Capture Anzhyze Statistics Telephony Tools Intemals Help

coAmd BEERRE Aes+9T2 (R Qe @$BB% B

Filter: | ipisre==10210108 [+] expression... Clear Apriy Save sTP

Nf._ — Tl_m:_ B — | Slull.!_ I I DEE“E“&"_ e antil.nl iriu_ —-- = T
6520 116.974756 | 10.2.10.105 10.2.10.240 TCP [TcP segment of
6521 116.974798 | 10.2.10.105 10.2.10.240 TCP [TcP segment of

6522 116.974819 | 10.2.10.105  10.
65321 16H0752 S|l am s g ]
6540 117.015011 | Packetsarrival 10,
6542 117.015590 | time 10.
7031 130.915192 | 1v.2.10.105  10.
7033 130.915744 | 10.2.10.105  10.
7034 130.919789 | 10.2.10.105  10.
7035 130.919834 1 10.2.10.105  10.

.10.240 TCP [TCP segment of
.10.240 TLSvl Application Data
.10.240 TCP https > 65277 [A
.10.240 TCP https > 65277 [A
.10.240 TCP https > 65295 [A
.10.240 TCP https > 65295 [A
.10.240 TLSvl Application Data
.10.240 TLSvl Application Data

NRNNRNRNNRNR

Here, we see packets sent from the source IP 10.2.10.105 as configured in the display filter.

To view the time variance between frames, configure the following parameters:

>

To view the maximum frame.time_delta value, configure Ip.src ==
10.2.10.105 in the field beside Filter: and choose MAX(*) and type frame.time_
deltain the fields beside Calc:

To view the average frame.time_delta value, configure 1p.src ==
10.2.10.105 in the field beside Filter: and choose AVG(*) and type frame.time_
deltain the fields beside Calc:

To view the minimum frame.time_delta value, configure Ip.src ==
10.2.10.105 in the field beside Filter: and choose MIN(*) and type frame.time_
deltain the fields beside Calc:

The graph that we will get is as follows:

. — .
Ml Wireshark I0 Graphs: SnifferéYoram.peapng = ; (=)

The black impulse
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The red dots
| indicates the

The green average
dots indicates - 25ms
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~ 50ms

T U TS G L N O S 7| T T (R T s e TR L
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4 m »
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[Grapn 1] cotor [Fiter:|[ip.src == 10210105 Calc MAX() | frame.time_delta ) styte: impuise [+] @) smocth || Tickintenvalitsec  [+]
Color [Filter: ipsre == 10210105 Calcl AVG(") . T tutre et ] styte: Dot 3 ] Smooth || Fixels pertick: 5 [=]
- - ; [] View as time of day
Graph 3 Filter: [ip.src:: 10.2.10.105 Cale: MIN() » | frametime_delta ]Slyle: Dot 3 ¥| Smooth -
- ¥ Axis
Graph | Color Fiter Calc{SUMC) B style|tine [ =] @) smooth || i Tadvanced.. Bl
Graph 5| Colo Fiten Cale: SUM() - Stle|line || Smooth || Scale: 50000 [l
Smooth: Nofiter ||
R ———
Help [ Copy I [ Save | I Clese l
L= — — .
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What we see in the screenshot is a graph of the minimum, average, and maximum time delta
between frames. What do we do with it and how do we use it for network debugging? This will
be covered in Chapter 10, HTTP and DNS.

How to monitor the number of TCP retransmissions in a stream

TCP events can be of many types: retransmissions, sliding window events, ACKs (or lack of
them), and others. To see the number of TCP events over time, we can use the |0 Graph tool
with the Advanced... feature and the COUNT(*) parameter.

To do this, perform the following steps:

1. Open 10 Graphs from the Statistics menu.

2. Under Y-Axis, choose Advanced... for Unit:.

3. Configure the filters as follows:
o IP source and destination filters in the fields beside the Filter: buttons
o TCP events in the fields to the left of Style:

o Choose COUNT FRAMES (*) in the Calc: field and type tcp.analysis.
retransmissions in the filter field

In this example, filters were configured to monitor TCP retransmissions on three different
TCP streams.

e High retransmissions rate (10 per ) |
— second| on the connection between
192.1.1.2 and 192.1.1.121
va %
: |11J|JIJI !Jil]nl, T R T || e S SRy 1 |
4208 4401 4604 4505 540z 5604 S80¢ 600 620¢ B4
Geaphs X iy |
Graphl| Celer | Filer Cale: SUMP -] Sl Line || () Smoath || Tick interval -
Geaph 2| Coles | Fyter: | ipaddre=197112 and ip sddr==13211171 X -: tep anabpie etianimsien Styles Pl -: 7 Smeath d |
M Filter:| ip.addr==192112 and ip.addr==15218832 ) ':rw analysis retransmissicn Soe: Flar|=| ] Smoath | :
Guaph | Coler | Fiter: | ip.addr==192112 and ip.addr= 19211123 Cale: COUNT FRAMES(") | = | tepansbysssetransmasicn Style: Fa =| ¥ Smocth || s | Advenced 1 |
Geaph 5 Filter Cale: SUM) - Style: Line | v| ) Smooth | Scale 10
smooth: | Nof
Hielp Lopy = = Gave Lhorie

In the graph of the preceding screenshot, you can see that retransmissions from each TCP
stream are presented in different colors.
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How to monitor a number of field appearances

In various network protocols (mostly on those running over TCP), variations in time between
frames (that is, the frame-time delta filter) can influence the performance significantly. One of
the tools for viewing these changes in the 10 Graphs window is the Advanced... configuration.

To do it, perform the following steps:
1. Right-click on a packet in the suspicious TCP stream and navigate to Conversation
filter | TCP. A filter will appear in the main filter box.
Open 10 Graph from the Statistics menu.
3. Under Y-Axis, choose Advanced... for Unit:.
Configure the filters as follows:

o Copy the filter definition from the upper filter box on the right-hand side
to the 10 Graph filter box on the left-hand side

o Onthe left-hand side, type the filter frame.time_delta

o Choose AVG(*) to see the average delta.
5. Choose the appropriate X-Axis resolution.

Here is an example. In the following screenshot, we see a packet list with time variations
between frames (a second time column was added in order to see the real time and
time variations):

|l Exsmple 080 --- HSUPA Downlosdpeap [Wireshark 1102 (SVN Rev 51634 from - -
Fie fdt View Go Capture Analyze Jatistics Telephomy Tools [nternals I!E;EQQ[.EH,95-35-100-215a“d !P;B,QQF eq 15'21?'4‘9'22]

o@ 4 m “® @ .¢ @ @7 2 (D] and (tep.port eq 20293 and tcp.port eq 44832

Filter: d ip.addr eq15.21749.22) and (tep.port eq 20293 and tepport eq 44832) i-hvm'—m—ﬂf—‘

MNo. Tirme Dedta Time Source Destination

1214] 0.060641000 || 495.047401 | 15.217.49.22 95.35.100.216 FTP-DATA  FTP

Protocol Info

1215] 0.173069000 || 495.220470 | 95.35.100.216 15.217.49.22 TCP 202
1216 0.185921000 || 495.406391 | 15.217.49.22 95.35.100.216 FTP-DATA FTP
12171 0.118770000 1] 495.525161 1 95.35.100.216 15.217.49.22 TCP 202
1223] 29.243810000]] 524.768971 | 15.217.49.22 95.35.100.216 FTP-DATA FTP
1224 0.107967000 || 524.876938 | 95.35.100.216 15.217.49.22 TcCP 202

1225] 0.441966000 || 525.318904 | 15.217.49.22 95.35.100.216 FTP-DATA FTP
1226 0.089007000 || 525.407911 | 15.217.49.22 95.35.100.216 FTP-DATA ETP

T oI UT IUUT JLULZITOIU P s B4 B S B ERT AT 95.32.1U0U.Z10 FIP-DAIA FIP

1235 6.600286000 526.238136 | 95.35.100.216 15.217.49.22 TCP 202

FTP-DATA

12481 0.110962000 |1 535.947338 |

1253 0.000354000 || 545.887247 | 95.

1257] 10.941129000]]| 556.828376 15.217.49:22 95:35.100:216 FTP-DATA FTP
1258 0.142565000 || 556.970941 | 95.35.100.216 15.217.49.22 TCP 202
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You see that there are some large time variations between frames; for example, 29.24
seconds in the frame 1,223, 9.12 seconds in the frame 1,247, and more.

In the 10 Graphs window configured as described earlier, you will see the following:

Ml Wireshark 10 Graphs: Exampie 080 — HEUPA D:
29.24 Seconds pick
(frame 1223, time 524)
9.12 Seconds pick .
3 (frame 1247, time 535) 255
- 9,93 Secoands plck
g l I (frame 1252, time 545) ; l l I I : l I I I l
T T T T T T T T T T T 0z
S40e S50 580

I T T
500 520
v
Graphs * Ais
Color hlm-.iEttcp.putaq 20203 and tep.port .qum]] (alc:[MAXn_'] Hlmuﬁme_m-_dispu,nm ]Styft[FBar T[] 1@ Smeoth || Tickintervak 1 sec [=]
Graph 2| Color | Fiters| Cale: SUM(") - Siyles|line |z [7] Smooth || PRBPErtiE 5 |®
= h;" L _n <) A _] 5 = pore Wiew as tirme of day
| o | Aoz SUM(™ >, e Line |=] ¥ noot!
i) :ﬁ-.-‘ 2 = ] = ¥ Aoy
Graphd | Color |Fiter;| Cale: SUM(") - Style line || ] Smooth || iy
Geaph 5| Fylter: | Cale: SUM(™) T] Style Line || @ smooth || scale 50000000 -
phe {l -
(lp.addr a5 95.35.100.216 and ip.addr eg 15.217.49.22) e Smooth: | Mo filter
and (tep.port eq 20293 and tep.port eq 44832) —_— e i

| Hep

As you see here, there are variations in time between frames. Later in this book, we will learn
to see what causes these problems and how to solve them.

The 10 Graph tool is one of the strongest and most efficient tools of Wireshark. While the
standard 10 Graph statistics can be used for basic statistics, the Advanced... feature can be
used for in-depth monitoring of response times, TCP analysis of a single stream or several
streams, and more.

When we configure a filter on the left, we will filter the traffic between hosts, traffic in a
connection, traffic on a server, and so on. The Advanced... feature provides us with more
details on traffic. Here are a few examples:

» On the left you see the TCP stream; on the right you see the time delta between
frames in the stream

» On the left you see the video/RTP stream; on the right you see the occurrence of a
marker bit
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There's more...

You can always click on 10 Graph, and it will bring you to the reference packet in the
packet pane.

Getting information through TCP stream

graphs - the Time-Sequence (Stevens)
window

One of the tools in Wireshark that enables us to dig deeper into applications behavior is the
TCP stream graphs. These graphs, as we will see in the following recipes, enable us to get the
filling of the application behavior along with the possibility to locate problems in it.

Getting ready

Open an existing capture or start a new capture. Click on a specific packet in the capture
file. Even though you can use this feature on a running capture, it is not meant for online
statistics; so it is recommended that you start a capture, stop it, and then use this tool.

How to do it...

To view TCP stream graph statistics, perform the following steps:

1. Click on the packet of the stream you want to monitor.

\ The TCP Stream shows a directional graph, so when you click on a
~ packet, it should be in the direction you want to view the statistics
Q on. If, for example, you download a file and want to view the
download statistics, click on a packet in the download direction.

2. From the Statistics menu navigate to TCP StreamGraph | Time-Sequence Graph
(Stevens). The following window will open up:
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BT(P Graph & Microsofi: w:-w_ﬁsmw-um-mm%z{] 91.185.206.240:8000 -> 10.0.0.3:59346 ] = | (= i
Sequence
number{B]
Sequence Numbers

(Counts the bytes) Connection
details

Bytes/Second
Graph

Time (Seconds)

The graph actually shows the advance of byte transfer over time. In this example we
see a continuous diagonal line, which is an indication of a good file transfer.

To measure the throughput of a file transfer, simply calculate the bytes transferred
in a unit of time as shown in the following screenshot:

r

1 Sequence Numbers
1300000 =1 (Counts the bytes)

Time (Seconds)

We see that the transfer rate is 1,200,000 bytes in 100 seconds, that is, 12,000
bytes/seconds or 95 Kbits/sec.
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3. Clicking on a point in the graph using the scrollbar will magnify the graph around the
point that you clicked on.

4. Right-clicking on a point in the graph will take us to the packet pane in the
captured file.

5. For changing graph parameters, we have a small window opened parallel to the graph
as shown in the following screenshot:

T |
@ Graph 2 - Control - Wire.. L@@ﬂ

Zoom Magnifyl Origin] Ctossl Graph type

Zoom
C out

Horizontal: 1,000

Vertical: | 1.000
Horizontal step: 12
Vertical step: 1.2

| Keep them the same

Preserve their ratio

Zoom lock:
© none horizontal vertical

6. For changing from zoom in to zoom out, click on the in or out button.

The Time-Sequence Graph (Stevens) is a simple graph that counts the TCP sequence numbers
over time. Since TCP sequence numbers count the bytes sent by TCP, these are actually
application bytes (including application headers) sent from one side to another.

This graph (as we will learn in the TCP and applications chapters) can give us a good
indication of the application's behavior. For example, a diagonal line means a good file
transfer, while a diagonal line with interrupts shows a problem in transfer. A diagonal line
with a high gradient indicates fast data transfer, while a low gradient indicates a low rate of
transfer (depends on the scale of course).
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There's more...

Left-clicking on a point in the graph will take you to the packet in the packet pane. When you
see a problem, zoom into it, left-click on it, and check what went wrong with the packets.

While viewing a graph, it is important to know what the application is. A graph that indicates a
problem in one application can be a perfect network behavior for another application.

Getting information through TCP stream

graphs - the Time-Sequence (tcp-trace)
window

TCP time-sequence graphs based on the UNIX tcpdump command provide us with
additional data on the connection that we monitor. In addition to the standard sequence/
seconds in Time-Sequence (Stevens), we also get information on the ACKs that were sent,
retransmissions, window size, and more details that enables us to analyze problems on
the connection.

Getting ready

Open an existing capture or start a new capture. Click on a specific packet in the capture
file. Even though you can use this feature on a running capture, it is not meant for online
statistics; so it is recommended that you start a capture, stop it, and then use this tool.

How to do it...

To view TCP stream graph statistics, perform the following steps:

1. Click on a packet in the stream you want to monitor.

\ The TCP stream shows a directional graph, so when you click on a
~ packet, it should be in the direction you want to view the statistics
Q on. If, for example, you download a file and want to view the
download statistics, click on a packet in the download direction.
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2. From the Statistics menu navigate to TCP StreamGraph | Time-Sequence Graph
(tep-trace). The following window will open up:

"Ml TCP Graph 2 Enmphn_en--_usﬁmnmmw{ 1521749 2244832 -> 95.35.100216:20293 |
Sequence N
numberB]
4 Window
I Who is talking (What Size Graph L
1 connection we are T o
| monitoring) -
| A
1000000 —] == 3 1!
A’l
] —
I 5 it
| y J.l
= ¥
) J.J"' 5
J-#'-' i
0000 — / . Data Graph
I 1
L T T I T 1 |l | T 1 T T I T T L]
500 1000 1500
Timefs]

The graph shows the advance of byte transfer over time in the lower black graph and
the window size in the upper gray graph. When there is space between the two, it
means that there is some TCP buffering left and TCP will transfer bytes. Once they get
closer and touch each other, it would be a window-full phenomenon that does

not enable further data transfer.
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3. We obtain the following screenshot when we zoom into a specific area:

Sequence
numbeE]
110000 —
1050000 — i ‘i
1000000 — I J
1 |
00000 —
L . L T L . . 1 . [ o L
1000 1050 pill] us 1200 1250 1300 1350 1400 1450
Timyelsl

4. We obtain the following captured packets when we zoom into a particular area in
the graph:

M Exarrple 050 --- HSUPA Download peap [Wareshark L10.2 (SVN Rev 51934 from /trunk- LIO] 10
Eile Edit View Go Capture Analyze Satistics Telephony Tooks [ntermals Help

o® 4 m 2@ aevwTL OF eaaD @afvx @
Filter: | tep.stream eq B | Eapression... Clear Swe STP
M. Time Source Destination Protocol Infe

2234 1272.884906 15.217.49.22 95.35.100.216 FTP-DATA FTP Data: 1398 bytes
2235 1272.885204 95.35 2 20293 > 44832 [ACK] :

FTP-DATA FTP Data: 1398 bytes

1386. 236423 ; : TTCP 20293 > 44832 [ACK) !

1499.617876 ' ; ; TCP 20293 > 44

You can see that in the packet capture, there is a frame in time 1,273 (seconds after
the beginning of the capture), a break, a packet in time 1,386, a break, and a packet
in 1499.

In the TCP stream graph you see the breaks in transmission, and we can look for its
reason when we are back to the packets pane.

131




Using Advanced Statistics Tools

The Time sequence (TCP-trace) graph is taken from the UNIX tcpdump command, which
also checks the window size published by the receiver (this is the buffer size allocated by
the receiver to the process), along with retransmitted packets and ACKs.

Working with this graph provides us with a lot of information, which we will use later for network
debugging. The phenomena from a window that is being filled faster than expected to a lot of
retransmissions and others will become visual with this graph that will help us to solve them.

There's more...

The more we zoom in, the more details we will get as shown in the following screenshot:

Every bar {{
Indicates a packet !lJ

H

&

3

TCP
Retransmission

TCP Duplicate
Ack's

A bar is an indication of a packet that carries data between the initial and final sequence
numbers. The bar that is not in the regular graph and looks like it runs away from it is a
retransmission and the gray bar is a duplicate ACK. We will learn about these phenomena
in Chapter 9, UDP/TCP Analysis.

Getting information through TCP stream

graphs - the Throughput Graph window

The Throughput Graph window of the TCP stream graphs enables us to look at the throughput
of a connection and check for instabilities.
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Getting ready

Open an existing capture or start a new capture. Click on a specific packet in the capture
file. Even though you can use this feature on a running capture, it is not meant for online
statistics; so it is recommended that you start a capture, stop it, and then use this tool.

How to do it...

To view TCP stream graph statistics, perform the following steps:

1.
2.

Click on a packet in the stream you want to monitor.

Chapter 5

From the Statistics menu, navigate to TCP StreamGraph | Throughput Graph. The

following window will open up:

[l TCP Graph 4: Example 080 —- HSUPA Download.peap 15.217.49.22:44832 -> 95.35,100.216:20293.

Throughput
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In the graph, we see that the throughput is not stable and varies between around
20,000 bytes/sec to 1000 bytes/sec. This can be due to an unstable file transfer
(which is the case in this FTP download over the HSUPA cellular connection), or just
an application that works this way (for example, browsing the Internet).

The throughput graph simply counts the TCP sequence numbers over time and since
sequence numbers are actually the application's data, this gives us the application throughput
in bytes per second.
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There's more...

A stable file transfer should look almost like a solid line, as shown in the following graph:

"'?;':]N Theoughput Graph
| Throughput
e (Bytes/Second)
1 | A stable throughput around
1 ' 1MB/8Mb per second
000000 —] —" =
{ == Time (Seconds)
il y >
Teorems v sem ) em e g W ae R Y ¢ S e s 4 b ) e,
L ] a2 a0 . L] 2 - J - 2 2 % = of L ] - L] L] A= Ja at__a - ]
B R I B I T T Tl T il T Tl R e R e
1 2 3 4 5 & 7 8 10 H 12 13 14 15 16 17 W 1 D N 2

Here, MB is mega bytes and Mb is mega bits.

Getting information through TCP stream

graphs - the Round Trip Time window

The Round Trip Time window of the TCP stream graphs enables us to look at the round trip
between sequence numbers and the time they were acknowledged. Along with other graphs,
it provides us with a look at the performance of the connection.

Getting ready

Open an existing capture or start a new capture. Click on a specific packet in the capture
file. Even though you can use this feature on a running capture, it is not meant for online
statistics, so it is recommended that you start a capture, stop it, and then use this tool.

How to do it...

To view the TCP stream graph statistics, perform the following steps:

1. Click on a packet in the stream you want to monitor.




Chapter 5

2. From the Statistics menu navigate to TCP StreamGraph | Round Trip Time Graph.
The following window will open up:

0 7CP Graph L ol 080 — FSUPA Dowriond pcap 13317 ADZ2AMRN2 > 9533 10021425093 »
KIT |4 |
I Instability . |
RTT (Round Trip Time)
: [Seconds] l
00 —4
150~ Instability }1
Instability J.
100
Instability
b
Stable RTT =
. e = Sequence number
e s - " _—
. VRSN AR ad : . :
WC!‘J’I 200000
Stgueenc s Nusmber B h

In the preceding graph, we see that most of the sequence numbers were
acknowledged in a short time; however, there is some instability that will influence
the TCP performance.

What we see in the graph is a plot of TCP sequence numbers versus the time that took to
acknowledge them. Actually, this is the time between a sent packet and the ACK received
for that packet.

There's more...

When you see a graph that shows instabilities, it's not necessarily a problem. It can also be
that this is how the application works. You can see that it took time to acknowledge a packet
because there is a problem, or because a server is waiting for a response, or because a client
is browsing a web server and the user is waiting between clicks on new links.
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Getting information through TCP stream

graphs - the Window Scaling Graph window

The Window Scaling Graph of the TCP stream graph enables us to look at the window size
published by the receiving side, which is an indication of the receiver's ability to process data.
Along with the other graphs, it provides us with a look at the performance of the connection.

Getting ready

Open an existing capture or start a new capture. Click on a specific packet in the capture
file. Even though you can use this feature on a running capture, it is not meant for online
statistics, so it is recommended that you start a capture, stop it, and then use this tool.

How to do it...

To view TCP stream graph statistics, perform the following steps:

1. Click on a packet in the stream you want to monitor.

2. From the Statistics menu navigate to TCP StreamGraph | Window Scaling Graph.
The following window will open up:
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In this graph, we see the instability caused by one of the sides. This can be an
indication of a slow server or client that cannot process all the data it receives
and therefore, by reducing the received window size, it tells the other side to send
less data.

The software here simply watches the window size on the connection and draws it.
In Chapter 9, UDP/TCP Analysis, we will get into the details.

There's more...

When the window size decreases, the application throughput should decrease as well. The
window size is completely controlled by the two ends of a connection, for example, a client and
a server; variations in the window size do not have anything to do with network performance.
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Using the Expert
Infos Window

In this chapter we will talk about the following:

» The Expert Infos window and how to use it for network troubleshooting
» Error events and understanding them
» Warnings events and understanding them

» Notes events and understanding them

Introduction

One of Wireshark's strongest capabilities is the ability to analyze network phenomena and
suggest to us a probable cause for it. Along with other tools, it gives us detailed information on
network performance and problems. In this chapter, we will learn about the Expert System. It
is a tool that provides us with a deeper analysis of network phenomena, including events and
problems. Later in this book, we will provide detailed recipes on how to use the Expert Infos
window along with other tools to find and resolve network problems.

In the first recipe, we will learn how to work with the Expert Infos window. In the next recipes,
we will learn about the probable causes for the majority of events that you can expect.



Using the Expert Infos Window

The Expert Infos window and how to use it

for network troubleshooting

The Expert Infos window provides us with a list of events and network problems discovered by
Wireshark. In this recipe, we will learn how to start the Expert Infos window and how to refer
to the various events.

Getting ready

Start Wireshark, and start a live capture or open an existing file.

How to do it...

To start the Expert Infos window, perform the following steps:

Navigate to the Analyze menu and click on Expert Info. The following window will open:

bl
Bl Wireshark: 3157 Epert ot m’ e e S
— R o . —
I T T T T
Errors: 0 (0) |Warnings: 9 (186) | Motes: 144 (1174) | Chats: 530 (1797) | Details: 3157 | Packet Comments: 0 |
| Group 1 Protocol 4 Summary 4 Count A
[

| Help Close
i I

Now you can choose any one of the upper bars: Errors:, Warnings:, Notes:, Chats:, Details:,
or Packet Comments:.

|
< The number at the right-hand side of the bar shows the number of events
in this category.
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The upper bars give you the following information:

>

Chapter 6

Errors: These are serious problems, mostly malformed packets or missing fields
in a protocol header. These can be malformed packets of various types such as
malformed SPOOLSS, GTP, or others. These can also be bad checksum errors such

as IPv4 bad checksum.
In the following screenshot you can see malformed TCP and SSL packets:

Ml Wireshark: 3253 Expert Infos

Errors: 2(5) | Warnings: 1 (1) | Notes: 6 (309) | Chats: 598 (2938) | Details: 3253 | Packet Comments:0 |

Group

4 Protocol

4 Summary

= Malformed SSL
Packet:
Packet:

= Malformed TCP
Packet:
Packet:

Malformed Packet (Exception occurred)
36
41
New fragment overlaps old data (retransmission?)

2712
6388

4 Count

In the following screenshot, you can see another type of error, which is a protocol (in
this case the BOOTP/DHCP) option error, that is, when Wireshark identifies a missing

field in the packet:

Errors: 2 (6) |Warnings: 0 (0) | Notes: 0 (0) | Chats: 2 (2) | Details: 8 | Packet Comments: 0

4 Protocol

4 Count

Group
= Protocol

4 Summary

BOOTP/DHCP

file overload end option missing

Packet:
Packet:
Packet:
& Protocol
Packet:
Packet:
Packet:

BOOTP/DHCP

3500
3750
3988

3500
3750
3988

sname overload end option missing

»

= W e e = W

(=

Help
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Using the Expert Infos Window

» Warnings: A warning indicates a problem in the application or in communication,
things such as TCP zero window, TCP window full, previous segment not captured,
out-of-order segment, and others that are unnatural to the protocol behavior. You
can see an example of this in the following screenshot:

[l Wireshari: 21692 ExpertInfos ] _
.Errors:U (0) | Warnings: 7 (8621) iNotegZB (10947) IChat: 10 (2124) | Dretails: 21692 i Packet Comments: 0 |
Group 4 Protocol 4 Summary 4 Count 4 -
[#l Reazzemble TDS Unreassembled Packet (Exception occurred) 7770
| [ Sequence TCP Previous segment not captured {common at capture start) i)
[#l Reaszemble COTP Unreassembled Packet (Exception cccurred) 2
[l Reassemble T.125 Unreassembled Packet (Exception occurred) 2
= Sequence TCP Window is full 3 .E
Packet: 54491
Packet: 50575 1]
Packet: 62004 1
[ Sequence TCP Zero window 12 |« I
Cem ] |

» Notes: A note is when Wireshark indicates an event that may cause a problem, but is
still within the normal behavior of the protocol. TCP retransmission, for example, will
be displayed here because even though it is a critical problem that slows down the
network, it is still under the normal behavior of TCP. Other events here are duplicate
ACK, fast retransmission, and so on.

» Chats: This tab provides information about the usual workflow, for example, TCP
connection start (SYN), connection end (FIN), connection reset (RST), HTTP Post,
HTTP codes, and so on.

» Details: This tab provides all the events in an ordered list. In older versions of
Wireshark, this was directly under the Analyze menu.

>

Packet Comments: You can manually add a comment to every packet. This column
will show all the comments in the capture file.

To add a comment to a packet, right-click on it and choose Packet Comment.... A window
will open in which you will be able to add or change your comment. You can see this in the
following screenshot:
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A Prome il o ey M 130 s 10 o e L
File Edit View Go Capture Analyze Statistics Telephony Tools Intemals Help
COANE BREXR AEIDTL Qaan @88 %| 3
Filter: [] expression... Clesr apply save
e e e R e Bt o e o ooy
S 0.030086 199.47.216.149 85.250.147.185 Mmp:("m_“:g‘gm ‘
6 0.039936 85.250.147.185 82.166.210.6 Ignore Packet (toggle) rce port: avt-pr
7 0.042617 82.166.210.6 85.250.147.185 | © SetTime Reference (toggle) rce port: 24716
8 0.060028 85.250.147.185 82.166.210.6 © Time Shift.. rce port: avt-r
ik 0.062806 82.166.210.6 85.250.147.185 | AT e Irce port: 247"

T n7eocQ7  85.250.147.185 82.166.210.6 Manually Resolve Address rce port: av

T RASISSERR || Apply as Filter »ircea nnr+

To go to the event in the packet capture pane, simply click on the packet under the event in
the Expert Infos window, and it will lead you to it.

_Itis important to note that although a warning event may have no

% importance, a note event can influence the network badly. Always
L get into the problem details, see where is it coming from, and what

is its meaning.

The Wireshark Expert Infos window is an expert system that provides us with information
about problems in the network and also some suggestions to the probable cause of it in some
cases. Although it gives reasonable results, always double-check its findings.

There are cases where Wireshark finds problems that are not genuine, and there are other
cases where the real problems that exist do not show up.

M Don't forget that the best troubleshooting tool is your brain (and your
Q knowledge of networking). Wireshark is a very smart tool, but still it
is only a tool.

It can be that you started the capture during a data transfer; so you will see the previous
segment's loss messages or even more sophisticated problems, when for some reason (good
or not) you have captured only a part of the data, and Wireshark refers to it as a complete
stream of data and displays many errors about it. We will see many examples of these issues
later in the book.
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There's more...

Expert Info severities can also be filtered and presented in the packet pane by displaying
filters. To view events according to display filters, perform the following steps:
1. Click on Expression... on the right-hand side of the display filter window.
2. Scroll down to get the Expert messages (you can just type the word expert
and you will get there).

As illustrated in the following screenshot, you will get the following filters:
expert.message, expert.group, and expert.severity:

Filter: lear  Apply
Ne. Time Source Destination Prot-
1 0.000000000 192.168.200.5 192.16§.20n * ~
2 "=
B v e s 5 N
Field name - Relation
B Expert - Expert Info 1*  ispresent
expert.message - Message (Wireshark expert information) I ==
expert.group - Group (Wireshark expert group) l=
expert.severity - Severity level (Wireshark expert severity level) >
# 104apci - IEC 60870-5-104-Apci <
# 104asdu - IEC 60870-5-104-Asdu >=
[# 2dparityfec - Pro-MPEG Code of Practice =3 release 2 FEC Protocol <=
# 3COMXNS - 3Com XNS Encapsulation centains
BRI SRt . = matches

o expert.group refers to expert message groups. This filter categorizes
problems according to their types, for example, checksum problems,
TCP sequence-related problems, and so on. Have a look at the following
screenshot and you will see a list of these issues:
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M Wireshark: Filter Expression - Profile: Default 'I‘ oo o0
e il

Field name Relation Value (Unsigned integer, 4 bytes)

# ETV-AM DDB - ETV-AM DDB Section - is present
+ ETV-AM DI - ETV-AM DII Section

Predefined values:

+ ETV-AM EISS - ETV-AM EISS Section Checksum -
# EVENTLOG - Event Logger Sequence
# EVRC - Enhanced Variable Rate Codec Response
# EXEC - Remote Process Execution Request -
=) Expert - Expert Info Undecoded
[ expert.group - Group (Wireshark expert group) Reassemble

expert.message - Message (Wireshark expert ir Malfermed

expert.severity - Severity level (Wireshark exper Debug
# FB/IB GDS DB - Firebird SQL Database Remote Pr¢ Protocol =

# FC-dNS - Fibre Channel Name Server

¥ EC.ECC . Ef Fahris Canfiniratinn Canvar
4 1 »

Range (offset:length)

| oK ] 1 Cancel

I EEE———————————————————————————————————

The main categories in expert.group are as follows:

o Checksum: This indicates an invalid checksum.
o Sequence: This indicates TCP sequence-related problems.

o Response: This indicates application response code problems
(4xx response code files).

o Request: This indicates application requests.
o Undecoded: This indicates data that cannot be decoded by dissector.

a Reassemble: This indicates problems while reassembling (usually when
a fragment is missing).

o Malformed: This indicates a malformed packet or dissector problem,
and the dissection of this packet is aborted.

o Debug: This indicates debugging (should not occur in released versions).

o Protocol: This indicates the violation of protocol specification
(for example, missing field, wrong length, and so on), dissection
of this packet will probably be continued.

o Comment: This indicates packets with a comment added to them
(comments can be added to a packet by right-clicking on it and choosing
the Packet comment ... option.
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o expert.message refers to specific messages. Here, for example, you can
configure a filter that displays a message that contains or matches a specific
string.

o expert.severity refers to messages with specific severities, that is error,
warning, note and so on.

You can also choose to show events severities on the Expert Info window.

1. Navigate to Edit | Preferences....
2. Choose User Interface.

3. Inthe lower half of the right pane, mark the Display LEDs in the Expert Infos dialog
tab labels: checkbox as presented in the following screenshot:

ﬁisplay LEDs in the Expert Infos dialog tab labels: (V] ]

[ o ][ aeey |[ gance

4. Click on OK.

5. Open the Expert Infos window and the severity LEDs will appear on each bar.

@ Errors:0 0) | Wamings: 1 (57)| © Notes: 13 (344) @ Chats: 31 (290) | Detaits: 691 | Packet Comments:0 |

|Group 4 Protocol 4 Summary * Count 1 a
+ Sequence TCP R ission (suspected) 134 A
+ Sequence TCP Duplicate ACK (£2) 201

| & Sequence TCP Duplicate ACK (23) 24

+ Sequence TCP Duplicate ACK (=4) 11
l@ Sequence TCP Duplicate ACK (#5) 8
| & Sequence TCP Duplicate ACK (36) 4
|@ Sequence TCP Duplicate ACK (57) 2
| @ Sequence TCP Duplicate ACK (#8) 2 1=

Help

The severity level LED will also appear on the lower left corner of the Wireshark
main window.
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See also

» Chapter 9, UDP/TCP Analysis

Error events and understanding them

In this recipe, we will get into error and event types, checksum errors, malformed packets,
and other types of errors, and what we can understand from them.

Getting ready

Start capturing or open an existing file, and then start the Expert Infos window.

How to do it...

1. From the Analyze menu, open Expert Infos by clicking on Expert Info.

2. Click on the Errors: bar (should be opened as default). You will get the following
window (all events are examples):

@ Errors: 5 (140665) (O Warnings: 12 (1178) |© Notes: 36 (3542) |@ Chats: 31 (3192) | Details: 148577 | Packet Comments: 0
Group 1 Protocol 4 Summary 4 Count 1

# Checksum IPvd Bad checksum 140648
[# Malformed SPOOLSS Malformed Packet (Exception occurred)
| Malformed BROWSER Malfermed Packet (Exception occurred)

[# Malformed MBMNS Malfermed Packet (Exception occurred)
# Checksum Ethernet Bad checksum

Help

In the preceding window, you can see the following two types of errors:
o Checksum errors: These can be in Ethernet, IP, or other protocols.
In this case, it can be because of real errors or offload.

o Malformed packets: These are usually in the application protocols.
In this case also, it can be due to a real problem or a dissector error.
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Using the Expert Infos Window

Checksum is an error-checking mechanism that uses a byte or a sequence of bytes inserted in
the packet in order to implement a frame verification algorithm. The principle of error-checking
algorithms is to calculate a formula over the entire message (layer 4), packet (layer 3) or
frame (layer 2), insert the result in bytes inside the packet, and when the packet arrives at the
destination, it calculates the formula again. If we get the same result, it is a good packet; if
not, there is an error. The error-checking mechanism can be calculated over the entire packet
or only over the header, depending on the protocol.

Offload mechanisms are mechanisms on which the IP, TCP, and UDP checksums are calculated
on the NIC just before they're transmitted to the wire. In Wireshark, these show up as corrupt
packets because Wireshark captures packets before they are sent to the network adapter;
therefore, it will not see the correct checksum because it has not been calculated yet.

For this reason, even though it might look like severe errors, in many cases checksum errors
are actually Wireshark errors of misconfiguration. In cases where you see many checksum
errors on packets that are sent from your PC, it is probably because of offload.

To cancel the checksum validation, you can do either of the following depending on
your protocol:

» For IPv4, when you see many checksum errors and you are sure they are because of
the offload, navigate to Edit | Preferences.... Further, navigate to Protocols | IPv4
and uncheck the Validate the IPv4 checksum if possible: checkbox.

» For TCP, when you see many checksum errors and you are sure they are because of
the offload, navigate to Edit | Preferences.... Further, navigate to Protocols | TCP
and uncheck the Validate the TCP checksum if possible: checkbox.

There's more...

Malformed packets can be Wireshark bugs or real malformed packets. Use other tools for
isolating the problem. Suspected bugs can be reported on the Wireshark website.

When you see a large amount of malformed packets of checksum
R errors, it is probably because of offload or dissector errors.
~ Networks with more than 1-2 percent errors of any kind will cause
Q many other events (retransmissions for example) and will become
much slower than expected, and therefore, you cannot have a
high error rate with a functioning network!
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See also

» Chapter 9, UDP/TCP Analysis

Warning events and understanding them

As described earlier, warning events indicate problems in the application or in communication.
In this recipe, we will describe the main events in this category.

Getting ready

Start capturing or open an existing file, and start the Expert Infos window.

How to do it...

1. From the Analyze menu, open Expert Infos by clicking on Expert Info.

2. Click on the Warnings: bar. You will get the following window (all events
are examples):

i Wireshark: 148577 ExEl Infos - - -
@ Errors: 5 (140665) @] Warnings: 12 (1178) ‘O Motes: 36 (3542) |9 Chats: 31 (3192) | Details: 148577 | Packet Comments: |
Group 1 Protocol 4 Summary 1 Count 4
E Reassemble SMB Unreassembled Packet (Exception occurred) 728
Protocol  TCP Acknowledgment number: Broken TCP, The acknowledge field is nenzere 7
Reassemble KRB5 Unreassembled Packet (Exception occurred) 2
Reassemble LDAP Unreassembled Packet (Exception occurred) 4
Malformed LDAP BER Error: Sequence expected 1
Sequence TCP Previcus segment not captured (common at capture start) 378
I Sequence TCP ACKed segment that wasn't captured (common at capture start) 10
Sequence TCP Zero window 2
I Reassemble LANMAN Unreassembled Packet (Exception occurred) 1
Sequence TCP Qut-0f-Order segment 39
Sequence TCP Window is full 4
Malformed SPMNEGO BER Errer: Wreng tag in tagged type 2
| =
= —— —

You will see here several event categories:

o Reassembly problems: These are mostly un-reassembled packets.
These are usually indicated as Wireshark dissector problems.

o TCP window problems: These are mostly zero window and window full
problems. These usually indicate slow-end devices (servers, PCs, and so on).
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o Segment loss, segments not in order: These indicate previous segment
losses and the ACKed segment that wasn't captured. These are usually
TCP problems that are caused by network problems.

Wireshark watches the parameters of the monitored packets as follows:

» It watches TCP window sizes and checks if the window size reduced to zero

» It looks for TCP packets (segments) that are out of order, that is, if they were sent
before or after the expected time

» Itlooks for ACKs for TCP packets that were not sent

These parameters, along with many others, provide you with a good starting point to
look for network problems. We will go into the details of it in Chapter 9, UDP/TCP Analysis.

There's more...

Don't forget that warning events are those that Wireshark refers to as important, but it is not
necessarily so. If, for example, you have previous segment not captured, they will be under
warnings, but it can be due to capture problems.

See also

» Chapter 9, UDP/TCP Analysis
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Notes events and understanding them

As described earlier, when Wireshark indicates that an event may cause a problem but is still
inside the normal behavior of the protocol, it will be under the Notes bar. TCP retransmission,
for example, will be displayed under the Notes bar because even though it is a critical problem
that slows down the network, it is still under the normal behavior of TCP.

Getting ready

Start capturing or open an existing file and start the Expert Infos window.

How to do it...

1. From the Analyze menu, open Expert Infos by clicking on Expert Info.

2. Click on the Notes bar. You will get the following window (all events are examples):

“ Wireshark: 148577 Expert Infos =

E] |-

-

Group 4 Protocol
+ Undecoded DCERPC

+ Sequence TCP
+ Sequence  [Pwd
+ Sequence TCP
+ Sequence TCP

7

Sequence NMNCP

7

Sequence TCP

7

Sequence TCP

7

Sequence TCP
+ Sequence TCP
+ Sequence TCP

|@ Errors: 5 (140665) | O Wamings: 12 (1178) | © Notes: 36 (3542) (@ Chats: 31 (3192) | Details: 148577 | Packet Comments: 0 |

4 Summary
Mo bind info for interface Contesxt ID:0

Duplicate ACK (#1)

"Time To Live" = 1 for a packet sent to the Local Metwork Control Block (see RFC 3171)
Keep-Alive

Keep-Alive ACK

Mo request record found.

Retransmission (suspected)

Duplicate ACK (#2)

Fast retransmission (suspected)

Duplicate ACK (#3)

Duplicate ACK (#4)

[

1

C

m

Help

Cloze
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You will see here several event categories:
o Retransmissions, duplicate ACKs, fast retransmissions that usually indicate
slow network, packet loss, or very slow end devices or applications
o Keep-alives that indicate TCP or application problems

o Time to live and routing events that in most cases indicate routing problems

. Additional events will be discussed in Chapter 9, UDP/TCP Analysis,
~ Chapter 10, HTTP and DNS, Chapter 11, Analyzing Enterprise
Q Applications', Behavior, and Chapter 12, SIP, Multimedia, and IP
Telephony.

How it works...

Wireshark watches the parameters of the monitored packets. It watches TCP sequences

and acknowledges numbers while checking for retransmissions and other sequencing
problems. It looks for IP Time To Live (TTL) with value of 1 coming from a remote network, and
tells you it is a problem. It looks for keep-alives that may be in a normal condition but can also
indicate a problem.

These parameters, along with many others, provide you with a good starting point to look for
network performance problems.

There's more...

Many symptoms that are seen here can be an indication of several types of problems.
For example, a packet can be retransmitted because of an error that caused the packet
to be lost, because of bad network conditions (low bandwidth or high delay) that caused
the packet not to arrive on time, and it can be also because of a honresponsive server or
client. The Expert Info system will give you the symptom. We will learn later in this book
how to solve this problem.

See also

» You can read more on TCP performance issues in Chapter 9, UDP/TCP Analysis.
It includes TCP retransmissions, fast retransmissions and why they happen, what
are ACKs and duplicate ACKs, zero window, window changes and other TCP sliding
windows issues, and more.
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Ethernet, LAN
Switching, and
Wireless LAN

In this chapter we will cover the following topics:

» Discovering broadcast and error storms
» Analyzing Spanning Tree Protocols
» Analyzing VLANs and VLAN tagging issues

» Analyzing wireless (Wi-Fi) problems

Introduction

In this chapter, we will focus on how to find and resolve layer-2-based problems with the

focus on Ethernet-based issues such as broadcast events and errors and how to find out
where they are coming from. We will also focus on LAN protocols such as Spanning Tree,
VLANSs, and Wireless LAN.

These issues have to be resolved before we go up to layers 3, 4, and the Application layers,
since layer 2 problems will be reflected in the upper layer protocols. For example, packet
losses in layer 2 will cause retransmissions in TCP, which is a layer 4 protocol, and these
can cause slow application response time in the upper layers.



Ethernet, LAN Switching, and Wireless LAN

Discovering broadcast and error storms

One of the most troublesome problems in communication networks is the broadcast and
error storms. These problems can happen because of layer 2 loops, layer-2-based attacks,
a problematic network adapter, or a service that sends packets to the network.

In this chapter we will provide some basic recipes on how to find, isolate, and solve these
types of problems.

M A broadcast storm is when you get thousands and even tens
Q of thousands of broadcasts per second. In most cases it
would lock out the network completely.

Getting ready

In these types of problems, you will usually be called on to solve the network is very slow
or network has stopped working problems.

Several important facts to remember are:

» Broadcasts are not forwarded by routers.

» Broadcasts are not forwarded between VLANS (this is why VLANs are called
broadcast domains), so every VLAN is a single broadcast domain.

» Error packets are not forwarded by LAN switches (at least not through the good ones).
» Multicasts are forwarded through switches, unless configured otherwise.
» Multicasts are forwarded through routers only if the routers are configured to do so.

» Areasonable number of broadcasts are transmitted in every network. This is how
networks work. Too many broadcasts could be a problem.

There is a difference between too many broadcasts and a broadcast
Al
~ storm. Too many broadcasts (for example, a few hundred per second)
can load the network but still, in most cases, users will not notice it.
Broadcast storms will lock out the network completely.
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How to do it...

To find out where the problem comes from, go through the following steps:

1. Since "slow network" is a problem sensed by users, start with asking the
following questions:

a Isthis problem in the HQ?
o Inasingle branch?
a All over the network or a specific VLAN?

Don't ask the users about VLANS, of course; users are not networking
experts. Ask them about applications running on their group, on their
department, and so on.

In an organization network, VLAN will usually be configured per department
\ (or several departments) and per geographical area (or several areas)
~ or even per organization functionality; for example, HR VLAN, finance VLAN,
Q users of a specific software VLAN, and so on. By asking if the problem is
as per one of these characters, you will be able to narrow the area in which
you need to look for the problem.

2. The next question should be a trivial one: "Is the network still working?"
In a broadcast storm, the network will become very slow; in most cases,
to the point that applications will stop functioning. In this case, you have
the following typical problems:

o Spanning Tree Problems
o A device that generates broadcasts
o Routing loops (will be discussed in Chapter 8, ARP and IP Analysis)

The question I'm always asked is: "How many broadcasts are too many?"
Well, there are, of course, several answers for this. It depends on what the
network devices are doing and the protocols that are running on them.

device per minute. For example, if your network is built from 100 devices
on a single VLAN, you should expect no more then 5-10 broadcasts per
second (5 broadcasts x 100 devices gives 500 broadcasts per minute,
that is, around 9-10 per second). More than these is also reasonable, as
long as they are not coming in thousands and you know what they are.

‘Q A reasonable number of broadcasts should be from 1 to 2 up to 4 to 5 per
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Spanning Tree Problems

In Spanning Tree Problem, you will get thousands and even tens of thousands of broadcasts
per second (refer to the How it works... section in this recipe to know why). In this case, your
Wireshark, and probably your laptop, will freeze. Close Wireshark, disconnect cables to isolate
the problem, and check the STP configuration in the switches.

A device that generates Broadcasts
A typical broadcast storm generated from a specific device will have the following
characteristics:

» Significant number of broadcasts per second (thousands and more)

» In most cases, the broadcasts would be from a single source; but in case of attacks,
they can be from multiple sources

» Usually in constant packet/second rate, that is, with intervals between frames that
are nearly equal

We can see how we find a broadcast storm according to the parameters mentioned in the
preceding list in the next three screenshots.

In the following screenshot we see a large number of broadcast packets sent from the source
MAC (HP network adapter) to ff:ff:ff:ff:ff:ff:

Service initiating the
broadcastsis SMB
Mailslot Protocol

Broadcast source s
172.30.121.1

Source

Mai SO'E

0.000001000 ] A
68 .000002000 172.30.121. 172.30.121.255 sMB Mailslot 277 Write Mail Slot
69 .000001000 172.30.121. 172.30,121, 255 SMB Mailslot 268 write Mail slot
70 .000985000 172.30.121. 172.30.321.255 SMB Mailslot 277 write Mail Slot

172.30.121.255 sMB Mailslot 268 wWrite mMail Slot
172.30.121.255 sMB Mailslot 277 write mail slot
172.30.121.255 sSMB Mailslot 268 Write Mail Slot
172.30.121.255 SMB Mailslot 277 Write Mail slot
172.30.121.255 sMB Mailslot 268 write mail slot
172.30,121.255 sMB Mailslot 277 Write Mail slot

.000002000 172.30.121.
.000001000 172.30.121.
.000000000 172.30.121.
.000001000 172.30.121.
.000001000 172.30.121.
.001004000 172.30.121.

\
N

OO0 O0O0O00O00O

PRERERE PR

# Frame 67: 268 bytes on wire (2144 bits), 268 bytes captured (2144 bits) on interface 1
7 Ethernet II, |Src: Hewlett-_2b:5d:e3|(f4:ce:46:2b:5d:e3), [Dst: Broadcast |(ff:ff:ff:ff:ff:ff)
s Internet Protocol Version &, |src: 172.30.121.1 |(172.30.121.1),|Dst: 172.30.121.255](172.30.121.255)
s User Datagram Protocol, Src Port: netbios-dgm (138), Dst Port: netbios-dgm (138)
“NetBIOS Datagram Service
1SMB_(Server Message Block Protocol)
+[sMB Mailslot Protocol |
Y

Dota (L6 Lot

In the preceding screenshot we just saw that the time column is configured in seconds since the
previous displayed packet. You can configure it by navigating to View | Time Display Format.

The following screenshot shows the traffic on an 10 Graph; we see that the total number of
packets/second is 5,000:
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| M Wireshark 10 Graphs: Tel Hashomer station warm 1-JAN-2013 Te:

] 5000 Packets/Second

'I T | T
0Os

| Ethernet broadcastsfilter

Color Fiter:| ethidst==ffffEf Sty Line [+] @1 smocth  Tickintenaki1 sec

I. 2 Color :

de: 1 in |« | 1 Spapnnt | | Pixels per tick: 5
' Packets per Second [7] View as time of day
(Graph 3] color [Fitter ckets per Second |
Grap olor | Filter: : (Pawick,ﬁqk_—ﬂseg is

4

|

BA
Coler ' . Slyie:_:l.ine lzl ] Smooth | Scale:  Auto

Smooth:  No filter

In the following screenshot we see what we will get in the Conversations window. He

re, we will

also get an enormous number of broadcasts that can be viewed in the Ethernet and the IPv4

statistics (I've captured data for 18 seconds).

Jore Crannel | rooi| #va:3| 26 | 12| 7| mep | rsve| sc7p] 7cp | Token ring | upe:4] use] wLan|
Ethernet Conversations
Address A * Address B 4 Packets ¢ Bytes ¢ Packets A—B 4 BytesA—B ¢ Packets A—B ¢ Bytes A-B 4

I Hewlett-_2b:5d:e3 Broadcast I 87142 23746195 0
| Wistronl_as-77-60 Broadcast 032 21 1032 i

Pdmcast Thff:fa Wistronl_2e77469 = : S 7
Cisco_6e80:44  Spanning-tree-(for-bridges) 00 87,142 broadcasts, over a

J measurementtime of 18
seconds

W Conversations
Address A 4 AddressB 4 Packets 4 Packets A~B ¢ Bytes A—B 4 Packets A—B 4 Bytes A—B 4 Rel Start

172301211 172.30.121.255 K 23746195 87142 23746195 0 0 0.000000
1723012110 239.255.255.250 952 2 9542 0 0 0.255212

1723012110 17230321255 276 3 276 0 0 11.097158
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In the preceding case, the problem was a service called SMB Mailslot Protocol.
Simple trial and error to find what this service is, and disabling it on the station that
caused it solved the problem.

W It is important to note that when you disable a service
~ (especially the one that belongs to the operating system), make
Q sure that the system keeps functioning and stays stable over
time. Don't leave the site before you have verified it!

Fixed pattern broadcasts

You can also have broadcasts in fixed patterns, for example, every fixed amount of time, as
shown in the following screenshot:

‘ Wireshark 10 Gfaphs: Home network 2011-10 :

Fixed intervals
I J. | ].

i IlmJ il

*« m

Graph1| Color I{i'tenl tyle: Line B [¥] Smooth || Tick interval: 1 min - _E]

L L ] T 7T
8

&

o

-

2] Color rjlter.] eth.addr == (EACAAEEES | Style:[Impulse || (7] Smooth || PRels pertick: 5 |»
e e g [ View as time of day |
Color Fjlter] arp.opcode==1 Style: Dot w| /| Smooth -
— [ ) i Y Avas |
= Colar | Eites Shyte: [Line x| ¥| Smooth Unit: Packets!T ick |»
Graph5| olor |Filter: | e &) Smooth || Scate: Auto = g
ARP Requests E ——
Smooth: No filter |=

| [ sowe | Close

1[ Copy

Help

The graph is configured for Tick interval: (under X Axis) of 1 min, and for the following filters:

» The red filter for all broadcasts in the network (eth.addr ==
A R E e s u )]

» The green filter for broadcasts that are ARP requests (arp.opcode ==1)
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What we see here is that around every five minutes, there is a burst of ARP requests (the green
dots). If we click on one of the dots in the graph, it will take us to the packet in the capture pane.
In the following screenshot, we see the scan pattern that happens every five minutes:

@ e i 5 L R TIOE R S o e
Ele Edit Yiew Go Cepture Analyze Stetistics Telephony Iools [Intemals Help

codms BaRE AasreTFls (A daBD8% B

Filter: Hixprnsiam.. Clear Apply Save

0. Time Source Destination Protecol Length |info

55656 50 D-Link D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.13?| Tell 10.0.0.138
55657 50| Device D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.14?| Tell 10.0.0.138
55658 5065.39 < D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.15?| Tell 10.0.0.138
55659 5065.394140™ D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.167| Tell 10.0.0.138
55660 5065.400402 D-Linkin_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.177?| Tell 10.0.0.138
55661 5065.415423 D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.187| Tell 10.0.0.138
55662 5065.430599 D-Linkin_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.197?| Tell 10.0.0.138
55663 5065.445484 D-Linkin_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.207?| Tell 10.0.0.138
55664 5065.460512 D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.217?| Tell 10.0.0.138
55665 5065.475497 D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.227| Tell 10.0.0.138
55666 5065.490491 D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.23?| Tell 10.0.0.138
55667 5065.594474 D-LinkiIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.24?| Tell 10.0.0.138
55668 5065.595355 D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.257| Tell 10.0.0.138
55669 5065.596241 D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.267| Tell 10.0.0.138

In the preceding screenshot, we can see that it is the D-Link router that scans the internal
network. This can be good or bad, and we will get to the details later in Chapter 14,
Understanding Network Security. In any case, it's good to check what is running in our network.

Broadcasts in IPv4 networks are quite common, and these layer 3 broadcasts will be sent
over layer 2 broadcasts. Every time a layer 3 device sends a broadcast to the network (an IP
address that ends with all 1s, refer to Chapter 8, ARP and IP Analysis), it will be converted to
layer 2's all fs destination address.

There are several families of broadcasts that you will see in IP-based networks. Some of them
are as follows:
» TCP/IP-based network protocols such as ARP requests, DHCP requests, and others

» Network protocols such as NetBIOS Name Service (NBNS) queries, NetBIOS Server
Message Block (SMB) announcements, Network Time Protocol (NTP), and others

» Applications that send broadcasts such as Dropbox, Microsoft Network Load
Balancing, and others

In IPv6, we don't have broadcasts, but we have unicasts, multicasts, and anycasts. Since
the protocol works with multicasts for discovery mechanisms, announcements, and other
mechanisms, we will see a lot of them.
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There's more...

A problem | come across in many cases is how to use the broadcast and multicast storm
control definitions in LAN switches (the storm-control broadcast level [high
level] [lower level] command in Cisco devices).

The problem is that in many cases, | see configurations that limit the number of broadcasts
to 50, 100, or 200 broadcasts per second, and this is not enough. In a network, you could
happen to install a software that sends broadcasts or multicasts to the network that crosses
these values. Then, according to what you have configured in the switch, it will start sending
traps to the management system or even disconnecting ports (the storm-control action
{shutdown | trap} command in Cisco devices), depending on what you have configured.

The solution for this is simply to configure high levels of broadcasts as the threshold. When
a broadcast storm happens, you will get thousands of broadcasts; so configuring a threshold
level of 1,000 to 2,000 broadcasts or multicasts per second provides you with the same
protection level, without any disturbances to the regular network operation.

See also

» For more information about IPv4 refer to Chapter 8, ARP and IP Analysis

Analyzing Spanning Tree Protocols

All of us have worked with, or at least heard about, STP (Spanning Tree Protocol). The reason
| call this recipe Analyzing Spanning Tree Protocols is because there are three major versions
of it as follows:

» Spanning Tree Protocol (STP): This is an IEEE 802.1D standard from 1998 called
802.1D-1998

» Rapid Spanning Tree Protocol (RSTP): This is an IEEE 802.1W standard from 2001,
later added to 802.1D, called 802.1D-2004

» Multiple Spanning Tree (MST): This was originally defined in IEEE 802.1S and later
merged into IEEE 802.1Q

There are also some proprietary versions from Cisco and other vendors. In this recipe we will
focus on the standard versions, and learn how to troubleshoot problems that might occur
during STP/RSTP/MST operations.
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Getting ready

The best way to find out STP problems is to log in to the LAN switches and use the vendor's
commands (for example, Cisco 10S or Juniper JUNOS CLI) to find and fix the problem. If you
have properly configured SNMP on your network device, you will get all the messages on the
management console.

The purpose of this recipe is to see how to use Wireshark for this purpose, even though we
still recommend to use it as a second line tool for this purpose.

So just open your laptop, start Wireshark, and start capturing data on the LAN.

How to do it...

There are several things to notice in a network regarding STP:

» Which STP version is running on the network?
» Are there any topology changes?

Which STP version is running on the network?

Wireshark will provide you with the version of the STP type (STP, RSTP, or MST) running on the
network by looking at the Bridge Protocol Data Units (BPDUs). BPDUs are the update frames
that are multicast between switches.

The protocol versions are:

» For STP, protocol version ID equals O
» For RSTP/MST, the protocol version ID equals 3

M In the standards you will not find the word "switch"; it will always
Q be "bridge" or "multiport bridge". In this book, we will use the terms
bridge and switch alternatively.

Are there too many topology changes?

When you monitor STP operations, you may be concerned when you see many topology
changes. Topology changes are normal in STP, but too many of them can have an impact on
network performances.
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A topology change happens when a new device is connected to the network. You can see a
topology change in the following screenshot:

Fle [t View Go Coptwe Anshze Sutiies Telepheny leoh Interals Help

coama Eax@ uer»eT 2 ([@Facan 8% B

Fiver [v] exprestion_ Clesr apply Sove

MNo. Time Source D!Slll:l‘f-tﬂ Protocol Length Info

]
Conf. TC + Root = 49152/1/(
—

“Frame 16: 60 bytes on wire (480 bits), 60 bytes captured (480 bits)
« IEEE 802.3 Ethernet
«Logical-Link Control
Spanning Tree Protocol
protocol Identifier: Spanning Tree Protocol (0x0000)
Protocol version Identifier: Spanning Tree (0)
BPDU Type: configuration (0x00)
BPDU flags: Ox01 (Topology change)
= Topot = acknowledgment: No

» =y
+...<,.1 = Topology Change:
*Root Identi .

Root Path Cost: 3019
#Bridge Identifier: 49152 / 1 / 00:0f:8f:a5:64:80
Port identifier: Ox8018

Message Age: 1

Max Age: 20

Hello Time: 2

Forward Delay: 15

D 37 | Frame (frame), 60 bytes Packets 122 . Displryes: 322 (LODO%) - Losdtime... | Profile: Defsult

Yes
T0f:8F:99:50:c0

When you see too many topology changes, configure the LAN switch ports that are
connected to hosts, which do not support STP, (typically, end stations that users frequently
power on and off) with the portfast feature (applied for Cisco switches; for other vendors,
check the vendor's manual).

In the old STP (IEEE 802.1d), after connecting a device to a switch port, it
M takes the switch around a minute to start and forward packets. This can
Q be a problem when a client tries to log in to the network servers during this
period of time. The portfast feature forces the port to start forwarding within
a few seconds (usually 8 to 10), in order to prevent these kinds of problems.

If topology changes continue, check what can be the problem and who is causing it.

162



Chapter 7

Spanning Tree Protocol prevents a loop in the local area networks. A loop can happen if you
connect two or more switches with multiple connections as shown in the following figure:

Swi SW2 SW4
> Al
> | [ |

3 1 2 3 Station B
Broadcast
packet

l SW3
2 1 2 2
Station A

Let's see how a loop is created:

1.

Station A sends a broadcast to the network. A broadcast can be an ARP, NetBIOS,
or any other packet with all ffs in the destination MAC address.

Since broadcasts are forwarded to all ports of the switch, SW 1 receives the
broadcast from port 1 and forwards it to ports 2 and 3.

SW 1 and SW 3 will forward the packets to their other ports, which will get them
to ports 2 and 3 of SW 4.

SW 4 will forward the packet from port 2 to port 3, and the packet coming from
port 3 to port 2.

We will get two packets circling endlessly: the one that has been forwarded to
port 3 (the red arrows), and the one that has been forwarded to port 2 (the green
arrows) of SW 1.

Depending on the switch forwarding speed, we will get up to tens of thousands
of packets that will block the network completely.

The Spanning Tree Protocol prevents this from happening by simply building a tree topology,
that is, by defining a loop-free topology. Links are disconnected and brought back to service
in the case of a failure.
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In the following figure, we see how we initially connect all switches with multiple connections
between them, and how STP creates the tree:

Original Topology: Tree Topology:

o

—— STP Forwarding Port Switch
————— STP Blocked Port
Root Switch

BPDUs are update frames that are sent by multicast between the LAN switches.

First, on the Ethernet level as we see in the following screenshot, the packet will be multicast
from the source MAC of the switch sending the update:

itter: stp [+] expression... Clear Apply Save

o, Time Source Destination Pretocol Info

Z £.UL>Ub3 BayNeTwo_ll:aa:eb spanning-tree-(Tror-briages)_UU SIP CONT. ROOT = 3£/b8/U/UU:eu
Spanning-tree- Conf. Root = 3

6 6.046489 BayNetwo_ll:aa:eb Spanning-tree-(for-bridges)_00 sTP conf. Root = 3

+ Frame 5: 60 bytes on wire (480 bits), 60 bytes captured (480 bits)

= IEEE 802.3 Et T
Destination:| spanning-tree-(for-bridges)_00 (01:80:c2:00:00:00) +—— Destination: Multicast ]
Address: Spanning-tree-(for-bridges)_00 (01:80:c2:00:00:00)

__0‘_ .... = LG bit: Globally unique address (factory default)
v l== setto”l” ) ... = IG bit: Group address (multicast/broadcast)

% Sc‘u;r.'ée: .éayNetwo ll:aa:eb (00:e0:7b:11:aa:eb)

Address: [BayNetwo_11:aa:eb (00:e0:7b:11:aa:eb)J——— [ source: Switch MAC address |

vee. 0 T T .. ... =1LG Dbit: Globally unique address (factory default)

veee 2220 ... .... ... .... =1IG bit: Individual address (unicast)
Length: 38
padding: 0000000000000000

s Logical-Link control

s Spanning Tree Protocol
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The BPDU is carried by Ethernet 802.3 frame has the format as shown in the next diagram:

2B 1B 1B 1B 8B 4B 8B 2B 2B 2B 2B 2B
Protocol |\, ion Message Bridge | Port [Message| Max. | Hello |Forward
ID Type ID ID Age | Time | Time | Delay
802.1d 4/ T 802.1w
7lels|4[3]2[1] 7[6[sl+[3]2[2
-— -_
7 Topology Change(TC) Topology Change(TC)
6 Notin use 6 Proposal
5 Notin use 4-5 Port role:
4 Notin use 00: Unknown
3 Notin use 01: Alternate
2 Notin use 10: Root
1 Notin use 11: Designated
0 Topology Change Ack(TCA) 3  Learning
2  Forwarding
1  Agreement
0 Topology Change Ack (TCA)
In the following table, you can see the fields in the STP frame:

Field Bytes Whatis it Values Display filter

Protocol 2 The protocol Always O stp.protocol

ID identifier.

Version 1 The protocol version.  For STP =0 stp.version

For RSTP =2

For MST = 3
Message 1 The BPDU type. For STP=0 stp.type
Type For RSTP = 2

For MST = 2

Flags 1 The protocol flags. In the previous stp.flags

illustration.

Root ID 8 The root identifier The MAC address of stp.root.prio
(Root !D), thqt |§, the root bridge. stp.root.ext
the bridge priority
concatenated with stp.root.hw
the bridge hardware
address (MAC).
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Field Bytes Whatis it Values Display filter
Root Path 4 The path cost to the Path cost as stp.root.cost
Cost root. calculated by
Spanning Tree. In
case this is the root,
path cost will be zero.
Bridge ID 8 The bridge identifier ~ The bridge MAC stp.bridge.
(Bridge ID), that is, address. prio
the bridge priority stp.bridge.ext
concatenated with _
the bridge hardware stp.bridge.hw
address (MAC).
Port ID 2 The port identifier. The identifier of the stp.port
port from which the
update was sent.
Message 2 The Message Age For every BPDU, the stp.msg_age
Age field indicates the bridge that sends the
amount of time frame sends a value
that has elapsed of O, incremented
since a bridge sent by 1 for every bridge
the configuration that forwards it.
message on
which the current
configuration
message is based.
Max. Time 2 The maximum Usually 20 Stp.max_age
age, which is the
maximum time
(practically the
number of bridges)
that the frame can
stay in the network.
Hello Time 2 Time between Usually 2 seconds stp.hello
BPDUs.
Forward 2 The Forward Delay Usually 15 seconds stp.forward
Delay field indicates the
length of time that
bridges should wait
before transitioning
to a new state after a
topology change.

Note that in the case of MST, an additional header will be added for the MST parameters.
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Port states
In STP, the port states are as follows:

» Disabled: In this state no frames are forwarded and no BPDUs are heard

» Blocking: In this state no frames are forwarded, but BPDUs are heard

» Listening: In this state no frames are forwarded, but the port listens for frames

» Learning: In this state no frames are forwarded, but MAC addresses are captured

» Forwarding: In this state frames are forwarded, and MAC addresses are captured
The moment you connect a device to the LAN switch, the port goes through these stages and
the time it takes is as follows:

» From Blocking to Listening takes 20 seconds

» From Listening to Learning takes 15 seconds

» From Learning to Forwarding takes 15 seconds
In RSTP and MST, the port states are as follows:

» Discarding: In this state frames are discarded
» Learning: In this frame no frames are forwarded, and MAC addresses are captured
» Forwarding: In this state frames are forwarded, and MAC addressesare captured

The entire port state transition from Discarding to Forwarding should take a few seconds,
depending on the network topology and complexity.

There's more...

For Spanning Tree debugging, the best thing is to get the data from a direct connection
to the LAN switches. A well-configured SNMP trap to a management system can also assist
in this task.
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Some examples of STP packets are as follows:

» In the following screenshot you see an STP frame. You can see that the source MAC
address is a Nortel address, and in the BPDU itself you see that the root and the
bridge identifiers are equal; this is because the bridge that sends the packet is the
root. The port ID is 8003, which in Nortel switches indicates port number 3.

lo. Time Source Destination Protocol Info

Nortel_43:44:00 Spannjné-tree-STP

- Frame 4: 60 bytes on wire (480 bits), 60 bytes captured (480 bits)

- IEEE 802.3 Ethernet
= Destination: Spanning-tree-(for-bridges)_00 (01:80:c2:00:00:00)

= source: Nortel_43:44:00 (00:1d:42:43:44:00)
padding: 0000000000000000 coihe

v Logical-Link control

= Spanning Tree Protocol
pProtocol Identifier: Spanning Tree Protocol (0x0000)
Protocol version Identifier: spanning Tree (0)

BPDU Type: Configuration (0x00) Root ID and Bridge ID are the
BPDU flags: 0x00 same, root cost equal 0
2 Root Identifier: 32768 / 0 / 00:1d:42:43:44:00 :}

Root Path cost: 0
= Bridge Identifier: 32768 / 0 / 00:1d:42:43:44:00

Port identifier: 0x8003 =
A

Hello Time: 2
Forward Delay: 15

» In the following screenshot, you can see a Rapid STP BPDU. You can see here the
protocol identifier that equals 2 and the port state that is designated.

Filter: stp [+] Expression.. Clear Apely Save sTP
No. Time  Souce o Destination Protocol Info.

PVST+ RST. Root = 8192/2133/00:1L:5¢

:98: 3¢ :00

AAAN AT AN Thn A R TAATR

Y Y = o =~ P e e
.

= Frame 1795: 64 bytes on wire (512 bits), 64 bytes captured (512 bits)
= IEEE 802.3 Ethernet
= Logical-Link Control
= Spanning Tree Protocol
Protocol Identifier: Spanning Tree Protocol (0x0000)
Protocol version Identifier:|Rapid Spanning Tree (2)
BPDU Type: Rapid/Multiple Spanning Tree (0x02)
« BPDU flags: 0x3c|(Forwarding, Learning, Port Role: Designated)
« Root Identifier: 8192 / 2133 / 00:11:5d:98:3c:00
Root Path cCost: 0
s Bridge Identifier: 8192 / 2133 / 00:11:5d:98:3c:00
pPort identifier: 0x810c
Message Age: 0
Max Age: 20
Hello Time: 2
Forward Delay: 15
version 1 Length: 0

Rapid Spanning
Tree

Port state of the port
that sends the frame

|
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» Inthe previous screenshot, you can see an example for MST. Here we see the MST
extension right after the standard STP frame.

Source Destination
o et o i

a8 éé? Spann1!

Pretacol Info

MST.

g e

ng-tree- STP.

"Root = 0/0

AT RA T r— e oY Yoy

» Ethernet II, Src: Cisco_05:a8:92 (00:1e:f7:05:55:a8), Dst: Spanning-tree-(for-bridges)_00

»Logical-Link control
Spanning Tree Protocol Multiple Spanning
protocol Identifier: Spanning Tree Protocol (0x0000) i
Protocol Version xdentifier:|Mu1tip1e Spanning Tree (3)
thatsends the frame

BPDU Type: Rapid/Multiple Spanning Tree (0x02)
+BPDU flags: 0x38|(Forwarding, Learning, Port Role: Root)
s Root Identifier: O /7 O /7 00:1f:Z7:b4d:b>:1b

Root Path cost: 200000
«Bridge Identifier: 32768 / 0 / 00:16:46:b5:8c:80

Port identifier: 0x8012

Message Age: 1

Max Age: 20

Hello Time: 2

Forward Delay: 15

VEFS‘!OH 1 Length: 0 MST extension starts
version 3 Length: 96 here
4MST Extension

Analyzing VLANs and VLAN tagging issues

VLAN, or Virtual LAN, is a mechanism that divides a LAN into separate LANs without any
connectivity between them, and this is where the name virtual comes from. In this section
we will have a look at recipes to monitor VLAN traffic.

The purpose of this recipe is to give the reader a general description of how to use Wireshark
for VLAN issues. An easier way to solve related problems is to use the vendor's CLI (Cisco I0S,
Juniper JUNOS, and so on) for this purpose.

Getting ready

We will discuss two issues in this recipe:

» How to monitor traffic inside a VLAN
» How to view tagged frames going through a VLAN-tagged port

In the first case, a simple configuration is required. In the second case, there are some points
to take care of.
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While capturing on a VLAN, you won't necessarily see the VLAN tags in packets. The question
of whether you will see the VLAN tags actually depends on the operating system you are
running, and if your Network Interface Card (NIC) and the NIC driver supports this feature.

The question of whether your OS and NIC supports VLAN tagging

entirely depends on the OS and the NIC vendor. Go to the vendor's
’ manuals or Goggle it to find out.

In the following figure you can see a typical topology with VLANs. The upper switch is
connected by two trunks (these are ports that tag the Ethernet frames) to the lower switches.
On this network you have VLANs 10, 20, and 30, while PCs connected to each of the VLANs
will not be able to see PCs from other VLANSs.

How to do it...

Connect Wireshark to the switch you want to monitor. Let's look at the preceding configuration
(shown in the preceding figure).
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Monitoring traffic inside a VLAN
In order to monitor traffic on an entire VLAN

1. Connect your laptop to the central switch and to one of the ports.

2. Configure the port mirror from the monitored VLAN to the port you are connected to.
For example, if you connect your laptop to SW1 port 4, and you want to monitor traffic
from VLAN10, the commands will be (in Cisco):

Switch(config)#monitor session 1 source vlan 10

Switch(config)#monitor session 1 destination interface
fastethernet 0/4

This will show you traffic from VLAN10 that is forwarded through the central switch, SW1.

For further information on how to configure port mirroring on various
o vendor websites, search for SPAN (in Cisco), port mirror, or
S mirroring (HP, DELL, Juniper, and others). While monitoring traffic
Q in a blade center, usually, you can only monitor traffic on a physical port;
however, there are applications that enable you to monitor traffic on only
a specific server on a blade (for example, Cisco Nexus 1000V).

Viewing tagged frames going through a VLAN tagged port

Monitoring tagged traffic is not a straightforward mission. The issues of whether you see VLAN
tags while capturing data with Wireshark or not will depend on the network adapter you have,
the driver that runs over it, and what they do with VLAN tags.

The simplest way to verify that your laptop can capture tagged frames is as follows:

1. Start capturing the tagged port with the port mirror. If you see tags, continue with
your work.
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2. [If you don't see any tags, go to the adapter configuration. In Windows 7, you will
get there by clicking on Start and then navigating to Control Panel | Network and
Internet | View Network Status and Tasks | Change Adapter Settings | Local Area
Connection. Next, perform the steps as shown in the following screenshot:

. Local Area Connection MM&; =5
I'l;lwmk'ng' [ﬁu;g_!
Connect using:
§" Reatek PCle GBE Famiy Controller

| Value:
/| | Priority & VLAN Enabled |

I sy (5 / B oty 8 VLAN Desbld
v *.hﬁMGnErmﬂy A . . q il' i &VL)QIN End)iEd

[ S——

W ok | z o T nl
@ b Shamg | [ Ganeal| Advanced | About | Daver | Dotals | Pofes Hanage PnUth)’ Enabled
C et eoeo] | WLAN Enabled
[ . iemet Protficol Version| The folowing properties are avadable for this net adapter. O
¥ 4. Lrk-Layer Thpology Disc the propery you want to change on the left, and fhen sslact 25 vi
[ & Link-Layar Thooiogy Dad | | e Tich: / —
Bropery /_..—-"
| | [ARP Officad - e
[ bwat. JJ[ won |§\sthubleG-gaot .
Deserption mﬁi’:&nm ”,_.-’
Alows your compuler 10 access IG,“.-. Ethemet e ,_‘_,/
network Intemuot BE
ra | IPwé Checksum Offioad
- Jumbo Frame

Large Send Offioad v2 [IPvd)
| Laege Send Offfoad w2 (IFvE)
| Network Address
1 19 A0S0

ok J[ Cancel |

L — = o o

3. Configure the adapter with Priority & VLAN Disabled. This will move the tags for the
WinPcap driver and for the Wireshark.

In the previous screenshot we see an example of a Lenovo laptop with
Realtek NIC. The illustration gives an example on a popular device, but
it can be different on other laptops or servers. The principle should be
the same; disable the adapter by extracting the VLAN tag, so it will be
forwarded to the WinPcap driver and presented on Wireshark.
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Tags are small pieces of data added to a packet in order to add VLAN information to it.
The tag is a 4-byte long string (32 bits), as presented in one of the following diagrams.

Most network adapters and their drivers will simply pass VLAN tags to the upper layer to
handle them. In these cases, Wireshark will see VLAN tags and present them.

In more sophisticated adapters and drivers, the VLAN tag will be handled in the adapter itself.
This includes some of the most common adapters with Intel and Broadcom Gigabit chipsets.
In these cases, you will have to disable the VLAN feature.

Network

- =1 WInPCAP Driver

Laptop with Wireshark

NIC Driver

When configuring the NIC driver in order to ensure that it will not handle VLAN tags, packets
will simply be forwarded to the WinPcap driver and presented by Wireshark.

6 bytes 6 bytes 2 bytes 2 bytes 2 bytes 46-1,500 bytes 4 bytes
Destination| Source Protocol Protocol Ethernet
MAC MAC Type 02| Type 2] L Frame

Tag ID: 8100 for 802.1Q

Proprietary . 802.1Q 8a88 for 802.1ad
2-byte number FTeI CFl VLAN ID Tag Priority: 8 levels, O-7

. . . . CFI: Always set to “0”
16 bits 3bits  1hit 12 bits VLAN ID: O — No VLAN
1 — Native VLAN
Tag protocol Tag control field 2 - 4096 Std. VLANs
identifier
VLAN tagging
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In the following screenshot you see an example for a tagged frame; the frame is tagged with
VLAN ID = 20.

———

[ e e e T B T
Ble Edt Yiew Go Copture Analyze Satinties Telephomy Tools [ntemals Help

o9 AMWg EXR Ae»9 T L3 (BE

Fifter: - | Bxpremsion... Clesr Apply

Dastination Pratecel Length Infs

1Y4.9U. b, 40 1Cr by 3/45% > pOP3 LSYN] Seq=u win=sivs Lg
TCP 3 SYN

&) e bme 1A A N 1207 w11 A A oA 17

o, Time Seurce
SV U.bEBLIBbLUUY LUV UL LY

=)

“Frame 51: 66 bytes on wire (528 bits), 66 bytes captured (528 bits) on interface 0
< Ethernet II, Src: HonHaiPr_c7:8e:73 (60:d8:19:c7:8e:73), Dst: Netgear_40:ac:46 (2c:b0:5d:40
802.1qQ virtual LAN, PRI: O, CFI: 0, ID: 20
000. .... .... .... = Priority: Best Effort (default) (0)
el e R R = CFI: canonical (0)
. 0000 0001 0100 = ID: 20

Type: IP (0x0800)
: Internet Protocol Version 4, Src: i VIANID =20 | (10,0,0.110), Dst: 81.218.31.178 (81.218.31.17|
- Transmission Control Protocol, Src 56 (57456), Dst Port: http (80), Seq: 0, Len: O

There's more...

Wireshark will also capture double tags, just like in the 802.1ad standard. These tags are
what's called service tags and are added at the service provider edge, in order to divide
between the provider and the customer tags. The provider tag is called S-Tag (802.1ad),
and the customer tag is called C-Tag (802.1Q). It is also referred to as a QinQ mechanism.

See also

» For more information about WinPcap, go to the Winpcap home page at
http://www.winpcap.org/

» For more information on the UNIX/Linux library, refer to the tcpdump home page
at http://www._tcpdump.org/

Analyzing wireless (Wi-Fi) problems

Wireless LAN (Wi-Fi) became very popular in the last decade, starting from the old
802.11b through 802.11¢g and to the latest 802.11n standard for high-bandwidth
wireless communications.

There are also the emerging standards such as IEEE 802.11ac with products coming in
to the market, along with the 802.11ad, which is still under development.

In this recipe we will learn how to resolve Wi-Fi problems, and how to use Wireshark to capture
Wi-Fi frames and for basic traffic analysis.
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Getting ready

When users complain about bad performance when they connect through a Wi-Fi connection,
g0 as close as you can with your laptop to the user location and verify that you have your Wi-Fi
adapter enabled.

How to do it...

The basic tool is right in the laptop (as we can see in the following screenshot) where,
you have the first indication for:

» The signal strength, that is the Received Signal Strength Indicator (RSSI).
In some cases, you will see only the quality of signal; in other cases, you will
also see the dBm number

» The access point ID, that is the Service Set Identification (SSID)
» The security protocol that is used

» Radio type (802.11n as shown in the following screenshot)

Currently connected to: +2

i3 Bezeq-NGN_160978
Internet access

Dial-up and VPN -
Internet 3G g
Wireless Network Connection -~
Bezeq-NGN_160978 Cnnnect
13:54 - DimA_2 o Network Name
00/0072013 : - ?e:ﬂelfsﬁt:: qt-:%l\;;’lfﬂg?ﬂ Signal_ strength
.- ﬂb Slegcunr,- Typgc: tl.lnse(ured Security type

‘ bondy Radio Type: 80211n Radio type
SSID: Bezeq-NGN_160978 W-LAN SsSID

Open Network and Sharing Center
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You can also use dedicated software, many of them being freeware, to discover available Wi-Fi
networks and channels (some of them from the laptop vendors, and some from others). In the
following screenshot you can see a list of wireless networks discovered by a software name
WIFi Locator (http://tcpmonitor._altervista.org/); however, there are many other
software with basic discovery features:

R IR e

%5 4 Mac Address: 34-08-04-16-09-79 SSID: Bezeq-NGN_160978 O

1 Networks Ust | % Find Location | @ About

Network SSID Freq. (khz)  Channel  Rssi(dBm) LinkQualty (%) Mac Address Dot11PhyType  Network type
1 bondy 2437000 3 86 18 C2-BE-13-1023FE 7 Infrastructure
! BezeqNGN_160978 2437000 6 £0 70 340804160979 7 Infrastructure
1 'Bezeq Free 160978 2437000 6 £5 60 W0804-16097C 7 Infrastructure
1 DimA_2 2437000 6 7 44 FC-75-1653-0088 7 Infrastructure

RSSI levels indicate that the higher the number is, the lower is the strength:

» -60dBm and better: This indicates a good signal level

» -80dBm to -60dBm: This indicates a reasonable signal level
» -80 dBm to -90dBm: This indicates a weak signal level

» -90 dBm and lower: This indicates a very weak signal

If you have RSSI in the reasonable range and above, the received level is usually enough,
and you should look for frequency disturbances and other radio problems.

A rule of thumb that | usually apply for wireless network design

is that for standard enterprise applications, | require 75dBm and
better, and for wireless networks that should also be used for VolP,
| require -65dBm or better.
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If you want to check if there are any disturbances, you can use software that will discover
RSSI over time, and will give you a more accurate picture of your network. In the following
screenshot you see such a software, called inSSIDer; it gives you a more accurate picture
about which access points are working and their details.

en

Fre 6+10 Open

Be:
WPAZ-Personal
6+10 WEP

DimA_2

Available networks

Networks RSSI over
time

Network on
channel 6

1. Try to find out the following problems:
o Different access points (APs) working on the same channel in the same area
o Low RSSI values (indicated in RSSI numbers lower than -90dBm)
2. The next step is to use spectrum analyzers to check which frequencies are used in
your area. You can expect frequency disturbances in areas such as airports, seaports,

and military. Spectrum analyzers are available from various vendors such as Fluke
Networks, Agilent, and Anritsu.
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3. Wireshark can be used to analyze Wi-Fi control frames. The first thing to look for is
whether the APs are sending beacon frames. In the following screenshot, you can
see these frames:

Filter: :! Expression.. Clesr Apply Save  STP

[ Destination
3.174400 cisco-Li_03:30: Broadcast i : SN=562,
3.276800 cCisco-L1_03:30:53 Broadcast 802.11 Beacon frame, SN=563, FN=0, Flags=.
41 3.370200 cCisco-Li_03:30:53 Broadcast 802.11 Beacon frame, SN=564, FN=0, Flags=.
3.478602 cCisco-Li_03:30:53 Broadcast 802.11 Beacon frame, sN=565, FN=0, Flags=.
3.584060 Cisco-Li_03:30:53 Broadcast 802.11 Beacon frame, SN=566, FN=0, Flags=.
3.666400 cCisco-Li_03:30:53 Broadcast ‘802.11 Beacon frame,lSN:SBT, FN=0, Flags=.

- Y

< Frame 39: 78 bytes on wire (624 bits), 78 bytes capty== Atas

- IEEE 802.11 Beacon frame, Flags: ........ Beacon frames
Type/subtype: Beacon frame (0x08) transmitted by APs

: Frame Control: O0x0080 (Normal)

puration: 0

Destination address: Broadcast (ff:ff:ff:ff:ff:ff)
Source address: Cisco-Li_03:30:53 (00:14:bf:03:30:53)
BSS Id: Cisco-Li_03:30:53 (00:14:bf:03:30:53)

Fragment number: 0
Sequence number: 562 BSS—tﬁeBau
IEEE 802.11 wireless LAN management frame Station

+ Fixed parameters (12 bytes)
+ Tacaoed parameters (42 bvtes)

The stations can send beacon probe request frames to find a nearby access point.

M A probe request frame is sent by a station when it wants to obtain
Q information from another Wi-Fi device, for example, to determine
the access points within the range.

The station can also acknowledge the beacon frames coming from the access point
in order to register to the AP.

The access point periodically sends beacon frames to announce its
M presence and relay information. This information includes timestamps,
Q SSIDs, and other parameters with regard to the access point. Radio
wireless NICs continually scan all 802.11 radio channels and listen to
beacons, in order to choose the best access point to associate with.

4. After accepting and acknowledging the beacon frame, a standard DHCP process will
start, as described in Chapter 8, ARP and IP Analysis.

The Wireless LAN standards are based on the IEEE 802.11 committee. The standards
started with 802.11a, 802.11b, 802.11g, 802.11n, and lately 802.11ac and 802.11ad
for higher bandwidth.
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As seen in the following figure, Wireless LAN networks are based on access points (APs),
and wireless clients connect to them.

802.11 LAN
802.x Secured

O = T~ STA2
BSS?2 /|/ STA1 5 STA - Station

BSS - Basic Service

DS (LAN)
@4 DS - Distribution

ESS ESS - Extended Service
BSS1

S

802.11 AN A3

The most common wireless standard today is the 802.11n, which uses the advanced
modulation Multiple Input Multiple Output (MIMO), to work with up to four antennas
and some additional technologies, to increase bandwidth.
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In this chapter we will cover the following issues:

>

Analyzing connectivity problems with ARP

Using IP traffic analysis tools

Using GeolP to look up physical locations of the IP address
Finding fragmentation problems

Analyzing routing problems

Finding duplicate IPs

Analyzing DHCP problems

Introduction

In this chapter we will learn how to analyze Layer 3 (IP) and Layer 3 to Layer 2 resolution
(ARP). We will discuss the Internet Protocol (IP), Address Resolution Protocol (ARP),
Dynamic Host Configuration Protocol (DHCP), routing issues and others, and the problems
that you might face while troubleshooting these protocols.

We will start with presenting the protocol's normal behavior for the various protocols and
continue with showing what can go wrong and how to solve it.

In general, when we analyze a network problem, we will go bottom up: if you cannot get
connectivity, look for the problem in the following order:

1.

Layer 1: Check if the cable is connected and the link LED on the switch and your PC
is turned on. This step is to be executed manually.

Layer 2: Check if ARP has discovered the MAC address of the destination. In case of a
remote location, check for connectivity between every two nodes/routers on the way.
This can be executed with the command line (look at the ARP recipe following this).
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3. Layer 3: Check by using the ping command to the destination, and if you do not
receive a response, trace route to it. This can be executed with the command line
and in some cases with Wireshark.

4. Layer 4: Check if the process/server on the other side is answering. This step is
to be executed with Wireshark.

5. Layers 5-7: Check for application problems. This step is to be executed with Wireshark.

In Chapter 7, Ethernet, LAN Switching, and Wireless LAN, we talked about Layers 1 and 2.

In this chapter we will talk about Layer 3, that is IP, and the resolving process between Layer
3 and Layer 2, that is ARP. In Chapter 9, UDP/TCP Analysis, we will talk about Layer 4, that is
TCP and UDP, and in the rest of the book about application layers.

Analyzing connectivity problems with ARP

ARP is used by IP to resolve the destination MAC address out of the IP address of the device
that we wish to communicate with. When we send packets to a destination, the first packet is
the ARP request to find the MAC address of the destination. We get it from the destination and
then send the other packets destined to it.

ARP operation is only local, that means the ARP request, which is a
M broadcast, will be sent only on the LAN. In case you send a packet to a
Q device on your IP network (with the same IP network and mask), ARP will
try to find its address. When you send a packet to someone out of your
network, ARP will be sent to find out the default gateway MAC address.

Getting ready

We will use three methods to find the basic connectivity problems:

» The standard command line (In MS-Windows go to Start and in the command
window type run. In Linux use any available Shell)

» Wireshark
» Connecting to a LAN switch or router directly and getting information from there

To connect to the communication devices (routers, switches, and so
1 on), you first connect with a console cable (in Cisco, this is the light-blue
~ flat cable); you configure the device with an IP address, and then you
Q can access the device via Telnet, HTTP, or SNMP software. With all of
these methods you can read the device counters that provide you with
information of the traffic, errors, CPU utilization, and more.

In each one of the following recipes, we will see exactly what to use and where.
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How to do it...

In this recipe, we will see several connectivity issues and how to deal with them. Let's look at
the very simple network in the following figure. Here, we can see a typical network and discuss
some of the connectivity problems that can happen on it.

To Remote IP Addresses:
Offices To Internet PC1: 10.1.1.101/24
m/' PC2: 10.1.1.102/24
Server: 10.1.1.1/24
Router: 10.1.1.254/24
FW: 10.1.1.253/24

Network Masks:
/24 represents a subnet

Laptop with mask of 255.255.255.0

Wireshark

In the network, we can see two PCs, PC1 and PC2, that are connected to switch ports 16 and
20 respectively, a server connected to switch port 24, a router that connects us to the remote
offices on switch port 3, and a firewall that connects us to the Internet on switch port 5. Our
laptop with Wireshark installed on it is connected to port 2.

Let's see some of the problems that might occur here and how to solve them.
Let's consider case 1 when there is no connectivity from the PCs to the server:

1. Ping the server from PC1 and PC2.

If there is no answer, type ARP —a on the command line. In the ARP table, you should
see the IP address of the server and its MAC address.

3. If you see the MAC address of the server, probably there is a firewall running on the
server that blocks ICMP requests. For the test, disable the firewall and test again.

M A firewall, VPN client, or an antivirus software that comes with some
Q firewall features can block ICMP requests. Don't forget it while testing
network connectivity issues.
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4. If you have pinged, but your application still doesn't work, go to Chapter 9,
UDP/TCP Analysis, and continue from there.

You've gone through steps 1 to 3 in case 1, and still don't get a ping response
(you get request time out).

5. Connect to the LAN switch and get the list of MAC addresses that the switch
has learned.

In every managed switch, you will be able to see the list of MAC addresses
.\‘Q that the switch has learned and on which ports the switch has learned them.

In Cisco, the command for this will be show mac-address-table or show
mac address table (depends on the I0S version).

6. If you don't see the addresses of your PC and the server, check for physical problems
such as bad cable, adapter problem, and switch port problem. For doing so, you can
simply switch cables or replace the switch for the test, replace ports on the switch
and so on.

Now let's see how to use Wireshark to resolve this problem.
7.  When clients complain about connectivity problems to a specific device (server, printer,

and so on), you connect Wireshark to the port (with port mirror), and you see many ARP
requests and no answer. You can see an example of this in the following screenshot:

File Edt View Go Copture Anshre Stetistis Telephony Took Intemals Help

0@ AW 2ER A+ T2 BEacan EB8R % &

Filter: - Expression...  Clear Apphy Seve  Broadeast
Ne. Time Seurce Destination Protocel Info 172.30.116.100 ks

3¢9 443.)4Y  WISTroni_ae://;oy  Broaacast ARF WNO Nas L/| iookingfor.zsa €11 L/&.3V, 110,100
330 444,547  172.30.116.100 239.255,255.250  SSDP  M-SEARCH * WTTF7L:
331 444,890 ([wistronI_ae:77:69 Broadcast ARP Who has 172.30.116.2547 Tell 172.30.116.100 |
332 445.545  WistronI_ae:77:69 Broadcast ARP Who has 172.30,116.2547 Tell 172.30.116.100
333  445.659 [ThomsonT_66:84:7d Broadcast ARP Who has 172.30.116.2547 Tell 172.30.116.253 |
334  445.659 ThomsonT_66:84:7d Broadcast ARP who has 172.30.116.17 Te 72.30.116.253
335  445.659  G-ProCom_24:39:eb ThomsonT_66:84:7d ARP 172.30.116.1 is 9:eb
336 445.660 ThomsonT_66:84:7d Broadcast AP Who has 172.30.1 '°°KmEor-34 b 30.116.253
237 AAE DED 179 A 11E 1AN 30 %CE EC IEN renn e a1 1

8. In this example, we see that both 172.30.116.100 and 172.30.116.253 are looking
for the MAC address of 172.30.116.254, but there is no reply.

9. Inthis case, check in the switch if the MAC address has been learned, and if not,
check for physical problems.
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ARP poisoning and Man-in-the-Middle attacks

One of the types of a Man-in-the-Middle attack is when an attacker poisons the ARP cache of
the devices that he wants to listen to with the MAC address of his Ethernet NIC. Once the ARP
cache has been successfully poisoned, each of the victim devices sends all their packets to
the attacker while communicating with the other device. The attacker, of course, will resend
it to them after reading the data.

This is called Man-in-the-Middle attack since it puts the attacker in the middle of the
communication path between the two victim devices. It is also called ARP Poisoning
since the attacker actually poisons the victim's ARP cache with wrong information.

In the following figure, we see an example of a Man-in-the-Middle attack:

f——+ 192.168.1.102

192.168.1.101

The following screenshot shows Wireshark:

F’z
8
145
156

175
190

o AN &

Filter  arpopeode==2

Timne
13.707605
12.280901
30.496627
8.501596
9.575341
6.928713

—

address that ends with
ae:77:69

Source
WistronI_ae:77:69

WistronI_ae:77:69
WistronI_ae:77:69
WistronI_ae:77:69
WistronI_ae:77:69
WistronI_ae:77:69

File Edit View Go Capture Analyze Statistics Telephony Tools [nternals Help
The attacker with MAC |

[+ presion.. e
Destination
AsustekC_37:3d:84
Asustek¢_6d:94:d3
AsustekC_6d:94:d3
AsustekC_37:3d:84
AsustekC_6d:94:d3
Asustek¢_6d:94:d3

Bl caan @anm

Save

Protocol

ARP
ARP
ARP
ARP
ARP
ARP

Tells that both 10.0.0.100
and 10.0.0.101 is at his MAC

address

10.0.0.101 1s at t0:de:tl:ae:77:69
10.0.0.100 is at f0:de:fl:ae:77:69
10.0.0.100 is at f0:de:fl:ae:77:69
10.0.0.101 is at f0:de:fl:ae:77:69
10.0.0.100 is at f0:de:fl:ae:77:69
10.0.0.100 is at f0:de:fl:ae:77:69

185



ARP and IP Analysis

Gratuitous ARP

A gratuitous ARP takes place when a device wants to verify if some other device has its own
IP address. In this case, you will see an ARP with the same source and destination address
fields. There is nothing wrong with gratuitous ARPs. There are devices that work this way; for
example, home routers that scan for attached devices.

o, Tame

Destnatien Protocol Info

Sexicte
AsustekC_6d:94:d3

173 0.000000 Broadcast ARP 0.
925 7.271417 D-LinkIn_f4:7b:a2 HonHaiPr_c7:8e:7ARP  who has 10.0.0.67 Tell 10.0.0.138
926 0.000020 HonljaiPr_c?:Be:n D-L'inl_(In_f4:7b:aARP 10.0.0.6 is at 60:d8:19:c7:8e:73

: Frame 173: 60 bytes on wire (480 bits), 60 bytes captured (480 bits) on interface 0
< Ethernet II, Src: AsustekC_6d:94:d3 (14:da:e9:6d:94:d3), Dst: Broadcast (ff:ff:ff:ff:ff:ff)
- Address Resolution Protocol
Hardware type: Ethernet (1)
Protocol type: IP (0x0800)
Hardware size: 6
Protocol size: 4
Opcode: request (1)
sender MAC address: AsustekC_6d:94:d3 (14:da:e9:6d:94:d3)
[Sencer IP address: 10.0.0.1 (10.0.0.1) |
Target MAC address: 00:00:00_00:00:00 (00:00:00:00:00:00)
| Target IP address: 10.0.0.1 (10.0.0.1) |

ARP sweeps

ARP sweep is used when, for some reason, we see a device that scans the network with ARPs,
requests, or response in order to get information or attack the network.

While watching an ARP sweep, just check for the following:

» Is it requests or replies, and who is the sender?
» How many ARPs (per second)?

Requests or replies, and who is the sender
ARP requests and replies are a part of the regular network operation. Here are some rules of
thumb to make sure they are actually so:
» Requests from different sources—no problem, this is how a network works (as long as
there are not too many of them!)

» Many requests from a singles device—look at the source address and verify who is
the device actually sending the requests to:

a It can be a management system that auto-discovers the network

o It can be a router that scans to see who is on the local network (see the
previous screenshot)
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o If you don't identify the source, it might be a problem, like a worm or ARP
poisoning. Get into the details!

» If you see replies that are not to specific requests, it might be a problem. Get into
the details!

How many ARPs

An ARP is sent when a device wishes to send data to a destination for the first time (see the
How it works... section). It is difficult to estimate the exact number of ARPs per minute on a
network, but this thumb rule gives you a general idea.

» Around 1-2 ARPs per device per minute is ok. If, for example, you have 100 devices
(PCs, servers, printers, and so on) on your network, up to 200 ARPs per minute or 2-3
ARPs per second are still ok.

» Even if you have more than this, for example, 5 and even 10 per second for the
network mentioned earlier, it is not necessarily a problem; it will be a good idea to
just look for a suspicious pattern.

The number of ARPs on the network depends on what the devices on the
M network actually do. If all devices are connecting only to a single device (for
Q example, to a router that connects them to the world), you will see a small
number of ARPs. However, if devices, for example, send periodic messages to
all their neighbors, you will see many ARPs. Don't forget, God is in the details!

When we send a packet from our IP address to a destination IP address through the LAN,
we send the data in an IP packet that is encapsulated in an Ethernet frame.

Ping (ICMP): 192.168.1.1 — 192.168.1.3

192.168.1.1 192.168.1.2 192.168.1.3 192.168.1.4
AA-C1-23-DC-B8-C9 BB-C1-23-A1-B8-C9 CC-C1-23-F5-B8-C9 DD-C1-23-65-B8-C9

+  ARP Request

»

ARP Reply
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Let's say for example, we send a Ping (ICMP request) from 192.168.1.1 t0 192.168.1.3 on
the same LAN. To send the packet, we need the IP and the MAC addresses of the destination,
but what we have is only its IP address. We know it because this is our destination.

In order to find out what is the MAC address of the destination, we simply send an

ARP broadcast to the LAN, asking all devices attached to it: who has the IP address
192.168.1.37? If the destination station is alive, it sends an ARP response with the MAC
address of the destination.

From this moment, the source station holds the data in a cache, the ARP Cache, and the next
time it wants to transmit, the station transmits the data directly to the destination address.

The ARP Cache remains in the host buffer for the next several minutes (how many minutes
depends on the operating system). The ARP entry is flushed a few minutes after the last
packet is sent to the destination.

The ARP request will be a broadcast sent to the LAN, as you see in the following screenshot:

e ARY BEERE Aed2eTE :I|L=l| @ Q @ | The ARP Request (the question) ]
e Time Source I:eﬂwb_\r & Infg 3

34 1.808618 HonHaiPr_c7:8e:73 Broadcast

35 0.004470 D-Linkin_f4:7b:a2 HonHaiPr_c7:8e:7ARP  10.0.0.138 is at 14:d6:4d:f4:7b:a2

«Frame 34: 42 bytes on wire (336 bits), 42 bytes captured (336 bits) on interface 0
« Ethernet II, Src: HonHaiPr_c7:8e:73 (60:d8:19:c7:8e:73), ,Dst: Broadcast (ff:ff:ff:ff:ff: ff),
- Address Reso'lutmn Protocol (request) |
Hardware type: Ethernet (1) Broadcastto the LAN
Protocol type: IP (0x0800)
Hardware size: 6

Protocol size: 4 This is what we don’t know |
Opcode: request (1)

sender MAC address: HonHaiPr_c7:8e:73 (60:d8:19:¢c7:8e:73)
sender IP address: 10.0.0.2 (lO 0. 0 2)
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The ARP reply will be a packet sent from the destination that we looked for to the source with
the required MAC address, as you see in the following screenshot:

o® 4 W EXRE K+ +»eF L EEaccan eRRE @

Fiee [«] eupression... Cleae 20,

o =g s e The ARP Reply (the answar]

59287 147.01249 HonHaiPr_c7:8e:73 Broadcast ARP 42 who has 10.0.0.138? Tell 10.0.0.6

59288 147.01570 D-Link_16:09:78

HanRaPr_c?:Be:?B ARP 42 10.0.0.138 15 at 34:08:04:16:09:78

" Frame 59288: 42 bytes on wire (326 bits), 42 bytes captured (336 bits) on interface 0

« Ethernet II, Src: D-Link_16:09:78 (34:08:04:16:09:78), Dst: HonHaiPr_c7:8e:73 (60:d8:19:c7:8e:73)
Address Resolution Protocel (reply)

Hardware type: Ethernet (1)
Protocol ‘:S:'De: Ir (0x0800) The required MAC address
Hardware size: 6 ﬂheMAﬂidﬁusdi&UjJ!ﬂ
Protocol size: 4

Opcode: reply (2)

|Sender MAC address: D-Link_16:09:78 (34:08:04:16:09:78) |

sender IP address: 10.0.0.138 (10.0.0.138)

Target MAC address: HonHaiPr_c7:Be:73 (60:d8:19:c7:8e:73)

Target IP address: 10.0.0.6 (10.0.0.6)

Anything that doesn't look like the standard and is a known exception (for example, gratuitous
ARP, ARP sweep by router) should be checked!

There's more...

Here is a short example to understand the principle of ARP operation. In the following
diagram, we see an interesting case: two devices attached to the same LAN with different
subnets with a default gateway configured to their own IP address. The question is: will a
Ping (or any communication) work between them?

Ping (ICMP): 192.168.1.10 —> 192.168.1.20

192.168.2.20
255.255.255.0
DG: 192.168.2.20

Well, intuitively, you will say no because these are two devices on different subnets and
therefore require a router between them. But let's look at what actually happens over the wire:

» 192.168.1.10 wants to send a packet to 192.168.2.20. Since the default gateway is

configured to its own address, it thinks the destination is on the same LAN and sends
an ARP request.
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» Since we are on the same LAN as the destination, the destination receives the ARP
request (because it is a broadcast) and answers t0 192.168.1.10 with its MAC
address.

» Now, the source has the MAC address of the destination. It sends the packet to it,
and although not on the same IP subnet, the destination receives the packet.

Another important issue is Proxy ARP. While a proxy in communications is a device that
performs an operation on behalf of someone else, Proxy ARP is the technique in which one
host, usually a router, answers the ARP requests intended for another machine.

The proxy ARP concept is implemented in various cases, for example:

» While placing a device in front of a router, for example, WAN acceleration/
optimization device. When you configure this device in bridge (or transparent) mode,
it will answer to the ARP requests intended for the router.

» Firewalls, web filters, and other devices that work in the transparent mode and are
located in front of a server.

» In case of a software that requires an IP address in addition to the IP of the server it
is installed on.

Using IP traffic analysis tools

IP is the network protocol in the TCP/IP protocol stack that carries all upper layer information.
Whether it is HTTP, Video, IP Telephony, or other application, IP will be the Layer-3 protocol for all
of them. In this section, we will look at some tools that will help us with the analyses of IP traffic.

Getting ready

Just open Wireshark, connect it to the network, configure port mirror to the device you want to
test, and start it.

How to do it...

There are several tools and configurations that will help you with the analysis of IP traffic.
Among them are:

» |P statistics

» IP name resolution
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IP statistics tools

When you monitor a communication line, connectivity to a server, traffic to the Internet, or any
other type of traffic, there are several tools for monitoring the source and destination IPs.

Following are the steps for seeing the source and destination IPs:

1. From the menu, choose View | Name Resolution and mark Enable for the
Network layer. If you are watching an existing file, after you make the change,
click on the Reload icon. The capture screen will be presented with DNS names
in addition to IP addresses.

dm'-w!. Jools jotemnals  Help
neese ¥ EE Qaa

E Espuesiion._.

" = Source Destnstion Protocel lﬂgh Info

« 200 BUL Il savasiL.Luil Yyl asmTiui . nuiie wr o HLLY &> /220 o1, H
248 .961798000| yorasm-ndi.Home su.ff.avast.com TCP 54 7958 > http [ack] {
.962500000| yorasm-ndi . Home su.ff.avast.com 281 GET /R/Az8KEHdWDL1Ed

.080601000| yorasm=-ndi.Home star.cl10r. facebook.com TCP 54 7959 >https [ACK]
091607000| yorasm-ndi.Home star.clﬂr.facebook.com TLSvl 223 client Hello

m

< Frame 192: 54 bytes on wire (43] Sourcename and address hprured (4%'““'#“ ]0
« Ethernet II, Src: 10.0.0.2 (60:d8:19=.l:8e:73), Dst: 10.0.0.138 ow:04:16:09;78)

« Internet Protocol Version 4, 'Src: yorasm-ndi.Home (10.0.0.2)% 'Dst: www.google.com (74.125.132.105}]
# Transmission control Protocol, Src Port: 7957 (7957), Dst Port: https (443), seq: 210, Ack: 2861,

2. In order to see the statistics, choose from the Statistics | Conversations menu and
mark Name resolution at the bottom-left corner of the window, as illustrated in the
next screenshot:

ﬁ_(:uwe'm Microsoft:
I = =
Ethemet: 5| Fibre Channel | 001 1Pv4: 88 | 126 | 1px | 74 | e | Reve | scrn | Tep:212] Token Ring | uDP:180 | use [ wian
IPvd Conversations
Address A 4 Address B Ao Dackets ¥ Bytes ¢ Packets A—8 ¢ Bytes A—B ¢ Packets A—B ¢ BytesA-B ¢
€2094.b.akamaiedge.net yorasm-ndi 824 772542 531 732520 23 40022
dgdsbygoEmp3h.cloudfrontinet  yorasm-ndi 780 716894 491 690 885 289 26000 |
2774 dsch.akamaiedgenet yorasm-ndi 662 607431 Lr7] 589 243 240 18088
€ld4 dscb.akamaiedge.net yorasm-ndi 241 80548
yorasm-ndi cdn.cnn.com.c.footprintinet 2 280 367 207
e} rsations
102168431 yorasm-ndi IP conversation 193 15593
cisco-tags.osco.com yorasm-ndi 3 140 173 32912
news-tags.cisco.com yerasm-ndi ™= m o pell 59 560 153 20782
groups..google.com yorasm-ndi 245 148053 140 129016 105 19037
yorasm-ndi cdn.cnn.com.c.footprint.net 204 117155 105 13308 2 103847
orig-10001 nrg.cotcdn.net yerasm-ndi 202 65878 a5 4303 L) 22855
talk.lgoogle.com yorasm-ndi 166 46820 91 36 15 75 10 605
al22.gl.akamai.net yorasme-ndi 152 37157 7% 15271 76 21886
star.clOr.facebook.com yorasm-ndi 138 31654 73 23417 65 8237
ol el s A | — 4ma ennes £ een e T I
il - k
| Name resolution Mﬂfk fﬂl' name [ Limnit to display filter
1 sep | [ copy | resolution Foliow Stream Close
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This is very simple. Wireshark uses the DNS server configured on your laptop in order
to translate the IP addresses to names. In some cases, it can be very helpful to find out
problematic traffic patterns. These can be, for example:

» Traffic to websites that is not allowed according to company policy.

» Automatic software updates, for example, Anti-virus websites and Microsoft updates.
The solution to this is the central servers that download the software while all
company PCs get the software and updates from this server.

» Toolbar traffic can cause a huge amount of traffic if installed on organization devices
(think about 50-100 opened connections on every device in your company in addition
to regular traffic).

There's more...

You can see, for example, a browser configured with the Conduit toolbar. The moment you run
it, you will see many connections to the websites that you know, and to the websites that you
don't. Here, for example, you see connections to the Conduit website, and also to a Content
Delivery Network (CDN) vendor.

= 112 L":.‘JDOUJLUW Sl‘:."zll'l'u.n’.l.A.EJ.UU.I‘EI. = lmqu.: pl't\‘:;““I :
146 52.168236000  10.0.0.5 Conduit fa-in-f125,1100.net P
147 53.346941000 component.usage.toolbd toolbar 3 10.0.0.5 T
148 53.347008000 10.0.0.5 : /| component.usage. toolbar. conduit-services.com TCP
14953,347385000 10.0.0.5 / corponent.usage. toolbar, conduit-services,com HTTP
150 53.505912000 component.usage.toolbar.conduit-services.com 10.0.0.5 HTTP
151 53.506134000 10.0.0.5 ‘component.usage. toolbar, conduit-services.com TCP
152 53.514323000 10.0.0.5 component.usagp ~%-services.com TCP
153 53.667798000  component.usage.toolbar.conduit-services.com 10.0.0.5 Cotendo TP
154 54,105292000 10.0.0.5 L2140, TELA, CO TCP
155 54.103434000  10.0.0.3 L8260, TELA.CO ) TP
156 54.122334000 L8140, TELA.COTENDO.net 10.0.0.5 ; TCP
157 54.122451000  10.0.0.5 LB140.TELA.COTENDO. net TP
158 54.123039000  LB260.TELA. COTENDO. net 10.0.0.5 TCP
159 54,123119000 10.0.0.5 L8260, TELA.COTENDO, net TCP
160 54.123206000 10.0.0.5 L8140, TELA. COTENDO. net HTTP

To see the exact website and pages, you can, of course, select Statistics | HTTP and choose
the relevant feature (with IP configured as filter).

Some rules for efficient usage of toolbars:

» Have a policy about what to use and what not, and block users from installing
toolbars that are not allowed

» Monitor your line to the Internet, and make sure where the traffic is going

192



Chapter 8

Using GeolP to look up physical locations of

the IP address

Wireshark 1.1.2 and the higher versions can use GeolP (commercial version) and GeoLite
(free version) databases to look up the city, country, AS number, and other information for an
IP address discovered by Wireshark.

Getting ready

1. Go to the following website: http://dev.maxmind.com/geoip/geolite.
2. For IPv4, download the following files (the binaries):

o Geolite Country
o Geolite City
o Geolite ASN

3. For IPv6, download the following files:

o Geolite Country (IPv6)
o Geolite City (IPv6)
o Geolite ASN (IPv6)

You will get the binary files with the country, city, and Autonomous System (AS)
numbers.

Autonomous System (AS) is a term used in Exterior Gateway Protocols
(EGPs), for identifying all routers under the control of the same network
N operator. When you connect to the Internet through two different Internet
~ Service Providers (ISPs), you will get your own AS, while the two ISPs have
Q their ASe While configuring connectivity to the Internet with two different
Internet Service Providers (ISPs), ASs are configured along with an EGP
routing protocol. The market standard for EGP protocol is Border Gateway
Protocol version 4 (BGPv4).

How to do it...

After you have downloaded the files, follow these steps:
1. Put all of the files in the same directory (you can also put them in different
directories, but it will be less convenient).

2. Now, you must tell Wireshark where the files are. Go to Edit | Preferences | Name
Resolution and select GeolP database directories.
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3. Add the full path of the GeolP directory, as shown in the following screenshot:

GeolP Database Directory
C:AProgram Files\Wireshark\GeolP

GeolP files
location

Click on Apply and close the window and restart Wireshark.

5. Now, start Wireshark (or open saved file), select Statistics | Endpoints, and see the
GeolP information in any of the tabs that contains the IP addresses:

e \De e PF_[550FE1F7-0F DB L]

oni| -0 (e e[ cra uce] esve st | e am | oken s vopcas ] e vaind]
PA Endpeints
Addes o Packete ¢ Bytes % TuPackets ¢ TeBytes ¥ RxPackets ¢ RuBytes ¢ Country % ASNumber « Cry o Lateude ¥ Longaude ¢ =
1731047055 41 Hle b /0w 15 1135 United Sates 4515159 Googlelne Mounten View, CA 37418200 122057804
watic-Bguim.ro.ok.cfootprrt nes T nsN 13 9385 u 2139 United States 453356 Level 3 Communicstions. - 38000000 97000000
statie-Bguim.co bt footprrt net 53 w50 M8 W6ETS as 34681 United States A53356 Level 3 Communications - ROM0000 47000000
ssh-pasteup.guim oo ub.c footprintnet k| 16 06 16 14388 15 1827 United States 453356 Level 3 Communications - JR000000 97000000
v kserve comakadnines % 259 6 10 1651 UnitedSustes  ASIT2S1 Quarmcast Comontion - WONON 5700000
a2 R Bxs . I n 1104 United States  ASIGS0 013 Netvimon Ltd, Cambradge. Ma A2365%  -MGBdET Ei
Hatic- Bgum.co.ube feotpnrtnet s TS 7% STETS n 10400 United Sestes  AS33SE Level 3 Communicabient 38000000 97000000
log.chimacn 1% £ 1= 7 515 9 785 China ARSI Computer Network Inform Begng, 22 9928902  116.358208
Reecrites com 7 258 3 1048 4 145] France ASEATEE Crites SA . 46000000 2000000
comments china.com.cn  H (it L] 2483 [ & Ching ASTED Computer Network Inform Begmg, 20 OO 11638008
T uoaH 5 1@ & 7 China AST97 Computer Netwark Inform Beiing, 22 290089002 116388208
westher.ching.oma.cn » s i} unm % 2351 Ching ASTE9) Computer Network Inform Besing, 22 30908902 116384208 *
| wharimais _B® A 97 Comouiie Necwmrt infoum Biies 2 rwsill]
L e——————————4 ) Lt e T
GeolP information | GeolP information
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6. You can also see the GeolP data in the IP packet detail tree. To enable this, go to Edit
| Preferences | Protocols | IP and make sure that Enable GeolP lookup is checked.

[tie Tans Sovice Destination Pustocel _Length _lnin |

72000 orasm-nd d2n6éo0 oudfro CP 780 . Cl

Internet Protocol Version 4, Src: yorasm-ndi bb.43. Dst: dinboUniliqeta.cloudtront.net (:
version: 4
ssadar lanarh: 20 hytes IP and DNS Information

:_yara di (182 148 43 141) { GeolP Information I—

pestination: d2n6oOn3ligeta.cloudfront.net (54.240.152.90)'
1

[Destination GeoIP: united States, AS16509 Amazon.com, Inc., Seattle, wA, 47.634399, -122.342201]
[pestination GeoIP Country: United States]
[pestination GeoIP AS Number: AS16509 aAmazon.com, Inc.]
[Destination GeoIP City: Seattle, WA]
[Destination GeoIP Latitude: 47.634399)
inatien P_Longi ; =122.3422011

Transmiczinn Cantral Dratarnl  &rr Bart: 8780 (SS7R0Y  Net Bart: hittn (ROY  Can: 1 &rk: 1 isn: 0

The IP addresses are provided by Internet Assigned Numbers Authority (IANA), a
suborganization of the Internet Standard Organization (ISO), to regional organizations called
Regional Internet Registrars (RIPE-NCC, APNIC, AFRINIC, LACNIC, and ARIN), who then allocate
them to national ISPs, and national ISPs allocate them to individual customers. GeolP simply
is a database of these locations, so it resolves the IP addresses that Wireshark captures
according to this database.

The Geolite files are free IP geographical location databases that are updated monthly. It can
be found at http://dev.maxmind.com/geoip/geolite#1P_Geolocation-1.

There's more...

The GeolP can be used for several reasons:
» To view the sites (websites, FTP servers, and so on), that people in your organization
are connecting to

» To resolve source IP addresses of connections that are coming from the world to
your organization

» For fun

Finding fragmentation problems

Fragmentation is a common mechanism in IP that takes a large IP packet and divides it into
smaller-size packets that will fit in the Layer-2 Ethernet frames. In most of the cases, there
shouldn't be any problems with the mechanism, but there might be performance issues due
to this mechanism.
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Getting ready

Just open Wireshark, connect it to the network, configure port mirror to the device that you
want to test, and start it. Fragmentation will mostly influence interactive applications such as
databases, and these are the places where we should look for problems.

How to do it...

When fragmentation takes place, you will see UDP or TCP packets along with fragmented IP
Protocol packets, as shown in the following screenshot:

Filter: ip.sdds 6q 10121192 and ip.addr ¢q 132160221 ﬂb@rs&&on. Clast fpply  Save

6 Source port: 45835 : 458
IPv4 1514 Fragmented IP protocol (proto=UbP 17, off=0, ID=b397)
upp 226 Source port: 45835 Destination port: 45835

IPv4 1514 Fragmented IP protocol (proto=upP 17, off=0, ID=b398)
upP 226 Source port: 45835 Destination port: 45835

IPv4 1514 Fragmented IP protocol (prote=UpP 17, off=0, ID=b399)
upP 226 source port: 45835 Destination port: 45835

Time Source Destinaticn Protecel  Length  Info
§50,191651 10,121.19. 9

48150.193204 10.121.19. | Y
RIS SOy | Oemen ec racet
483 50.194925 10.121.19." i e e e e
484'50,19492877 10, 121,19, Fragmented Packet
489 50,196288 10.121.19." PR
49050,196291 10,121.19, Fragmented Packet

# Frame 478: 226 bytes on wire (1808 bits), 226 bytes captured (1808 bits)
< Ethernet II, Src: Fujitsus_7a:2d:e7 (00:30:05:7a:2d:e7), Dst: 10.121.19.254 (00:1b:54:42:eb:40)
- Internet Protocol Version 4, Src: 10.121.19.2 (10.121.19.2), Dst: 132.1.69.221 (132.1.69.221)
Version: 4
Header length: 20 bytes

« pifferentiated Services Field: 0x00 (D5CP Ox00: Default; ECN: Ox00: Not-ECT (Not ECN-Capable Transpert))
Total Length: 212
Identification: Oxb396 (45974)

= Flags: Ox00
Fragment offset: 1480
Time to Tive: 128
Protocal: UDP (17)

+ Header checksum: O0x9e70 [correct]
Source: 10,121.19.2 (10.121.19.2)
Destination: 132.1.69.221 (132.1.69.221)

r [2 IPvd4 Fragments (1672 bytes): #477(1480), #478(192)] ]

« User Datagram Protocol, Src Port: 49835 (45835), Dst Port: 45835 (45835)
o Data (1664 bytes) I

Packet fragmentation
details

While suspecting performance problems, for example, a database client that experiences slow
connectivity with the server, follow these steps to see if the problem is due to fragmentation:

1. Test the connectivity between clients and the server to verify that there are no
other problems.

2. Look for fragmentation between the client and the server. Fragments will be shown
as in the previous screenshot (IPv4 fragments).

3. Inthe case that you suspect fragmentation to be the reason for the problem, contact
a good Database Administrator (DBA) that will tune the database to send out
packets that do not cause fragmentation to the network.

4. The recommended packet size in Ethernet is not greater than 1460 bytes minus the
TCP header size. Thus, the segments coming out of the interface should have a size
of 1420-1440 bytes.
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In cases where we need more bytes for the header, for example, when we use tunneling
mechanisms and TCP options, the DBA will have to reduce this size even more. The best
way will be simply to reduce it to such a size that you will not see any fragments.

It is important to understand two terms that define the size of the data units that are sent
over the network, as you see in the following diagram:

» Maximum Transfer (or Transmission) Unit (MTU): This is the size of the IP packet
including the header and the data

» Maximum Segment Size (MSS): This is the maximum size of the TCP payload,
that is, the size of the upper-layer protocol and data

Data link
Header (L2)

IP Header TCP/UDP
(L3) Header (L4)

I

MTU

MSS

FCS (L2)

The fragmentation mechanism that is used in IPv4 works as shown in the following illustration:

One large datagram fragmented to
several smaller ones
N length | ID | fragflag | offset s Original
=4000 | =x =0 =0 | packet
Fragment 1 R length 0 MF | DF | offset
"I |=1500 =1|=0| =0
Fragment 2 [ Tength o [MF[DF T offset
"I |=1500 =1|=0|=1480
Fragment3 = length o|VIF| DF | offset
v =1040 =0|=0|=2960

| Data | | Data | | Data |

1. Anoriginal large packet enters the NIC or the router with a packet size that needs to

be fragmented.
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2. The packet is fragmented into several parts depending on the original size.
3. For the fragmentation, we have these fields:

o ID: This is identical to the ID of the original packet

o Bit 0: Always O

o Bit 1 (DF Bit): O = May Fragment, 1 = Don't Fragment.

o Bit 2 (MF Bit): Don't Fragment: O = Last Fragment, 1 = More Fragments

o Fragment offset: This indicates the number of bytes from the beginning
of the original packet

In IPv4, the NIC itself can fragment the packet along with every router on the way to
the destination.

In IPv6, fragmentation can be done only by the sender and not by the routers to the
destination. In IPv6, fragmentation is implemented by the extension headers.

There's more...

A packet can be fragmented several times on the way to the destination, while in any case,
it will be reassembled by the end device only.

In the example in the following illustration, we see a part of a large network in which the
customer has several hundred remote offices connection to a central data center through
a service provider (SP) network.

Remote office Data Center with
with DB clients DB servers

IPSec & GRE Tunnel

<

In the remote offices, there were 5 to 10 PCs with DB clients connecting to the DB servers
in the central data center. IPSec and GRE tunnels were used for encrypting the data through
the SP network.
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The problem was that in some of the database applications, the database created frames
of 1800 bytes that were fragmented:

» First, it was created in the NIC and sent out of it in two fragments: 1500 bytes and
300 bytes

» Second, it was created in the router because the tunnel required some bytes for
itself that divided the 1500 bytes frame to 1420 bytes and 80 bytes frame

The bottom line is that for every packet sent by the PC the servers received 3 packets, and
since the customer had several thousand clients and quite an old server, the whole thing
worked very slowly.

In the next screenshot, you see the packets when they leave the client. In the first packet,
which is the first fragment leaving the NIC, we see:

Fragmented IP protocol (proto=ubDpP 17, off=0, 1D=89a8) [Reassembled in #444] L d|
444 uUDP  Source port: 45835 Destination port: 45835 packst (1
445 1pPvd4 Fragmented IP protocol (proto=uppP 17, off=0, ID=89a9) [Reassembled in #446] |Fragmented
446 UDP  Source port: 45835 Destination port: 45835 packet

« Frame 443: 1514 bytes on wire (12112 bits), 1514 bytes captured (12112 bits)
« Ethernet II, Src: Fujitsus_7a:27:5e (00:30:05:7a:27:5e), Dst: Ccisco_42:eb:40 (00:1b:54:42:eb:
Internet Protocol Version 4, Src: 10.121.19.1 (10.121.19.1), Dst: 132.1.69.200 (132.1.69.200)
Version: 4
Header length: 20 bytes

- pifferentiated e res Field: 0x00 (pscp 0x00: pefault; ECN: Ox00: Not-ECT (Not ECN-cCapable
Total Length: [15007

Identification: [0x89a8 (35240),

Flags: 0x01 (More Fragments G’

B e = Reserved bit: Not set
.0.. .... =pon't fragment: Not set

..1. .... = More fragments: SetO
4
[ Fragment offset: 0 5

In the preceding screenshot, we see that packets 443 and 444 (1) are both fragments of the
original packet. In packet 443, we see that the total length is 1500 bytes (2), the ID is 0x89a8
(3), more fragments flag is set (4), meaning that there are more fragments to follow, and the
fragment offset is O (5), meaning that this is the first fragment in the stream.
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In the next screenshot, we see the next fragment, that is, packet 444 in the capture file:

i3 Pretocel Inle

443 1Pv4 Fragmented IP protoco] {proto=upP 17, off 0 10=89a8) [Reassembled 1n #444] | Fragmented

IPv4 Fragmented IP pmtoca] (proto—UDP : I 8 nff 0 ID=89a9) [Reassembled i # Fragmented
446 UDP  Source port: 45835 Dpestination port: 45835 . - R 4 packet
« Frame 444: 226 bytes on wire (1808 bits), 226 bytes captured (1808 bits)
<« Ethernet II, Src: Fujitsus_7a:27:5e (00:30:05:7a:27:5e), Dst: Cisco_42:eb:40 (00:1b:54:42:eb:4
- Internet Protocol Version 4, Src: 10.121.19.1 (10.121.19.1), Dst: 132.1.69.200 (132.1.69.200)
version: 4
Header length: 20 bytes

pDifferentiated >jes Field: 0x00 (pscp 0x00: pefault; EcN: 0x00: Not-ECT (Mot ECN-cCapable
Total Length: O
Identification: |0x89a8 (35240)

Flags: 0x00
0 WL

Reserved bit: Not set

pon't fragment: Not set
.0. More fragments: Not set |

|Fragment offset 1480 @

nn

D

In packet 444, we see that the total length is 212 bytes (2), the ID is 0x89a8 (3), which is
the same as in packet 443, more fragments flag is not set (4) meaning that this is the last
fragment from the original packet, and the fragment offset is 1480 (5), meaning that this is
the second fragment from the original packet.

Analyzing routing problems

One of the most critical issues in networks is routing. These include routing loops, no route to
destination, and many more. Most of the routing problems will not require using Wireshark in
order to solve them. In most of the cases, some knowledge of routing principles and protocols
along with common sense will do the job. In this recipe, we will try to provide some basic tips
along with some basic issues such that Wireshark can be of assistance.

Getting ready

First, make sure you are familiar with the very basic commands, Ping and Tracert (or
Traceroute). In most of the cases, these commands along with logging in to the routers will
help you with solving the problems.

In this recipe, we will show some important things on the captured file that can indicate a
routing problem.

How to do it...

In this section, we will not give a recipe of what to do, like we usually do, but rather mention
things to watch and notice.
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Among the things you should notice, the crucial ones are:

>

The first and most important, Time To Live (TTL) messages. A TTL value of O should
raise an alert since the meaning of it in most of the cases is a loop. Wireshark will
not tell you where the loop is coming from, but seeing these messages is an alert to
something that went wrong. A typical message will be: TTL expired in transit.

The following ICMP message should indicate a configuration problem in a router or in
several routers:

o Destination network unreachable: It usually indicates a missing route in
one of the network routers

o Destination host unreachable: It usually indicates a device (for example,
a PC) on the destination network that is not connected to the network or a
default gateway is not configured on it

Another issue that should raise a flag is when you see packets going from a source IP
address to the destination, back to the source, back to the destination, and so on, while
the TTL value is reduced by one in every packet, which is a clear indication of a loop.

The TTL is an 8-bit field in the IP header that is implemented in the following way:

>

>

"Q cross more than 30 hops (routers); this is the way the Internet is planned,

The sender inserts a number to it. The number value is usually 64, 128, or 256,
depending on the operating system that sends the packet.

Each router decrements this value by one. If, for example, a packet is sent with a
value of 128 and crosses 10 routers, the TTL value will be 118.

A router that will see a value of 1 in the TTL field will decrement it to O and drop the
packet, as well as send an ICMP error message to the source address from which it
has received the packet.

The TTL field in the IP packet can tell us how many routers the packet has
crossed on the way from the source to us. This is due to two assumptions:
N first, while sending a packet from end-to-end through the Internet, it will not

and second, the sender inserts a value of 64, 128, or 256 in the TTL

field. If, for example, we see a TTL value of 110, the meaning is that it has
crossed 18 routers on the way to us (128-110) because it cannot be that it
has crossed 146 routers (256-110).
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There's more...

A typical routing problem can be seen in the following illustration. In this network, we have a
central data center with two remote offices. The network was built this way in order to provide
redundancy from the remote offices to the central data center.

000

Network 10.10.0.0/16

office 1

R1

Communication Lines
(Service Provider)

EIGRP is running in the routers, in addition to static routes to the Internet. A partial
(and relevant to the case) routing table is presented in the following figure (only routes
that are relevant to the example are resent):

Network Hop | Cost | Protocol
Rpc 10.10.0.0/16 Rz 5) EIGRP
10.20.0.0/16 R, 5) EIGRP
0.0.0.0/0 W 1 Static
Ry  10.50.0.0/16 Rpc 5 EIGRP
R,  10.50.0.0/26 Rpc 5 EIGRP
0.0.0.0/0 Roc 1 Static
FW 10.10.0.0/26 RDC 1 Static
10.20.0.0/16 RDC 1 Static
0.0.0.0/0 ISP 1 Static
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The problem was that we've had a very rare case in which both lines to the center, R1 to RDC,
and R2 to RDC were disconnected (a tractor that cut both in the last mile).

Of course, both offices were disconnected immediately. The question was why the central
office that had several hundred PCs in addition to the data center became very slow,
especially on the Internet.

When | connected Wireshark to the central switch with port mirror to the whole switch (port
mirror to VLAN1), | saw the loop. Packets were traveling between the servers and firewall with
TTL decrement in every packet. This is a loop.

What happened?

1. The moment the two lines were disconnected, EIGRP in router RDC stopped seeing
R1 and R2.

2. When a server sends a packet to networks 10.10.0.0/16 or 10.20.0.0/16, the server
sends it to its default gateway; that is, R,...

3. When the packet arrived to it, R, sent it to the firewall. This is the route to 0.0.0.0
that takes place if EIGRP becomes inactive.

4. The firewall gets the packet and sends it back to R.. This is what he has in his
routing table.

5. All packets from servers in the data center that are sent to the remote locations start
to ping-pong between the servers and the firewall, and that is enough traffic to slow
down the servers and access to the Internet.

Finding duplicate IPs

One of the most annoying problems in IP networks is duplicate IP addresses. The funny thing
is that if you are familiar with the problem, what causes it, and how to find it, it becomes one
of the most simple ones to solve.

Getting ready

When you suspect a duplicate address in the network, the first thing to do will be to use the
simple CLI commands—ARP and Ping. If you don't locate the problem, connect Wireshark to
the switch and in a large network to every VLAN in the network and move step-by-step until
you find the problem.
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How to do it...

We start with the phenomena, such as slow access to a server or to another device, slow
access to the Internet, and all the pings that you don't get replies to.

1. When you get slow access to a network device, one of the problems that might arise
is that the IP address of this device collides with another address. To verify this, ping
the IP address.

\ In some devices, when their address collides with an identical address, the
~ driver will simply be turned off (the little symbol at the bottom-left corner of
Q the screen in the Windows operating system). In other devices, you will not get
any notification for a conflict, and this is the place where problems will arise.

2. Type arp -a in the Command Line Interface (CLI). Use the command cmd in
Windows (or any shell in Linux). If you get two lines for the IP address you've pinged
with different MAC addresses, this is a duplicate.

3. Google the MAC addresses of the two devices, and the first part of the address will
tell you who the vendor is. This will lead you to the trouble maker.

4. If you need the location of the device, log in to your LAN switch (when you have a
managed switch, of course), and from the switch MAC address table, you will see
the switch port that you are connected to.

u There is a software that shows you the list of devices that are connected
Ny to every switch along with their MAC address, IP address, DNS names, and
Q more. Google for switch port mapper or switch port mapping tools and you
will find lots of them.

5. If you don't get anything with Ping and ARP, simply start Wireshark and port mirror
the network VLANs. Wireshark will show you a duplicate address error with the
relevant details.

6. The error message that you will get will be as shown in the following screenshot:

e [ fww Go Goptum Bralyoe Gsisbe Towphory ook fniemsh Hep
o® 4 W2 Bu@ e eaFZ ESE nthis casedue to
Fiten iz . gratitude ARP ...

224.0.6.127

0. 950035 8.2.96.0 . 4. 30,16 H (3 o] inuation or l:lﬂﬂ- r l'l (3
14 1.016369 172.17.5.8 224.0.6.127 upP 262 Source port: filenet-pa Destination port: 8044
« Frame 12: 60 bytes on wire (480 bits), 60 bytes captured (480 bits)

Ethernet II, Src: LannetDa_8a:74:bd (00:40:0d:8a:74:bd), Dst: Broadcast (Ff:ff:ff:ff:ff:fF)

[ouplicate IP address detected for 149.49.32.134 (00:40:0d:8a:74:bd) - also in use by 00:40:0d:8a:74:d7 (frame 1)]

[Frame showing earlier use of IP address: 1
[Expert Info (Warn/§™=yence): Duplicate IP address configured (149.49.32.134)
[Message: Duplica ddre onfigured (145.49.32.134)] Which is also used in
[avar Scy. Tave Duplicate IP another MAC address

[Group: Sequen
[seconds since ea discovered

+ Address Resolution Protoco ply/gratuitous ARF)
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When you ping an IP address that appears twice on your local network, the two devices (or
more) that have the same IP address will answer to the ARP request that you sent, and your
ARP cache will have two entries for the same IP address.

In many cases, your device will indicate it by closing its IP driver and notify you by a pop-up
window or any other type of notification that you will be aware of.

In other cases, the colliding devices will not notify the conflict, and then you will find a
problem only with Ping and ARP, as described before.

In any case, when you connect Wireshark to the network and see duplicate IP messages,
don'tignore it.

There's more...

Duplicate IP usually happens when there are two identical addresses in the network,
but it becomes even more interesting when you have three identical addresses.

You can see a funny example for this in the upcoming screenshot:

N N 10.10.10.200/24 (*
¥ 20

To ISP

—eem mmme moma
S222 2222 2222

0O m mmmm -a-o
ASSa Aasas asas

(*) Assumed to be IP address

Network 10.20.0.0/24

In this customer network, they've internal network of around 150 devices with connectivity to
the Internet through a firewall. The problem was a very slow connection to the Internet.

When they did a ping to a server on the Internet (any server), they got the following responses:

Reply from 173.194.35.148: bytes=32 time=98ms TTL=51
Request timed out.
Reply from 173.194.35.148: bytes=32 time=124ms TTL=51
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Request timed out.
Reply from 173.194.35.148: bytes=32 time=134ms TTL=51
Request timed out.
Reply from 173.194.35.148: bytes=32 time=582ms TTL=51
Request timed out.

The customer made some changes to the network, the network became even slower, and
pinging the same server on the Internet got them the following response:
Reply from 173.194.35.148: bytes=32 time=98ms TTL=51
Request timed out.

Request timed out.

Reply from 173.194.35.148: bytes=32 time=124ms TTL=51
Request timed out.

Request timed out.

Reply from 173.194.35.148: bytes=32 time=134ms TTL=51
Request timed out

Request timed out...

When | came into the picture, the first thing | did was to ping the server on the Internet and
type ARP —a to see what | got. And what | saw was the IP address 10.10.10.200 with three
different MAC addresses. Of course, it was a three-time duplicate address, and digging into
the problem showed me what actually happened there, as illustrated in the following figure:

172.16.1.1/30
N
S1Y .S2° 10.10.10.200/24

@‘ ‘i” 172.16.1.2/30

Network 10.20.0.0/24

What happened was that the network default gateway to the Internet was not actually the
firewall, but a web-filtering device that was located between the network and the firewall with
the address 10.10.10.200, while the network between it and the firewall was 172.16.1.2/30.
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What actually happened is explained as follows:

1.

In the first place, they configured the DHCP server on the network to exclude
addresses 10.10.10.201-254, so the FW address was not excluded.

Then they connected a new LAN switch to the stack. The LAN switch was configured
by default to receive the IP address by DHCP, so it received the address 10.10.10.200
and that was the first duplicate.

And the funniest thing was that the customer suspected a problem of connecting
to the Internet, so they disconnected the web-filter server. The stupid problem was
that they disconnected the external interface of the web-filter server and connected
the internal interface to the switch while changing its address to the address of the
firewall that was still connected to the network.

What they got is presented in the following illustration, that is, triple
10.10.10.200 addresses.

9 172 16.1.2/30
S1Y .S2 10.10.10.200/24

§ — OId connection to the FW

1O 1O 10 200/24

To ISP

Network 10.20.0.0/24 10.10.10.200/24

The conclusion from this case and from many other cases I've experienced is that one of the
most important conclusions, is: Always have an updated drawing of your network!!!

Analyzing DHCP problems

Dynamic Host Configuration Protocol (DHCP) is the protocol that provides you with an IP
address automatically while connecting to the network. In this recipe, we will learn how to
locate some of the common DHCP problems.
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Getting ready

When you have a DHCP server on your network, and PCs are not able to receive IP addresses
automatically, just connect Wireshark with port mirror to the device that doesn't receive the
address, connect and disconnect the device from the network, or simply use the ipconfig /
release and ipconfig /renew commands. Now, we will have a look at what can go wrong.

How to do it...

Have a look at the DHCP procedure described in the How it works ... section. Anything that is
not going according to this procedure is wrong, so check for the following:

1. Did the client send the DHCP Discover packet?
2. Ifitdid, the client works fine.
3. Ifitdidn't:

o Something is wrong with the client. Check if the client is configured
with DHCP (obtain an IP address automatically as marked in the TCP/IP
configuration window).

o It can be that the client is physically not connected to the network. It
happens a lot with wireless communications (WiFi), where the client does
not have connectivity to the network and therefore, does not send the DHCP
Discover packet since it doesn't have a network to send it over.

4. The client sends DHCP Discover and receives DHCP Offer from a single server.
This is ok; continue watching the wire.

5. The client sends DHCP Discover and receives DHCP Offer from two or more
servers. This is a problem. You have more than one DHCP server on your LAN, and
you might get different address allocations to clients on the LAN. Turn off one of the
servers (at least the DHCP service on it).

6. You receive DHCP Discover and send DHCP Request; this is fine.

o If you immediately receive DHCP Ack with the IP parameters, everything
is fine.

o If you don't receive anything, and you send another DHCP Request, it can
be a slow or non-responsive server. Check it.
7. If you receive a DHCP Decline message, it is the server that has refused your request.
1. It can be that the server does not have available addresses. In this case,
extend your address range.

2. It can be also that the server has allocated your previous IP address to
someone else. This is a server configuration issue; so if you need this
feature, configure the server to save IP addresses per clients.
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DHCP is considered to be a simple protocol, but actually it is very complex. When you connect
a client to the network, it will go through the following steps:

1.

DHCP Discover: The client initializes a limited version of TCP/IP and broadcasts
a request looking for a DHCP server. The request is sent from UDP port 68 to UDP
port 67.

DHCP Offer: DHCP servers listen on UDP port 67, and if a server receives the
request, it answers with a DHCP offer, that is offering to provide the service of
address assignment.

DHCP Request: The client receives the DHCP offer and sends back a request

to receive information. The request will be, for example, the IP address that we
requested before (because we had it before), for our MAC address so that the server
will recognize us as a prior client with a saved IP address and other parameters.

DHCP Ack: Here the server sends the requested information, including the IP
address, subnet mask, default gateway, DNS servers, and other parameters that are
configured on the server.

In the next screenshot, we see a standard procedure of DHCP that works properly:

Gile [de Yew Go Capture Anshae Satintics Tebephony Took jntemabs  Melp

oW 4 W & px@ nesors:@Eeaan @0m % ® The same transaction 1D for
Fiter, bectp e — the DHCP process
No. Tirme Source Deitanaticon Protecol Length  Infa

235 22.191805 0.0.0.0 255.255.255.255 DHCP 342 DHCP Discover = Transaction ID Ox3ce2l374
237 22.212148 10.114.30.5 10.114.30.180 DHCP 360 DHCP Offer - Transaction ID Ox3ce2l374
238 22.212400 0.0.0. 255.255.255.255 DHCp 342 DHCP Request - Transaction ID Ox3ce2l374
239 22,217302 10.114.30.5 10.114,30.180 DHcP 360 DHCP ACK - Transaction ID Ox3ce2l374

< Ethernet IT, Src: 10.114.30
s Internet Protocol Version 4, Sre: 0.0.0.0 (o] N DHCP process: b.255.255. 255)
¢ User Datagram Protocol, Src Port: bootpc (68] Discover— Offer— Request - Ack

i Bootstrap Protocel

wire (2736 bits),
.180 (00:09:6b:42

=

T f£f:£5)

There's more...

A very common problem is when you connect a device to your network, you receive an IP
address and you don't have any idea where it came from. Usually, this is because someone
has connected a DHCP server to your LAN without telling you. In most of the cases, it will be a
small Internet router. This is very simple to find out:

If you type ipconfig and get an address that you don't know, it might be a problem.

Since the router we suspect is connected to the network, assign your IP address,
subnet mask, and a default gateway. When you ping your default gateway, you
actually ping the router, which is likely to be the troublemaker.
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3. Type ARP —ato give you the troublemaker's MAC address. This will tell you two things:

o Who is the vendor? When you know who is the vendor is (D-Link, Edimax,
Netgear, and many others), you can simply go and look for it.

o By logging into the LAN switch, the MAC address will also tell you which port
it is connected to. Go to your communications room and disconnect it.

4. Of course, while listening to the port with Wireshark, you will see the vendor MAC
address easily.
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This chapter contains the following recipes:

» Configuring TCP and UDP preferences for troubleshooting

» TCP connection problems

» TCP retransmissions - where they come from and why

» Duplicate ACKs and fast retransmissions

» TCP out-of-order packet events

» TCP Zero Window, Window Full, Window Change, and other Window indicators
» TCP resets and why they happen

Introduction

The goal of Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) is to

pass information between end applications, for example, from a web client to a web server, mail
client to a mail server, and so on. This is done by providing identification to end applications

and forwarding packets between them. These identifications are called port numbers, and a
port number with its IP address is called a socket. In the following diagram you can see what
happens when you open a connection from your browser to a web server. The web server listens
on port 80 and you will open a connection, for example, from port 1024.
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So, the server is listening to requests on port 80 and will send responses to you on port 1024.

HTTP Client HTTP Server

While TCP is a reliable, connection-oriented protocol, UDP does not support connectivity
and reliability, but simply transfers datagrams between two end processes.

o There is an additional layer-4 protocol, which is called SCTP (Stream
~ Control Transmission Protocol). This protocol can be considered as
Q an improved version of TCP, and mostly used in a service provider's
networks. SCTP is not included in the scope of this book.

In this chapter, we will focus on TCP, its behavior, various problems, and how to use
Wireshark in order to isolate and solve them.

Configuring TCP and UDP preferences for

troubleshooting

In most cases you can use the default Wireshark parameters for TCP and UDP network
analysis, but there are also some changes that can be configured. The changes will be
configured in the Preferences window.

Getting ready

For TCP or UDP configuration:

1. Start Wireshark, and from the Edit menu, choose Statistics.
2. Under Protocols, choose TCP or UDP.
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How to do it...

In this section we will see how to configure TCP and UDP preferences.

UDP parameters
Let's see some parameters that can influence the capture of UDP:

L - User Datagram Protocol
UASIP : T
Show UDP summary in protocol tree: [V

....... MOUOR. ... i

ucp i Try heuristic sub-dissectors first: ]

upP |'-_J—) Val:date the UDP checksum if possible: [

UDFlite S 2 -

uLp Collect process flow information:  []
o

You can configure the following parameters in UDP:

» Show UDP summary in protocol tree: Mark this button if you want the UDP
summary line to be shown in the protocol tree (set by default)

» Try heuristic sub-dissectors first: Try to decode a packet using the heuristic
method before using a sub-dissector registered to the specific port

» Validate the UDP checksum if possible: Validates the UDP checksum

» Collect process flow information: Collects process flow information

By default only the first parameter is set. In most cases it is enough.

TCP parameters

TCP l

SYNCHROPHASOR -
T.38

TACACS+

TAL

TCAP

Transmission Control Protocol

TCPENCAP
DS
Teredo
tetra

TFTP

TIME

TIPC

TNS
Token-Ring

i Show TCP summary in protocol tree:

Validate the TCP checksum if possible:

Allow S;llb dissector to reassemble TCP streams:

Analyze TCP sequence numbers:
Relative sequence numbers:

Track number of bytes in flight:
Calculate conversation timestamps:

Try heuristic sub-dissectors first:

Ignore TCP Timestamps in summary:

Dai not call subdissectors for error packets:
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You can configure the following parameters in TCP:

» Show TCP summary in protocol tree: Mark this button if you want the TCP summary
line to be shown in the protocol tree (set by default).

» Validate the TCP checksum if possible: This feature can slow down performance.
In most cases it is not required.

» Allow subdissector to reassemble TCP streams: This option is for stream analysis
(set by default).

» Analyze TCP sequence numbers: When this is set, Wireshark analyzes sequence
numbers and track phenomena such as retransmission, duplicate ACKs, and so on,
which is one of the important features of Wireshark.

» Relative sequence numbers: When this is set, Wireshark will show you every TCP
connection that starts from Seq=0.

» Track number of bytes in flight: This setting enables Wireshark to track the number
of unacknowledged bytes flowing on the network (set by default).

» Calculate conversation timestamps: This feature enables the calculations of TCP
timestamps option.

» Try heuristic sub-dissectors first: Try to decode a packet using heuristic method
before using a sub-dissector registered to the specific port.

» Ignore TCP Timestamps in summary: Ignore the timestamp option in the TCP header.

» Do not call subdissector for error packets: This option does not analyze erroneous
TCP packets.

There are some parameters in the TCP preferences that | would like to say a few words about.

Referring to relative sequence numbers, when you look at a TCP connection you see that it
always starts with sequence numbers equal to zero. These are the relative numbers that are
normalized to zero by Wireshark. The real numbers are numbers between 0 and 232, picked
by the TCP process, which are difficult to follow. The TCP standard does not set any rule for
picking this number.

The calculating conversations timestamps refers to the timestamp option of the TCP
packet. The TCP timestamps option carries two 4-byte timestamp fields, as seen in the
next diagram:

Kind=8 10 TS Value (Tsval) TS Echo Replay (Tsecr)
W—M—N A v
—~ —~
1Byte 1 Byte 4 Bytes 4 Bytes
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The problem that the timestamp option comes to solve is the sensitivity of TCP to delay
variations. The solution, and written in RFC 1323, is to use TCP options in the following
ways (for every TCP connection):

» The sender places a timestamp in each data segment that it sends (the Tsval field)
» The receiver reflects these timestamps in ACK segments (the Tsecr field)

Then, a single subtraction gives the sender an accurate RTT measurement for every ACK
segment (which will correspond to every other data segment, with a sensible receiver).
This mechanism is called Round Trip Time Measurement (RTTM).

There's more...

UDP is a very simple protocol with a very simple header that includes only four fields: source
port, destination port, packet length, and checksum. Checksum is used by the receiver to
check whether to accept the packet or drop it. In case of a packet drop, there is no recovery
mechanism. In some cases, the application will recover it (for example, DNS that sends the
request again), and in some cases it won't.

TCP is more sophisticated. It is a connection-oriented, reliable protocol, with sequencing
mechanism, flow, and congestion control. These subjects will be discussed later in this chapter.

SCTP is a reliable, connection-oriented protocol that allows the transfer of multiple streams
per connection, optional bundling of multiple user messages into a single SCTP packet,
support for cookies, multi-homing, and other mechanisms. It was initially developed

for carrying signaling messages in cellular networks, and later implemented with other
application protocols.

TCP connection problems

When two TCP processes wish to communicate, they open the connection, send the data,
and then close the connection. This happens when you open a browser to the Internet,
connect from your mail client to the mail server, or connect with Telnet to your router or
any other application that works over TCP.

When TCP opens the connection, it sends a request for open connection from the source
port to destination port.

Some problems can occur during the establishment or closing of the application. Using
Wireshark to locate and solve these problems is the goal of this recipe.
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Getting ready

If you experience one of the following problems, use Wireshark in order to find out what is the
reason for it.

These problems can be of many types. Of these:

>

You try to run an application and it does not work. You try to browse the Internet and
you don't get any response.

You try to use your mail but you don't have a connection to the mail server.

Problems can be due to simple reasons, such as the server being down, the
application is not running on the server, or the network is down somewhere on the
way to the server.

Problems can be also due to more complicated reasons, such as DNS problems,
insufficient memory on the server that does not enable you to connect (due to high
memory consumption by an application, for example), duplicate IPs, and many others.

In this recipe we focus on these GO/NO-GO problems that are usually quite easy to solve.

How to do it...

Here you will see some indicators and what you can see when you use Wireshark for
debugging TCP connectivity problems. Usually these problems result in trying to run an

applicati

on and getting no results.

When you try to run an application, for example, a database client, a mail client, watching
cameras servers, and so on, and you don't get any output, follow these steps:

1.
2.

a1

Verify that the server and applications are running.

Verify if your client is running, you have an IP address configured (manually or by
DHCP), and you are connected to the network.

Ping the server and verify you have connectivity to it.

In some cases, you will not have Ping to the server, but still have connectivity
to the application. This can happen because a firewall is blocking the ICMP

Q messages, so if you don't have Ping to a destination it doesn't necessarily
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4.

[m]

[m]

In the capture file, look for one of the following patterns:

Triple SYN messages with no response (in the following screenshot)
SYN messages with a reset (RST) response

In both cases it can be that a firewall is blocking the specific application or the application
is not running.

In the following screenshot, we see a simple case in which we simply don't get access to
web server 81.218.31.171 (packets 61, 62, and 63). It can be because it is not permitted
by a firewall, or simply because there is a problem with the server. We can also see that we
have a connection to another website (108.160.163.43, packets 65, 66, and 67), so the

connection problem is onlyto 81.218.31.171.

o0 4.994 /51000
61 5.088214000
62 5.090244000
63 5.178158000
64 6.247500000
65 6.449442000
66 6.480809000
67 6.480936000
68 6.481512000
69 6.512241000
70 6.512988000

P
uwwwwl—

(v

e

=
OOOOQOOOC
OOO’!OOOOOC

Connection not opened
to 81.218.31.171
3 {SYN / SYN / SYN)
o R R M i
B1R2I831ZLTY
81.218.31.171
173.194.78.125
108.160.163.43
10.0.0.3
108.160.163.43
108.160.163.43
108 160 163.43 10.0.09
108.160.163.43 10.0.

62 51910 > http [SYN]
62 51909 > http [SYN]
62 51912 > http [SYN]
66 51921 > http [SYN]
66 http > 51921 [SYN, ACK]
7 15451921 > http [AcK] Seg=

54 http > 51921 [AcK] seq=l Ack=290
443 HTTP/1.1 200 OK (text/html)

asponse Uxbd38 PT
Seq=0 Win=8192
seq=0 wWin=8192
Seq=0 Win=8192
W] Seq=0 wi

B R

Seq=0 Ack=
Ack=1 win
=340855826&

In the next screenshot we see a slightly more complex case of the same situation. In this case,
we've had a cameras server that the customer wanted to log in to and watch the cameras on
a remote site. The camera's server had the IP address 135.82.12.1 and the problem was
that the customer was able to get the main web page of the server with the login window,

but couldn't log into the system. In the following screenshot, we can see that we open a
connection to the IP address 135.82.12.1. We see that a TCP connection is opened to the
HTTP server, and at first it looks like there are no connectivity problems:

No. Time

2113 17.
212017.
212117.
2122 17.
213017.
2189 18.
2191 18.

ip.addr==13582121

665372
746627
746693
747085
862143
736301
767301

7'—‘ Expression...

Destination

13582121
10.0.0.3

135.82.12.1
135.82.12.1

10.0.0

Connection opened to
10:9.0 IP Address 135.82.12.1
TCP Port 80 (http)

Apply Save
Protocol Len
TGP
TCP
TCP

316 GET / HTTP/1.1

145 [TCP segment of a reassembled |
1466 [TCP segment of a reassembled |

Info
66 62423 > http [SYN] Seq=0 Win=8:
66 http > 62423 [SYN, Ack] Seq=0 ,
54 62423 > http [AcCK] Seq=1 Ack=1

54 http > 62423 [Ack] seg=l Ack=2I
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The problems arise when we filter all traffic to the IP address 135.82.12.1, that is, the
cameras server.

Here we see that when we try to connect to TCP port 6036, we get an RST/ACK response,
which can be:

» Afirewall that blocks port 6036 (that was the case here)

» When port address translation (PAT) is configured, and we translate only port 80
and not 6036

» The authentication of the username and password were done on TCP port 6036,
the firewall allowed only port 80, the authentication was blocked, and the application
didn't work

Ne. Time Source Destination Protocel Length Info . .

2620 36.423135 10.0.0.3 135.82.1 ICP 54 574 G 15
).0.3 135.82.12. ; !

2

pi Connection Trials to

E TCP port 6036:
= SYN request

RST/ACK response

To summarize, when you don't have connectivity to a server, check the server and the client if
all TCP/UDP ports are forwarded throughout the network, and if you have any ports that you
don't know about.

In some cases when you install new applications in your network, it
u is good to connect Wireshark on the client and the server, and check
5 what is actually running between them. The software house will not
Q always tell you what they are actually transferring over the network
(sometimes this is because they are not aware of it!), and firewalls
can block information that you are not aware of.
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Starting a TCP connection, as seen in the next screenshot, happens in three steps:

Client: Server:
10.0.0.7 SYN, SEQ=0, Ws-g1, 88.221.152.170

InTCP header:

SYN/ACK — TCP flags

SEQ- Sequence number
ACK — Acknowledge number
WS — TCP Window Size

-1, W5=14600 )
SYN/ACK, SEQ=0/ACK 1, W In TCP Header Options:
MSS — Maximum Segment Size
WS — Window Size (Factor)

SACK_PERM — Selective ACK Permitted

L/ACK=1, Ws=65797

Source Destination Protocel Length  Info

10.0.0.7 88.221.152.170 TcP 66 63535 > http

88,221.152.170 10.0.0.7 TCP 66 http > 63535
.0.7 88.221.152.170 TcP 54 63535 > http[[AcK] [Seq=1 Ack=1|[win=66792]Len=0

10.0.0.7 88.221.152.170 HTTP 911 GET /web/offers/images/home/f_CIN.jpg HTTP/1.1

88.221.152.170 10.0.0.7 TCP 54 http > 63535 [AcK] Seq=1 Ack=858 Win=16314 Len=0

88.221.152.170 10.0.0.7 TCP 1506 [TCP segment of a reassembled POU]

88,221.152.170 10.0.0.7 TCP 1506 [TCP segment of a reassembled PDU]

88.221.152.170 10.0.0.7 TCP 1506 [TCP segment of a reassembled PDU]

10.0.0.7 88.221.152.170 TCP 54 63535 > http [ACK] Seq=858 Ack=4357 Win=66792 Len=0

1. The TCP process on the client side sends an SYN packet. This is a packet with the
SYN flag set to 1. In this packet the client:

o Specifies its initial sequence number. This is the number of the first byte
that the client sends to the server.

o Specifies its window size. This is the buffer the clients allocate to the
process (the place in the client's RAM).

o Sets the options that will be used by it: MSS, Selective ACK, and so on.

2. When the server receives the request to establish a connection, the server:

o Sends an SYN/ACK packet to the client, confirming the acceptance of the
SYN request.

o Specifies the server's initial sequence number. This is the number of the
first byte that the server sends to the client.

o Specifies the server's window size. This is the buffer size that the server
allocates to the process (the place in the server's RAM).

o Responds to the options requested and sets the options on the server side.
3. When receiving the server's SYN/ACK, the client:

o Sends an ACK packet to the server, confirming the acceptance of the SYN/
ACK packet from the server.

o Specifies the client's window size. This is the buffer size that the client
allocates to the process. Although this parameter was defined in the first
packet (the SYN packet), the server will refer to this one since it is the
latest window size received by the server.
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In the options field of the TCP header, we have the following main options:

>

Maximum Segment Size (MSS): This is the maximum size of the TCP datagram, that
is, the number of bytes from the beginning of the TCP header to the end of the entire
packet.

Windows Size (WSopt): This factor is multiplied with the Window Size field in the TCP
header to notify the receiver on a larger size buffer. Since the maximum window size
in the header is 64 KB, a factor of 4 gives us 64 KB multiplied by 4, that is, a 256 KB
window size.

SACK: Selective ACK is an option that enables the two parties of a connection to
acknowledge specific packets, so when a single packet is lost, only this packet will be
sent again. Both parties of the connection have to agree on SACK in the connection
establishment.

Timestamps options (TSopt): This parameter was explained earlier in this chapter,
and refers to measurement of the delay between client and the server.

By this stage, both sides:

>

>

>

Agree to establish a connection
Know the other side's initial sequence number
Know the other side's window size

\ Anything but a full three-way handshake while establishing a
~ connection should be considered as a problem. This includes SYN
Q without a response, SYN and then SYN/ACK and no last ACK, SYN
which is answered with a reset (RST flag equal 1), and so on.

There's more...

Some rules of thumb are as follows:

>

In case an SYN packet is answered with RST, look for the firewall that blocks
the port numbers.

Triple SYN without any answer occurs either due to an application that didn't respond,
or a firewall that blocks the request on a specific port.

Always verify if you have Network Address Translation (NAT), port forwarding, and
mechanisms that play with TCP or UDP ports. These mechanisms can interrupt with
the standard operation of TCP.
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TCP retransmission - where do they come

from and why

When TCP sends a packet or a group of packets (refer to the How it works... section later

in this recipe), it waits for acknowledgment to confirm the acceptance of these packets.
Retransmissions, obviously, happen due to a packet that has not arrived, or acknowledgment
that has not arrived on time. There can be various reasons for this, and finding the reason is
the goal of this recipe.

Getting ready

When you see that the network becomes slow, one of the reasons for this can be
retransmissions. Connect Wireshark in the port mirror to the suspicious client or server,
and watch the results.

In this recipe, we will see some common problems that we encounter with Wireshark,
and what they indicate.

How to do it...

Let's get started:

Start capturing data on the relevant interface.
Go to the Analyze | Expert Info menu.

Under Notes, look for Retransmissions.

N s

You can click on the (+) sign and a list of retransmissions will open. A single mouse
click on every line will bring you the retransmission in the packet capture pane.

5. Now comes the important question: how to locate the problem.

When you capture packets over a communication line, server interface,
\ link to the Internet, or any other line, you can have traffic from many
~ IP addresses, many applications, and even specific procedures on
Q every application, for example, accessing a specific table in a database
application. The important thing here is to locate the TCP connections on
which the retransmissions happen.
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6. You can see where the retransmissions come from by:

o Moving packet-by-packet in the Expert Info window, and looking for
what packets does it take you in the packet capture pane (good for
experienced users)

o Inthe packet pane, configure the display filter expert.message ==
"Retransmission (suspected)", and you will get all retransmissions
in the capture file

o By applying the filter, and then checking the Limit to display filter
section to the right-bottom corner of the window in the Statistics a
Conversations window

Case 1 - retransmissions to many destinations

In the following screenshot, you see that we've got many retransmissions, spread between
many servers, with destination ports 80 (HTTP). What we can also see from here is the
10.0.0.5 port sends the retransmission, so packets were lost on the way to the Internet,
or acknowledgement was not sent back on time from the web servers.

" Various destination -
File ted)  Save Retransmissions
addresses

All retransmissions
to port 80 (HTTP)

Well, obviously something is wrong on the line to the Internet. How can we know what it is?

1. From the Statistics menu, open 10 Graph.

2. Inthis case (case 1), we see that the line is nearly empty. Probably it is an error,
or another loaded line on the way to the Internet.
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3. You can check packet losses and errors that cause them by logging into the
communications equipment or by any SNMP browser (when the SNMP agent is
configured on the equipment). Check the following screenshot for reference:

i Wireshark 10 Graphs: No connectivity to the Int

— 100000
~40Kbps I
180s 200s 220s 240s 260s
< m
Graphs X Axis
Color | Fglter:‘ Style: | Line —] Tick inferval: 1 sec
iGrarph Zﬁ; Color ‘F!ltenr Style: | Line 3 Pixels per tick:
. \ . 3 View as time of day
il |Graph3 Filter: Style: Line 3 -
| - - - 1 Y Axis
}Graphd- Color | Filter: | Style: | Line 3 Unit:
{GraphS: Filter: Style: | Line 3 Scale: Auto
' Smooth:  No filter
| Help Copy : i Save | Close

Case 2 - retransmissions on a single connection

If all retransmissions will be on a single IP, with a single TCP port number, it will be a slow
application. We can see this in the following screenshot:

Affer  expertmessage == “Retransmission (suspected)” ¥ | Expression... All retransmissions
Gurce between 10.50.30.12

and 10.1.1.200
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For retransmissions on a single connection, perform the following steps:

1. We can also verify this by opening Conversations from the Statistics menu, and by
selecting the Limit to display filter checkbox, we will get all the conversations that
have retransmissions, in this case, a single conversation.

2. By choosing the IPv4 tab as shown in the following screenshot we will see from which
IP addresses we get the retransmissions:

M Conversations: Snif3 --- 10-11-2003 --- 1706.cap = =@

:J'.:| :‘J'.| .“...-.! NEE

1Pvd Conversations - Filter: expert.message == “Retransmission (suspected)”

Packets 4 Bytes 1 Packets A—~B 1 Bytes A—B 4 Packets A—B 4 Bytes A—B 4 RelStart 4 Duration 4 bps A—=B 1 bps A-B 4
208 260 710 0962677000  BAAST2 12200 2429201

Ethernet: 1 | Fibre Channel | FD

F'u'.'i'E SCTP l TCP:6

Address A 4 Address B

All retransmissions between
these IP addresses

Name resclution I ¥| Limit to display f-nerlY Only wiilbe ]
Follow Stream

| el ] | o presenterd as we configured in
I Help | Copy | the disglay filter

3. By choosing the TCP tab as shown in the following screenshot we will see from which
port numbers (or applications) we get the retransmissions:

Ml Conversations: Snif3 - 10-11-2003 --- 1706.cap L=
Exnemet: 1 Fibre Channel | Fo01 | 1bvdet | 1pva ] iera | e msve serd | Tee:6 [fon
TCP Conversations - Filter: evpert message == “Retransmission (suspected)”
Address A 1 PontA 1 AddressB 1 PonB 1 Packate * Bytes 1 Packets A=8 € Bytes A=B 1 Paciats A=B 1 Bytec A—B 1 Rel Start 1 Duration ¥ bpt A=B 1 bpt A=B 1
1011200 23%0 10903012 1181 188 265608 o o 188 265608 1.093708001 gr4m1 MiA 2420219
1011200 1972 1050.3012 1184 8 1501 2 389 6 1202 308357001 157228 15753 61159
1011200 1972 10003042 1189 P T 371 5 1027 77301708001 123181 24095 666,99
1011200 1972 10903002 1182 these IP addressesand TCPp | 121 4 613 18517254000 52073 N/A LTS
1011200 1972 10903042 1186 AN 157 4 M0 52663895000 53078 N/A 105504
10503012 1178 101.1.200 2 e &0 3 IM 0562577000 BB.2556 N/A x3r
( Only retransmissions will be
Name resclution | 4 Limit to display filter ! p d, as we confij |
Hep || copy | T inthe display flter Foliow Stresm | [Geaph =8| [ GopnB=a ] [ ciose

To isolate the problem, perform the following steps:

1. Look at the I0 graph, and make sure that the line is not busy.

An indication of a busy communication line will be a straight line very
\ close to the maximum bandwidth of the line. For example, if you have a
~ 10 Mbps communication line, you port mirror it, and see in the 10 graph
Q a straight line which is close to the 10 Mbps, this is a good indication of
a loaded line. A non-busy communication line will have many ups and
downs, peaks and empty intervals.
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2. Ifthe line is not busy, it can be a problem on the server for the IP address
10.1.1.200(10.90.30.12 is sending most of the retransmissions, so it can be
that 10.1.1.200 responds slowly).

3. From the packet pane we see that the application is FTP-DATA. It is possible that the
FTP server works in an active mode. Hence we've opened a connection on one port
(2350), and the server changed the port to 1972, so it can be a slow non-responsive
FTP software (that was the problem here eventually).

Case 3 - retransmission patterns

An important thing to watch for in TCP retransmissions is if the retransmissions have any
pattern that you can see.

In the following screenshot, we see that all retransmissions are coming from a single
connection, between a single client and NetBIOS Session Service (TCP port 139) on the server.

|Esrors: 0 ©) | Wamings: 0 @) | Notes: 10 (1164) |Chats:0 (0) | Detals: 1164 | Packet Comments:0 |
Group 1 Protocol 1 Summary

A total number of 251

| ® Sequence TCP Duplicate ACK (#1) retransmissions
¥ Sequence TCP Duplicate ACK {#2)
* Sequence TCP Fast retransmission (suspected)
+ Sequence TCP | Retransmissien (suspected) 251
* Sequence TCP Duplicate ACK (#3) 5
*

| Sequence TCP Duplicate ACK (#4) 4
Sequence TCP icate ACK
Sequence TCP| [l Conversations: Example 001.c2p
Sequence TCP| o

#

*

+

| Eshemet 1 Fibre channe] Fooi] s a | ess | x[ wramvce] rsve [ scrp| TP:1 [Token ing | uoe] use]

Help
[- | TCP Conversations - Filter: expert.message == "Retransmission (suspected)”

192168199

1064 1521681.21 251

All retransmissions are ona
Netbios—SSN single connection
(Session Service)

[Z] Name resoluti [7] Limit to display filter

Follow Stream | [ Close
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Looks like a simple server/application problem, but when we look at the packet capture pane,
we see something interesting (refer to the following screenshot):

Filter: expert.message == "Retransmission (suspected)” ~ | Expression... Clear ply Save

No. Time Source Destin Protocol

Length  Info

Retransmissions

with 30-35m$s |
between in between j

The interesting thing is that when we look at the pattern of retransmissions, we see that they
occur cyclically every 30 ms. The time format here is seconds, since the previously displayed
packet and the time scale is in seconds.

The problem in this case was a client that performed a financial procedure in the software
that caused the software to slow down every 30-36 ms.

Case 4 - retransmission due to a non-responsive application

Another reason for retransmissions can be when a client or a server does not answer to
requests. In this case, you will see five retransmissions, with an increasing time difference.
After these five consecutive retransmissions, the connection is considered to be lost by the
sending side (in some cases, reset will be sent to close the connection, depending on the
software implementation). After the disconnection, two things may happen:

» An SYN request will be sent by the client, in order to open a new connection.
What the user will see in this case is a freeze in the application, and after 15-20
seconds it will start to work again

» No SYN will be sent, and the user will have to run the application (or a specific part
of it) again
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In the following screenshot we can see a case in which a new connection is opened:

| Five consecutive
; ER

(Timu intervals ]
Iincreace with every

o Tome Source

g165 9.625596 192.168.201.93 192.168.3,50 TCP agentview > http [SYN] Seq=0 Win=65535 L
1166 0.004414 192.168.3.50 192,168,201.93 TCP http > agentview [SYN, ACK] Seq=0 Ack=1
@167 0.000033 192.168.201.93 192.168.3.50 TP agentview > http [Ack] Seq=1 Ack=l Win=6!
@168 0.000164 192.168.201.93 192.168.3. it oﬁ ar bled pou]

lad meiil

A new connection
established

Case 5 - retransmission due to delayed variations

TCP is a protocol that is quite tolerant of delays, as long as the delay does not vary. When
you have variations in delay, you can expect retransmissions. The way to find out if this is
the problem is as follows:

1. The first thing to do is, of course, to ping the destination, and get the first information
of the communications line delay. Look at the How it works... section to see how it
should be.

2. Check for the delay variations, which can happen due to the following reasons:

o Adelay can happen due to a non-stable or busy communication line. In this

case, you will see delay variations using the Ping command. Usually it will
happen on lines with a narrow bandwidth, and in some cases on cellular

lines.

o Adelay can happen due to a loaded or inefficient application. In this case,
you will see many retransmissions on this specific application only.

o Adelay can happen due to a loaded communication equipment (CPU load,
buffer load, and so on). You can check this by accessing the communication
equipment directly.

3. Use the Wireshark tools as explained in Chapter 13, Troubleshooting Bandwidth
and Delay Problems.
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The bottom line with TCP retransmissions is that retransmissions are
M a natural behavior of TCP as long as we don't have too many of them.
Q Degradation in performance will start when the retransmissions are
around 0.5 percent, and disconnections will start around 5 percent. It
also depends on the application and its sensitivity to retransmissions.

Finding what it is
When you see retransmissions on a communication link (to the Internet, on a server,
between sites, or any other link), perform the following:
1. Locate the problem—is it a specific IP address, specific connection, specific
application, or some other problem.

2. Check if the problem is because of the communication link, packet loss,
or a slow server or PC. Check if the application is slow.

3. Ifitis not due to any of the preceding reasons, check for delay variations.

Let's see the regular operation of TCP, and what are the causes for problems that
might happen.

Regular operation of the TCP Sequence/Acknowledge mechanism

One of the mechanisms that is built into TCP is the retransmission mechanism. This
mechanism enables the recovery of data that is damaged, lost, duplicated, or delivered
out of order.

This is achieved by assigning a sequence number to every transmitted byte, and expecting an
acknowledgment (ACK) from the receiving party. If the ACK is not received within a timeout
interval, the data is retransmitted.

At the receiver end, the sequence numbers are used in order to verify that the information
comes in the order that it was sent. If not, rearrange it to its previous state.

228




Chapter 9

This mechanism works as follows:

1.

sequence number.

At the connection establishment, both sides tell each other what will be their initial

When data is sent, every packet has a sequence number. The sequence number

indicates the number of the first byte in the TCP payload. The next packet that is sent
will have the sequence number of the previous one, plus the number of bytes in the
previous packet, plus one (in the next screenshot).

the time from the moment it was sent.

a1

Q

4. When the receiver receives the packet, it answers with an ACK (Acknowledge) packet
that tells the sender to send the next packet. In the following screenshot you will see
how it works:

1.

When a packet is sent, the RTO (Retransmission Timeout) counter starts to count

The Retransmission Timeout timer is based on the Van Jacobson
congestion avoidance and control algorithm, which basically says
the TCP is tolerant to high delays, but not to fast delay variations.

You can see from here that 10.0.0.7 is downloading a file from
62.219.24.171. The file is downloaded via HTTP (the Wireshark window
was configured to show tcp.seq and tcp.ack from the Edit | Preferences
columns configuration, as described in Chapter 1, Introducing Wireshark).

Filter:
Bource
62.219.24.171
62.219.24.171
10.0.0.7
62.219.24.171
62.219.24.171
10.0.0.7
62.219.24.171
62.219.24.171
10.0.0.7
62.219.24.171
62.219.24.171
10.0.0.7
62.219.24.171

Destination

10.
10.
62.
10.
10.
62.
10.
10.
62.
10.
10.
62.
10.

0.

0.
2
0.
0.
2
0.
0.
2
0
0.
2
0.

1t

19.

il

19.

O‘DOO@OOKDOODOO

'\IN'\I'\]N'\INN‘NI‘\IN‘J‘\I

4.171

4.171

4.171

4.171

Protocol

HTTP
HTTP
TCP
HTTP
HTTP
TCP
HTTP
HTTP
TCP
HTTP
HTTP
TCP
HTTP

[+] Epression..

Length
1506
1506
54
1506
1506
54
1506
1506
54
1506
1506
54
1506

Info

Continuation
Continuation
53203 > http
Continuation
Continuation
53203 > http
Continuation
Continuation
53203 > http
Continuation
Continuation
53203 > http
Continuation

or non-HTTP
or non-HTTP
[AcK] Seq=1
or non-HTTP
or non-HTTP
[AcK] seq=1
or non-HTTP
or non-HTTP
[Ack] seq=1
or non-HTTP
or non-HTTP
[ACK] Seqg=1
or non-HTTP

traffic ?152201’

traffic
Ack=120]
traffic
traffic
Ack=1201
traffic
traffic
Ack=120]
traffic
traffic
Ack=120]
traffic

120183653
£ 120185105

120185105
120186557 | 1
1

120188009
120188009

120189461| 1
it 120190913

1
7 120193817
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2.

You can see from here that b2.219 .24 _1/1 sends a packet with a sequence
number of 120185105, and then a packet with the sequence number
120186bb5 /. When receiving these two packets, the client LU0.0.0U. / tells the
server to send him the next packet with ACK = 12018800Y, after which the
server sends the packet with the sequence number 12018800Y, and the next

packet with sequence number 120189461, and so on.

You can see a diagram for this.

Server:
62.219.24.171

SEQ=1201851¢5
SEQ=120186557

ACK=120186009

P

SEQ=120188009
SEQ=12018946

ACK=120190913

Client:
10.0.0.7

What are TCP retransmissions and what do they cause

When a packet acknowledgment is lost, or when an ACK does not arrive on time,
the sender will perform two things:

1.
2.

230

Send the packet again, as described earlier in this recipe.
Decrease the throughput.

In the next screenshot we see an example of retransmissions that reduce the
sender throughput (red thin lines added for clarity):
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There's more...

TCP is tolerant of high delays, as long as they are reasonably stable. The algorithm that
defines the TCP behavior under delay variations (among other things) is called the Van
Jacobson algorithm (after the name of its inventor). The Van Jacobson algorithm enables
tolerance of up to 3-4 times the average delay, so if for example, you have a delay of 100 ms,
TCP will be tolerant to delays of up to 300-400 ms as long as they are not frequently changed.

See also

You can check the Van Jacobson algorithm at http://ee. bl .gov/papers/congavoid.
pat.
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Duplicate ACKs and fast retransmissions

Another phenomenon that you will see in TCP is what is called duplicate ACKs and fast
retransmissions. This phenomenon also happens due to performance problems, and
in this recipe we will focus on how to find them and what they indicate.

Getting ready

When you see that the network becomes slow, one of the reasons for this can be duplicate
ACKs. Connect the Wireshark in the port mirror to the suspicious client or server and see
the results.

How to do it...

In most cases, duplicate ACKs will happen because of high latency, delayed variations,
or a slow end point that simply does not response to ACK requests.

When looking for a reason for slow communication, duplicate ACKs can be one of the
reasons for it.

1. When you see a reasonable amount of duplicate ACKs, that is, 1 or 2 percent,
this is probably not your problem.
2. When you see a huge number of duplicate ACKs (say ten of them), you might have:
o A very busy communication line that causes variations in delays

o A non-responsive server or client (depends on who is not responding)

3. Afast retransmission is a packet that is sent in response to the duplicate ACKs.

4. Inthe next screenshot you see an example of the problem. In the example you see
how a fast retransmission is sent after 51 DupACKs (duplicate ACKs):
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Destination Protocol Length _Info

1452 bytes

i Duplicate Ack’s number 46,

47, 48 ...51 for packet 06| Data: 1452 byte Requesting for sequence

g number 14593377 wegareemssaee

6 FTP D: 452tes

15.192.45.26  10.0.0.7 FTP-DATA _ 1506| FTP Data: 1452 bytes _ S

15.192.45.26  10.0.0.7 -DATA _ 1506| FTP Data: 1452 bytes . .. =0

& 2 5237 3
FTP-DATA 1506 FTP Dat

:7b:a2 (14:d6:4d:f4:7b:a2 f:8e:73)
Bsrc: 15.192.45.26 (15.192}45.26), Dst: 10= T CIVTUS U T T
, Src Port: 44600 (44600)| Dst Port: 56247 (56247), Seq: 14593377, Ack: 1, Len: 14

Fast Retransmission with the
1 requested sequence number

T

Sequence number: attv it e )
[Next sequence number: 14594829 (relative sequence number)]
Acknowledgment number: 1 (relative ack number)

5. Here is how you can solve the problem:

o If you have a small number of duplicate ACKs and retransmissions
(less than 1 percent), it's tolerable.

a  When you have this over cellular or wireless networks, or in connections over
the Internet, the delay and delay variations are common to these networks,
so there is really nothing much you can do about it.

o If you have it in your organization's network, it might be a problem. If it's on
the LAN, check for severe problems, such as switch buffers and CPU load,

very slow servers, and so on. If it's on the WAN, check for delays and loaded
or unstable lines.

A duplicate ACK happens if a packet is detected as missing (the expected sequence number
was hot received), or when an unexpected sequence number was received. In this case, the
receiver generates an ACK indicating the next expected sequence number that it wishes to

receive. The receiver will continue to generate ACKs requesting the missing segment, until it
will receive it.
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On the sender side, when it receives three identical ACKs (the original ACK and two duplicate
ACKs) with the same value, it assumes there is a packet loss and it resends the missing
packet, regardless of whether the RTO is expired or not. The packet that is sent again is
called fast retransmission.

Duplicate ACKs also reduce the throughput that is sent over the network. How much
throughput is reduced depends on the TCP version. In the earlier versions of TCP (that is
Tahoe, Reno, and New-Reno) the idea was that in the appearance of a duplicate ACK, the
sender reduces the throughput to half of what it was before. In case of many DupACKs, the
throughput will be reduced to minimum.

In the next screenshot you see a typical example for what is caused by duplicate ACKs and
retransmissions:

_*-_ Wireshark 10 Graphs: (Untitled) @@
— 1000
DupACKs
A NNV
I T T T T T
8a0s 900s
<
Graphs = X Axis
Color Style: Line |_1| Tick interval: 1 sec ~
Color tcp. analysis.retransmission Style: | Impulse e Pixels per tick: 5
Color tcp.analysis.duplicate_ack_num Style: Impulse v || [] Yiew as time of day
Color Style: Line | |[YAxis
Graphs) stvle: | Line o || | Unit: Packets/Tick | w
Scale: Auto ~
Lo J[ s | [ seve J[ g |

In this screenshot we see that first duplicate ACKs reduce the throughput to around 40
percent of what it was before, and then retransmissions reduce it to minimum.

There's more...

The mechanism that is used in duplicate ACKs is called fast recovery. In recent years some
advanced versions of TCP were introduced, especially for cellular networks, in order to improve
the behavior of TCP under high and changing delay conditions. In these examples, you

might see some differences in the behavior of the sender and receiver, for example, lighter
degradation in performance, faster recovery, and so on. Still, the characteristic behavior of
TCP is maintained.
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TCP out-of-order packet events

Another phenomenon that you will see in networks is previous segment loss and
out-of-order segments. Both relate to packets arriving out of order, and in some cases
indicate a problem.

When you see this on a network connection, it might happen due to network problems or
an interruption in capture. In this recipe we will focus on this issue and what it can cause.

Getting ready

Start Wireshark and connect it on a mirrored port. The three phenomena that we want to
focus on in this recipe are:

» Previous segment lost: This occurs when a packet arrives with a sequence number
higher than the next expected sequence number on that connection, indicating that
one or more packets prior to the flagged packet did not arrive

» Out-of-order packet: This occurs when a packet is seen with a sequence number
lower than the previously received packet on that connection

» Previous segment not captured (Wireshark Version 1.8.x and higher): This is like the
previous segment lost

How to do it...

When will it happen?
You might see these in the following events:
» At the beginning of capture: This event occurs when you start a capture during an

open connection. In this case, you will see packets on a connection without the SYN/
SYN-ACK/ACK, therefore, Wireshark thinks something went wrong.

» Real packet losses: In this case you will also see retransmissions of the lost packets
and/or duplicate ACKs telling the sender to send the lost packets.

Length Info G
NE Ml Liwr SeEygmeEne Ul 4 §edass>eny ieu ruv ) RN LVER

1420 Bytes

S680 Bytas
(4*1420B8ytes)

1420 Bytes

328021 00 ygtad
[3*1420Bytes)
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In the previous screenshot, we see a good example for severe packet losses. What we
see here is that 10.0.0.6 is trying to browse website 62.90.90.210. During this,
the TCP segments of 1420 bytes each are sent to the web server and we see that
between packets 334 and 336 three packets are missing, and between packets 338
and 340 two packets are missing. In both cases, Wireshark notices: TCP's previous
segment is not captured.

» Delay variations: This can happen due to packets that take different routes from the
source to destination. To check this use Tracert, and look for route changes between
the source and destination (if it happens on the organization network) you can, for
example, configure traps on the routers that will tell you when this happens.

» Data capture problems: It can be that packets are sent and received properly, but
Wireshark will not have captured them. It can be because of various reasons:

o Because of very heavy traffic Wireshark might lose packets in high bit
rates (over 150-180 Mbps). To avoid this problem, use other tools (mostly
commercial).

o In case your laptop is not strong enough, lack of memory or CPU power will
not enable Wireshark to work fast enough. This is easy to find out, and you
are probably aware of it.

o When port buffers on a LAN switch are too small, packets can be dropped.
Connect to the switch (as with console or telnet connection) and use the
switch command line to check for the problem.

o Capturing data on a wireless network, when for some reason you don't
see all packets that are sent. See Chapter 7, Ethernet, LAN Switching, and
Wireless LAN.

In this case, things are simple. The TCP sender sends the packets to the receiver. These
packets are numbered by their bytes. When a packet does not arrive in order, it is a problem
that Wireshark notices. We can have two reasons for this:

» Areal problem: In this case you will see retransmissions and duplicate ACKs that are
TCP's response to packets that are received out of order

» A capture problem: In this case you will see only out-of-order packets, and since you
don't see any response to the suspected lost and out-of-order packets, they probably
are not
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TCP Zero Window, Window Full, Window

Change, and other Window indicators

One of the most important mechanisms of TCP is the Sliding Window mechanism, and the
Flow Control mechanism that uses it in order to control the amount of data that a TCP end
node is willing to accept on the connection.

In this recipe we will focus on these types of problems, and how to discover the problem
and solve it.

Getting ready

Connect Wireshark with a port mirror to the suspected link or server, and start capture.
Keep track of every window message you will see in the capture window.

How to do it...

There are several types of window messages that you should be aware of:

TCP Zero Window, Zero Window Probe, and Zero Window
Violation

TCP Zero Window occurs when a receiver advertises a receive window size of zero (in the
window field in the TCP header). This tells the sender to stop sending data because the
receiver's buffer is full. This indicates a problem on the receiver that might be:

» A weak server that cannot allocate enough memory for the process

» A problem in the application that does not receive a sufficient buffer, so the TCP has
to tell the sender to stop sending data

» An application that consumes too much memory so the operating system will limit the
application resources

TCP Zero Window Probe is a message that is sent by the sender in order to see if the
receiver's Zero Window condition still exists. This message works by sending the next byte of
data to the receiver. If the receiver answers with window that is still zero, the sender doubles
his timer before probing again.

The sender ignores the Zero Window condition of the receiver and sends additional bytes of
data. TCP Zero Window Violation can indicate a TCP error or bug in the protocol stack.
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In order to check what the problem is, check if these events are coming from:

» A specific end device (server or client) that will indicate a problem in the end device.
» A problem in a specific application that will indicate a general application problem.

» A problem when you do something specific in the application, for example, open
a specific table, send a file to the printer, create a report, or anything else on the
application. In this case, it is of course an application problem.

TCP Window Update

TCP sends Window Update to the other side in a connection in order to indicate that it changed
the buffer size, and is ready to accept higher or lower data rate (buffer size determines the
throughput that the sender is allowed to send). This can happen in the case of:

» The TCP receiver recovers from the Zero Window condition, and asks the sender to
start sending data again. In this case, you don't have to do anything about it, just
check for the problem that caused Zero Window the first time.

» The TCP receiver changes the window's size frequently. In this case check what is
disturbing the receiver. It can be an application problem, memory problem, or any
other performance problems on the end devices.

If you see this kind of phenomena, there is nothing to worry about. This is how TCP works.

TCP Window Full

This message is an indication that the sent packet will completely fill the receiver buffer on the
receiver. This will happen when the receiver has not sent any ACK confirming the acceptance
of the previous data, and therefore, this will be the last packet of data that the sender will
send before accepting an ACK from the receiver.

On the receiver side, the moment it gets this packet, it will send a Zero Window message to
the sender that will stop sending the data.
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This event is triggered for the same reasons that trigger Zero Window. It is simply an
indication to a non-responsive server or application. A typical example is shown in the
following screenshot:

Me.
182995 192 TCP 590 [TCP segment of a reassembled PDU]
182996 192.168.2. TCP 590 [TCP segment of a reassembled PDU]

Source Destination Pratocel Length  Info

5 2 S T [7ce =
47185 > http [RST, ACK] Seq=131828 Ack=1 |\

189877 192.168.2.138

In the previous screenshot we see that:
1. Packet 183816, 192.168.2.138 tells 192.168.1 .58 that the sender window
is full.

2. Inthe next packet, 192.168.1.58 sends a signal to 192.168.2.138, telling him to
stop sending data. This is a Zero Window signal.

3. Both sides continue to send Zero Window and Zero Window Probe.

4. The last packet of the connection is an RST sent by 192.168.2.138 in order to
break the connection.

5. In some cases Zero Window condition will be recovered by a window-change
message. In some cases it will be closed with a reset (that can be because an
application does not receive any data because of Zero Window).

The TCP Sliding Window mechanism works as follows:

1. After the connection is established, the sender sends data to the receiver, filling the
receiver window.

2. After several packets, the receiver sends an ACK to the sender, confirming the
acceptance of the bytes sent by it. Sending the ACK empties the receiver window.
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3. This process is continuous when the sender is filling the window, and the receiving
party empties it and sends confirmation of the information.

4. Increasing the receiver window size tells the sender to increase the throughput, and
decreasing it tells him to decrease the throughput. It works according to the following
WS/RTT rule (with some changes according to the TCP version):

Window Size [Bytes]

Throughput [Bytes/Sec] =
RTT [Sec]

v Throughput - the effective Bytes/Sec send by an application on a TCP connection
v Window Size - the TCP receiver window size
v RTT - the Round Trip Time between the sender and the receiver

There's more...

You can also use the TCP throughput graphs and the 10 graphs to view these problems. In the
TCP throughput graphs, use the TCP trace graph, where the upper line indicates the window
size, and its distance from the lower line indicates what is on the left-hand side of the window.
No distance between them indicates a Zero Window.

[ TCP Graph 2 Cap oo bne 10 BELG — 24+-04-2012 -- 003 peap 100104213020 -» 192168111701098 ||
- e e———————— . i i - i~ . vn— | e—— m'.\.b

Sequenie
[——
100000 —
1 Free Receiver Window
1 Size. Thisis the place
] leftin the receiver
window. Here it equals
1 64KBytes.
36000 —) "

f1[r|||1]ri1]ri1|r[1[1]rll|r
10 % ¥» »H N ®w MW = W W un W 10

Timels]
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A fixed distance between the lines (as shown in the preceding screenshot) indicates a good
operation on the receiving side. When the lines are getting closer, it indicates that the sender is
overwhelming the receiver. As long as lines are not overlapping, TCP will continue to send data.

TCP resets and why they happen

During a normal operation, TCP will open a connection with SYN signals, and close the
connection with FIN signals. One of the characters of TCP is the possibility to close a
connection faster due to a problem or just for better efficiency.

In this recipe we will describe these cases, and how to understand exactly what happens,
and if it is a regular condition or something went wrong.

Getting ready

Connect Wireshark with a port mirror to the suspected link or server, and start capture. Keep
track of every window message you will see on the capture window. TCP resets can be sent in
several cases. Some point to the proper working of the protocol, and some suggest a failure or
problem. In this recipe, we will get to the reasons for it, and try to point out the problems and
how to solve them.

How to do it...

Reset is a TCP signal that is sent in order to tell the receiver to break the connection. Reset is
sent by setting the RST flag to a value of 1.

Cases in which reset is not a problem

The standard way of closing a connection in TCP is by FIN and FIN-ACK signals. The problem

is that in order to close a connection, you need four packets: FIN/ACK and ACK from one side,
and the same from the other side. It can happen, for example, when you open a standard

web page, tens of connections (the main page, news bars, commercials, pictures that are
updated periodically, and so on) can be opened, and in order to close all of them you will need
sometime hundreds of FIN and FIN-ACK packets standard way. In order to prevent it from
happening, the web server will, in many cases, send you the requested data and then break
the connection with reset. This is a standard thing to do, and it depends on the application.

241




UDP/TCP Analysis

Cases in which reset can indicate a problem
There are some cases in which resets can indicate a problem (not necessarily a

communication problem):

>

A reset sent by a firewall: When you try to open a connection to a remote server,
and don't get anything, you might see an RST signal coming back. This is a firewall
blocking a connection. In the next screenshot, you can see that every SYN that is
sent is replied to with an RST.

55
3
57
58
59
60
61
62
63
64
65
66
67
[
=
70
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Source

192.168.1.141
192.168.1.123
192.168.1.141
192.168.1.123
192.168.1.141
192.168.1.123
192.168.1.141
192.168.1.123
192.168.1.141
192.168.1.123
192.168.1.141
192.168.1.123
192.168.1.141
192.168.1.123
192.168.1.141
192.168.1.123

Destination
JEL . U

192.168.1.123
192.168.1.141
192.168.1.123
192.168.1.141
192.168.1.123
192.168.1.141
192.168.1.123
192.168.1.141
192.168.1.123
192.168.1.141
192.168.1.123
192.168.1.141
192.168.1.123
192.168.1.141
192.168.1.123
192.168.1.141

Protocol

TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
ep
TCP
TCP
TCP

TCP

TCP

Length

74
54
74
54
74
54
74
54
74
54
74
54
74
54
74
54

Info
D

39020 > ftp [SYN] Seq=0 Win=5840 Len=0
ftp > 39020 [RST, ACK] Seq=1 Ack=1l Win
56045 > ssh [SYN] Seq=0 Win=5840 Len=0
ssh > 56045 [RST, ACK] Seq=1 Ack=1 Win|
47648 > telnet [SYN] Seq=0 Win=5840 Le
telnet > 47648 [RST, ACK] Seq=1 Ack=l |
44370 > 24 [SYN] seq=0 win=5840 Len=0

24 > 44370 [RST, ACK] Seq=1l Ack=1l win=
48264 > smtp [SYN] Seq=0 Win=5840 Len=|
smtp > 48264 [RST, ACK] Seq=l Ack=1 Wil
49404 > 26 [SYN] Seq=0 Win=5840 Len=0

26 > 49404 [RST, ACK] Seq=l Ack=1l Win=
46880 > nsw-fe [SYN] Seq=0 Win=5840 Le
nsw-fe > 46880 [RST, ACK] Seg=1 Ack=1 |
41799 > 28 [SYN] Seq=0 Win=5840 Len=0

28 > 41799 [RST, ACK] Seq=1l Ack=l Win=

Reset sent due to a problem on one of the sides: Here you can have many reasons.
Some of them are as follows:

o One of the reasons is the five consecutive retransmissions that are not
replied to by an ACK. When the sender does not get any reply for the
retransmissions, it will send a reset signal to the other side, telling it

to break the connection.

o Another reason is a connection without any traffic on it for a few minutes
(how many minutes is the operation system default). The side that opened
the connection will usually send the reset (usually but not always, it depends

on the implementation).
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Here it is simple. Reset is a signal that is used in order to break a connection. It is important
to remember here that everything depends on the application. If the programmer chose to
send an RST on a specific case, this is what you will see on the capture file. For every reset

that you see, try to figure out what caused it and you will understand it from the packets the
before reset was sent.
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HTTP and DNS

In this chapter, we will go through the following recipes:

» Filtering DNS traffic
Analyzing regular DNS operations

v

» Analyzing DNS problems

» Filtering HTTP traffic

» Configuring HTTP preferences

» Analyzing HTTP problems

» Exporting HTTP objects

» HTTP flow analysis and the Follow TCP Stream window
» Analyzing HTTPS traffic - SSL/TLS basics

Introduction

Domain Name System (DNS) is a protocol that is used for resolving names to the IP
addresses. It is used over the Internet when you browse a website, and then the DNS resolves
the web server name to an IP address. It is also used in enterprise networks when looking for
a server name that is translated to an IP address.

Hyper Text Transfer Protocol (HTTP) and Secured HTTP (HTTPS) are both used for browsing
the Internet, or connecting to other software that are hosted inside your organization or in
the cloud. HTTPS is used when we secure HTTP with SSL/TLS in order to hide the clear text
data exchange from hacking. It is used when connecting to your bank, webmail account (for
example, Gmail or Hotmail), or any other secured application.

In this chapter, we will discuss these protocols, how they work, and how to use Wireshark in
order to find common errors and problems in them.



HTTP and DNS

Filtering DNS traffic

DNS is a protocol responsible for resolving names to the IP addresses. In this recipe, we will
learn how to filter important parameters that are related to the DNS service.

Getting ready

When suspecting a network problem, port mirror the suspected server or install Wireshark on
it, then, start capturing the data.

How to do it...

There are some common filters that will assist you in troubleshooting DNS problems. The
common display filters are given as follows:

» The basic filter is simply for filtering DNS traffic. The filter is dns.
o For filtering only DNS queries we have dns.flags.response ==

o For filtering only DNS responses we have dns.flags.response == 1
u Wireshark: Filter Expression - Profile: Wireless & 9 ;__ Sl a Lﬂw
Field name Relation Value (Boolean)

= is present 1

= DNS - Domain Name Service

dns.length - Length (Length of DNS-over-TCP request or resg Edehne Maes

dns.flags - Flags

I dns.flags.response - Response (Is the message a response?) Message is a query

dns.flags.opcode - Opcode (Operation code)
dns.flags.authoritative - Authoritative (Is the server is an auth

dns.flags.conflict - Conflict (Did we receive multiple response ~
r 1 r

» Forfiltering error codes, we have the following filters:

o No error (rcode—reply code), we have dns.flags.rcode == 0,
marked in the following screenshot




o No such name, we have dns.Tlags.rcode

ﬁﬁmﬁﬂu B <o

Field name

dns.flags.response - Response (Is the message
dns.flags.opcode - Opcode (Operation code)
dns.flags.authoritative - Authoritative (Is the st

dns.flags.truncated - Truncated (Is the messag
dns.flags.recdesired - Recursion desired (Do qt
dns.flags.tentative - Tentative (Is the responde
dns.flags.recavail - Recursion available (Can th
dns.flags.z - Z (Z flag)

dns.flags.authenticated - Answer authenticate
dns.flags.checkdisable - Non-authenticated d:

Relation

= is present

—.|== I Predefined valuds:

dns.flags.conflict - Conflict (Did we receive mt -

b—

dns.flags.rcode - Reply code

>

>

dns.id - Transaction ID (Identification of transz

dns.qry.type - Type (Query Type)
dns.qry.class - Class (Query Class)

Anr ane a0 Anactinn (01 flaa
m | »

For search problems, we have the following filters:

o When looking for a specific URL: This will be used, for example,
when you are not sure whether your PC is sending the DNS query,

use dns.gry.name == ""URL Name"

== 3

== 3

Value (Unsigned integer, 2 bytes)

0

Format error

Server failure

No such name

Not implemented
Refused

Name exists

RRset exists

RRset does not exist
Not authoritative
Name out of zone

- m

Range (offset:length)

===
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o When looking for a query that contains a specific URL: For this case
we have dns.gry.name contains ""URL Name"

For filtering DNS Opcodes (standard query or other requests or notifications),

we have the following filters:

o Forfiltering only standard queries: dns.Tlags.opcode == (
o Forfiltering only inverse queries: dns.Tlags.opcode == 1
o Forfiltering server status requests: dns.tlags.opcode == 2
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>

o Forfiltering zone change notifications: dns.Tlags.opcode ==

o Forfiltering dynamic updates: dns.Tlags.opcode ==

Field name

& DNP 3.0 - Distributed Network Protocol 3.0 =
= DNS - Domain Name Senvice

dns.length - Length (Length of DNS-over-TCP
dnsflags - Flags

dns.flags.opcode - Opcode (Operation code)
dns.flags.authornitative - Authoritative (Is the s
dns flags.conflict - Conflict (Did we recerve mu
dns.flags.truncated - Truncated (Is the messag

dns.flags.recdesired - Recurnion desired (Do o
m L

Relation

is present

Value (Unsigned integer, 2 bytes)
0
Predefined values:

Standard query
Inverse query
Server status request
Zone change notification
Dynamic update

Range (affset:length)

[ox [ e |

For querying the query types (recursive/non-recursive):

o For recursive query we have dns.Tlags.recdesired == 1

o For non-recursive query we have dns.flags.recdesired == (O

= DNS - Demain Name Service
dns.length - Length (Length of DNS-over-TCP request or response_|

Field name

[® DNP 3.0 - Distributed Network Protocol 3.0 o

dns.flags - Flags

dns.flags.response - Response (Is the message a response?)
dns.flags.opcode - Opcode (Operation code)
dns.flags.authoritative - Authoritative (Is the server is an authority -
dns.flags.conflict - Conflict (Did we receive multiple responses to &
dns.flags.truncated - Tr ted (Is the ge tr ted?)

dns.flags.recdesired - Recursion desired (Do query recursively?) I—

dns.flags.tentative - Tentative (Is the responder authoritative for th
dns.flags.recavail - Recursion available (Can the server do recursive

dns.flags.z - Z (Z flag) -

it | ]

Relation

is present

Value (Boolean)
1

Predefined values:
Do query recursively

Don't do query recursively

Range (offset:length)

[ o | [ Gancel —[

All other display filters can be found by clicking on the expression button on the right-hand
side of the display filter window at the top of the Wireshark window.
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Display filters are described in depth in Chapter 3, Using Display Filters. As described in Chapter
3, Using Display Filters, you can do one of the following things to filter DNS parameters:

» Click on the expression button on the right to the display filter window, and choose
the required filter from DNS

» Go to the packet details, right-click on the required field, and choose Apply a filter or
Prepare a filter

» Simply write the filter string in the filter window at the top of the Wireshark window

There's more...

DNS is quite a complicated protocol, and the purpose of this chapter is to provide methods to
resolve common problems with this protocol and implementation. Not all filters are mentioned
here; a full list of DNS filters can be found at http://www.wireshark.org/docs/
dfref/d/dns.html.

Analyzing regular DNS operations

In this recipe, we will see how to find out if DNS is working properly or not. We will see some
scenarios of DNS operations, and what can go wrong.

Getting ready

Open Wireshark and start capturing data. You should mirror a device that is using DNS,
or the DNS server itself.

How to do it...

Connect Wireshark to the LAN switch attached to the monitored device, and configure
port mirror to the device from which you suspect the problem is coming. Go through
the following steps:
1. In case of user complains, configure the port mirror for monitoring the user device.
2. In case of a general problem in the network, configure port mirror to the DNS server:
o When the DNS server is configured on the internal server, configure port
mirror on the server

o When the DNS server is configured on external server, configure port mirror
to the link that connects you to the Internet
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DNS is the major protocol used for name resolution, and it is used when browsing the Internet.
It is also used for working in the organization network. The DNS standards describe three
functionalities:

» Namespace which is what DNS names look like, and how they are allocated

» The name registration process, that is, how we register DNS names and how they
are forwarded through the DNS servers' network

» The resolving process, that is, how names are resolved to the IP addresses

In this recipe we will focus on the third subject, that is, what happens when we browse the
Internet, send or receive e-mails, or access internal servers in our organization. The basic
DNS operation is shown in the following diagram:

DNS operation

User programs (web browser, mail client, and many others) interact with the DNS server
through a resolver, which is also a part of the operating system. The resolver interacts with
external name server that provide it with the required IPs (the name server can be local or
remote; it is external to the resolver). The way the user queries the DNS server is OS specific.
DNS queries and responses are sent and received between the resolver and the name server.

| Local Host : :_ Foreign :
! |
[ User queries _ Queries : | :
| P ! .
|| User - 11| Foreign |,
I | Program | User responses esolver Responses: I ame !
I < ; Server I
| : | :
! |
Cache I I
! |
| additions References : ! :
! |
| ..m ! | |
: L . ) L -« : I /:
|
I User Programs The DNS System | | !
| |
_________________________ U |
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The local name server is usually located in the organization network, and interacts with the
DNS server of your ISP. In the case of a home or a small office network, your DNS server can
be configured on the router that connects you to the Internet, or directly to the DNS server of
your ISP:

» When the DNS server is on the router, you query the DNS on the router that queries
your ISP DNS
» When your DNS is located on the ISP network, you query the DNS server directly

DNS namespace

The DNS namespace is based on a hierarchical tree structure, as presented in the next
diagram. The structure is as follows:

» The network of root servers (http://www. iana.org/domains/root/servers).

» The network of Top Level Domain servers (TLDs) (http://www. iana.org/
domains/root/db).

» Each top-level domain has name servers similar to that of IANA administers. Top-
level domains contain second-level domains. TLDs are the highest-level servers, for
example, country servers as illustrated in the next diagram.

» Second Level Domains (SLDs) contain the domains and names for organizations and
countries. The names in second-level domains are administered by the organization
or country specified.

root } “root” zone

org net edu com il uk\ }TLDs and ccTLDs
A S
harvard ucb berkeley bu mit ac co }2LDs
Legend:
TLD - Top Level Domain
ccTLD - Country Code TLD
nLD - n Level Domain

haas coe bcnm bnrc }BLDs
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There are some important definitions, as shown in following diagram:

>

>

Domain: It constitutes all branches under ndi-com.com, in this case a second
level domain

Zone: It is a contiguous portion of a DNS domain in the DNS namespace, whose
database records exist and are managed in a particular DNS database file stored
on one or multiple DNS servers

com ndi-com.com domain)

/N

ndi-com

( dev.ndi-com.com zone ) ( mar.ndi-com.com zone |

emea aspa na emea aspa

The resolving process
There are two reasons for using DNS servers:

>

>

The first reason is that it is used for internal communication in your organization.
In this case, you have a DNS server in your organization, which resolves the IP
addresses to names in your organization.

It is used for connecting to the Internet, browsing, sending mails, and so on.

When both services are used, you will send the DNS query to your organization server, which
will send the query to the Internet. For example, when you want to get to a local server in

your organization, you will send a DNS query to the local DNS, and you will get the server IP.
When you browse a website on the Internet, your local DNS server forwards the request to the
external DNS, for example, the ISP DNS.

Is it the correct DNS server you have configured? Theoretically, when you connect to the
Internet, you can configure any DNS server in the world. Usually, the best DNS server to use is
the nearest one. In your organization, you should configure your local DNS as first priority, and
then the DNS servers of your ISP.
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There are various utilities to check the DNS response. Some of them are as follows:

» Namebench from Google (http://code.google.com/p/namebench/
downloads/detai l ?name=namebench-1_3.1-Windows .exe&can=2&q=)

» DNS Benchmark from GRC (https://www.grc.com/dns/benchmark.htm)

In the test result, you should get a good response time for your configured DNS servers.
If not, change them.

There's more...

When a process on the end device is looking for the IP address of a specific name,
it interacts with the local resolver that goes out to the DNS servers. When the DNS
server does not find the entry you are looking for in its database, it can respond in
two ways—recursive or iterative:

» Recursive mode: In this mode, when the application (for example, a web browser)
wants to resolve the name of the website www . packtpub . com, it sends a DNS
request to the local DNS server (marked as 1 in the following diagram). The local
DNS server sends the request to a root server (marked as 2 and 3 in the following
diagram), then to the TLD (marked as 3 and 4 in the following diagram), and finally to
the authoritative server of www . packtpub.com, which gives us the required address
(marked as 6 and 7 in the following diagram). Then, the local DNS server sends us
the required address (marked as 8 in the following diagram). In each one of the
responses, the resolver gets the DNS to query in the next step.

Recursive Mode o
L RootDNS

.~ N

-

3
@ 4 ‘ % Top Level DNS
=\ \\ f \\ /
Client
Local 6
DNS
7 y Authoritative DNS

‘\\ A“ for packtpub.com
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» Iterative mode: In this mode, a DNS client can receive a response from
the DNS server that will tell the client where to look for the requested name.
When the application (for example, a web browser) wants to browse the website
www - packtpub . com, it sends a DNS request to the local DNS server (marked as 1
in the following diagram). The local server forwards the request to a root DNS server
(marked as 2 in the following diagram). If it doesn't know the answer, it forwards the
request to the TLD (marked as 3 in the following diagram) and the authoritative DNS
(marked as 4 in the following diagram). Then, the answer is sent all the way back to
the client (marked as 5, 6, 7, and 8 in the following diagram):

A N

Root DN

Iterative Mode

@

[ Jp——
2

Client Local /
DNS 4

A

\ Y

Authoritative DNS

for packtpub.com

Top Level DNS

/
Ve
/
(«((

“

Analysing DNS problems

In the previous recipe, we saw how to identify a normal operation of DNS. In this recipe, we
will learn how to discover problematic behavior of DNS, and how to figure out its source.

Getting ready

A DNS problem can result in bad performance while browsing the Internet, slow network while
working inside the organization network, or any other performance issues. We will see how to
isolate these problems and how to find out whether it is a DNS issue or not.

How to do it...

There are two major types of problems in DNS:

» DNS cannot resolve a name

» Slow operation of DNS
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In both cases, connect your Wireshark to the network in the following order when you
suspect an Internet connectivity problem:

1. First, port mirror the PC of the customer complaining about the problem.

In this step, you will see specific problems on the PC.

Then, port mirror your DNS server. In this step, you will be able to find the
general problems that are common to the entire organization (or at least to
the part of it that has a problem).

DNS cannot resolve a name
How will you know that this is the problem?

1.

5.

You try but cannot browse the Internet, send e-mails, or perform any other operations
on the Internet.

Assuming your connectivity to the network is working properly, ping the website you
are trying to browse (for example, issue the command: ping www.packtpub.com)
and see if you get any response.
If you get a response, all is working OK.
If you don't get any response, it can be because of the following reasons:

o The website you are trying to ping blocks the ICMP requests

o The DNS server you are trying to get the data from is not functioning
To make sure that this is a DNS problem, start Wireshark and configure the DNS filter.
In case of a problem, you will see one of the following:

o When a website does not exist

o Cannot reach the DNS server

M . .
‘Q You can also use the command nslookup in the command line.

This command checks the IP of the inserted name.

When the website does not exist, you will see (example in the following screenshot):

o The DNS query and response, both with code 0x971e (the same code in
query and response indicates that this is the response to the query)

o A 346 ms delay between the DNS query and response, which means that
the response came from an overseas server (for example, browsing from
Europe when the DNS server is in Taiwan)

o The request was sent and was replied from a.dns.tw (that is, DNS server
is in Taiwan), which means that the DNS system works properly and your PC
queried one of the authoritative DNS servers for . tw

255



HTTP and DNS

o The response is No such name, which means that there is no such server

+ Ethernet n, 346mS response
+Internet Prot

 User Datagra time (2)
Domain Name System (response)

[Time: 0.346553000 seconds] |'

Transaction ID: Ox971le S Error message (4)
« Flags: 0x8183 standard query response,
Questions: 1

Answer RRs: 0
Authority RRs: 1 ]

D.uary and
response (1)

b (2c:b0:5d:40:ac:46 3
10.0.0. 138 (10 0 0 138). Dst 10.0.0. 102 (10
domain (53), Dst Port: 64016 (64016)

“ggig;‘:"“ RRs: 0 Authoritative name server
| Authoritative nameservers ‘__",’/_;'_—-\_ answering the query: a.dns.tw (3)
(tw: type SOA, class IN, mname a..dns.twl

6. When the DNS server does not respond, you will see one of the following screenshots:

o The DNS refused message: In this case, your DNS server refuses the
request. This is illustrated in the following screenshot (you will learn why
in the How it works... section):

Fieter: am = | premon. Cear aopy Save

o e Orvtragton Protoced  Lengan info

1936 0 329839 10.0.0.102 10.0.0.138 'DNS 86  Standard query Oxlc2a A suggest.search.conduit.com
0.0.0 0.0 d

1950 0.231956 10.

.0, .0.0,138
1061 N AATEAD 1A N A 122 1A A N IAY

Il aliSa L Ui L. Ul-l-l—(ﬂ
F1ags |le8185 standard query response, Refused |
= Response: Message 15 a response

= Opcode: Standard query (0)
. = Authoritative: Server is not an authority for domain
O = Truncated: Message is not truncated

........ = Recursion desired: Do query recursively
= Recursion available: Server can do recursive queries
Z: reserved (0)
Answer authent‘lcated Answerfauthomty portion was not authenticated by the server

Query response:
Refused
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o The DNS consecutive queries: In this case, the DNS server simply does not
answer. This is illustrated in the following screenshot:

Filter: dns -"Expre;s\ﬂn‘ Clear Apply Save
ING. Time Source E ation Protocol  Length Info
11.142885 10.0.0. S0 I Standard 0x5614 A s.gateway.messenger.live.
1813 1.000038 10.0.0.102 10.0.0.138 DNS 88 Standard query 0x5614 A s.gateway.messenger.live.com
1814 0.227675 10.0.0.102 10.0.0.138 DNS 75 Standard query Oxc56f A su.ff.avast.com
1820 0.772330 10.0.0.102 10.0.0.138 DNS 88 sStandard query 0x5614 A s.gateway.messenger.live.com
1821 0.227037 10.0.0.102 10.0.0.138 DNS 75 Standard query Oxc56f A su.ff.avast.com
1822 0.999979 10.0.0.102 10.0.0.138 DNS 75 standard query Oxc56f A su.ff.avast.com
1824 0.772945 10.0.0.102 10.0.0.138 DNS 88 Standard query 0x5614 A s.gateway.messenger.live.com
1827 1.227121 10.0.0.102 10.0.0.138 DNS 75 standard query Oxc56f A su.ff.avast.com
1837 2.773089 10.0.0.102 10.0.0.138 DNS 88 standard query 0x5614 A s.gateway.messenger.live.com
Queries to: L Y )\ Y )
1) s.gateway.messenger.live.com (query code 0x5614) dns.id Query details
2) su.ff.avast.com (query code Oxc56f)

When you right-click on one of the packets in the preceding screenshot and choose
Follow UDP Stream, you will see that the DNS resolver on your PC sends several
queries (with increasing time intervals between them), and then stops. This is shown
in the next screenshot:

ip.addr eq 10.0.0.138) and (¢ T| Expression.. Clear Apply Save
Source Destination Protocol  Length  Info
10.0.0.102 10.0.0.138 DNS 88 Standard query |[Ox5614| A |s.gateway.messenger.live.com
10.0.0.102 10.0.0.138 DNS 88 Standard query |0x5614| A [s.gateway.messenger.live.com
10.0.0.102 10.0.0.138 DNS 88 Standard query |0x5614| A |s.gateway.messenger.live.com
Als
Als

10.0.0.102 10.0.0.138 DNS 88 sStandard query |Ox5614 .gateway.messenger.live.com
10.0.0.102 10.0.0.138 DNS 88 standard query |0x5614 .gateway.messenger.live.com

(some averycode

Increasing time interval

DNS slow responses
How will you know that this is the problem?
1. When you are browsing the Internet and getting very slow responses, perform the
following steps:

1. Port mirror the connection to the Internet, and check if you have any
bottleneck on the way to the Internet. You can use the 10 graphs for this
purpose, as described in Chapter 5, Using Advanced Statistics Tools.

2. Verify that you don't have a significant number of retransmissions or
duplicate ACK's indicating a connection problem.

3. Verify that you don't have any window-related problem, such as zero window
or window full.
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2. [If answers are no for the preceding checks, it might be a DNS problem. You can have
DNS problems in two cases:

[m]

[m]

When working in your organization
When connecting to the Internet

3. These issues can be resolved in two ways:

[m]

4. Watch

When facing problems in your organization, port mirror the switch port that is
connected to the DNS server

When facing problems with the Internet, port mirror the switch port that
connects your organization to the Internet

the DNS response time that you get. There are several ways to locate the

problem, and they are given as follows:

The simplest way is to right-click on a packet from a DNS query stream,

Q
choose Follow UDP Stream, and then check the time between the query
and response.

o Another way is to use |0 graphs for this purpose. In the 10 Graphs window,
choose Advanced in the Y Axis configuration and configure the filter dns.
time with AVG(*) in the Graph lines. Refer the following screenshot:

[l Wireshark 10 Graphs: BAZ monitoring 04-JUL-2013 DNS f | Wi ™wr jale | i S e Sl
a : womng (7P e
1 e e s Py e igh response time

‘ High response time |th—p\‘! B

-

1700s 1720s 1740s 1760s 1800s 1820s 1840s 1860s 1] |1960s 1980s 2000s 2020s
! »
Graphs X Axis
‘ Graph 1 ColoriFjltert Calc: AVG(®) = Style: Dot i Tick interval: 1 sec b
Graph 2] Color il Calc AVG() * | dns.time Style: Dot | ||| Pixels per tick 5 =]
|
f — 1 View as time of day
i \Graph 3 |Filter: Calci SUM(*) = Style: Line ]
] &5 [ ] o ==
| (Graph 4| Color |Filter| Calc; sum() |5} Style:|Line ',: Unit:  |Advanced.
| |Graph 5 [Filter: Calc:SUM(Y) - Style: Line Izl scate:  [Auto
Smooth: | No filter
Help || copy [ save || gose

You will get a graph of the DNS response times throughout the capture time.

In this graph, you will see that most of the response times fall below 100mSec,

which

is quite reasonable. We have two peaks that indicate a probable problem,

one at the beginning of the capture with 300 ms, and one at the end of the capture
with 450 ms.
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Reasonable times inside the organization (in a local site)
should be not more than tens of milliseconds. When
browsing the Internet, a good response time should be less
than 100 ms, while up to 200 ms is still tolerant.

There are six basic types of DNS response codes defined in RFC 1035. Additional error
codes (up to 21) were defined in later standards (RFC 2136, RFC 2671, RFC 2845,
and RFC 2930). Error codes can be found at http://tools.ietf.org/html/

rfc29294#section-2.3.

The most common codes are shown in the following table:

Error Name What is it (RFC Why it happens What to do

code 1035)

0 No error No error, everything  This signifies Be happy.

condition works fine. that everything is
working.

1 Format error The DNS server This error code In most cases,
couldn't interpret is usually shown there is nothing
the query. when the DNS to do. The DNS

server does not request will be

support DNS sent again without

extensions, for the extension.

example, EDNSO If the problem still

(RFC 2671). exists, change the
DNS server.

2 Server failure The DNS server was  This error code Configure another
not able to process  signifies that there  DNS server and
the query due to a isa probleminthe check again.
problem with the DNS server.
name server.

3 Name error This is meaningful This error code Check the domain
only for responses signifies that the name.
that are coming domain name
from authoritative requested in the
name servers. query does not

exist.
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refuses to perform
the specified
operation due to
policy reasons.

not wish to provide
the information

to the particular
requester.

A name server may
not wish to perform
a particular
operation.

Error Name What is it (RFC Why it happens What to do
code 1035)
4 Not The DNS server
Implemented does not support
the requested type
of query.
5 Refused The DNS server A name server may This occurs due

to connectivity
problems, if the
forward DNS is
not configured,
orifthereis a
problem in one of
the DNS servers
on the way.

There's more...

What DNS server should | configure? | have been asked this question many times. My answer
to this is simple—a server that is physically close to you (that is, not an overseas server), and
one that you know is efficient. An efficient server, that is, overseas will give slow responses
due to the communication lines, and a nearby non-efficient server will also give you slow
response times.

Ao
mr 0o

_|
> T o
‘ |

In the preceding graph, we see a measurement taken with the Google Namebench open
software (freeware). It shows the following details:

» Average DNS response time of 80 ms to our local DNS server (you can see it is local
from the unregistered address 10.0.0.138)
» Average response time of 100 ms to the DNS server of my ISP

» Response times of 120 ms and above to the servers located overseas
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To summarize this, it is OK to have response times of around 100 ms; and in most of the
cases, 150-200 ms will also be good enough. Don't worry if there are momentary peaks—it
can be that your resolver is querying authoritative servers on the other side of the globe.

When you open a web page that holds a lot of content, your browser can send even tens of
DNS queries. In the following screenshot, you see what happens when | open the browser to
www . cisco.com.

Filter: | dns '|Expres=.iﬂn..‘ Clear Af Save

0. Time Source Destination Protocol Info
90 4 g 138 DN

2347 67.113670 10.

X7444 A WWW.C15CO.com €

query 0
&

U 4.0, o i > E dal U & [ UAS]

0.0 «0.0.2 DNS Standard query response 0x7444 CNAME www.cisco.com.akadns.n
2361 69.122842 10.0.0.2 10.0.0.138 DNS Standard query O0x0df4 A api.webrep.avast.com
2362 69.123955 10.0.0.2 10.0.0.138 DNS Standard query Oxd485 A ap.ff.avast.com gg)
2364 69.142771 10.0,0.138 10.0.0.2 DNS Standard query response Ox0df4 A 77.234.43.95 A 77.234.43.9
2365 69.142819 10.0.0.138 10.0.0.2 DNS sStandard query response Oxd485 A 109.123.117. A 77.234.44
2369 69.201093 10.0.0.2 10.0.0.138 DNS Standard query O0x4528 A www.static-cisco.com
2397 69.272365 10.0.0.2 10.0.0.138 DNS  Standard query Oxdf38 A www.cisco.com
2398 69.294623 10.0.0.138 10.0.0.2 DNS  Standard query response Oxdf38 CNAME www.cisco.com.akadns.n
2501 69.388773 10.0.0.138 10.0.0.2 DNS Standard query response 0x4528 CNAME static-cisco.cisc
2662 69.822286 10.0.0.2 10.0.0.138 DNS Standard query Ox7cf8 A ciscosystemsinc.tt.omtrdc.net
2776 69.911815 10.0.0.138 10.0.0.2 DNS Standard query response Ox7cf8 A 70.42.13.10 66.117.23.1
3056 70.547976 10.0.0.2 10.0.0.138 DNS Standard query Ox010f A news-tags.cisco.com
3058 70.566150 10.0.0.2 10.0.0.138 DNS Standard query Ox80ac A cisco-tags.cisco.com
3059 70.567814 10.0.0.138 10.0.0.2 DNS Standard query response 0x010f A 72.163.10.14
3060 70.576567 10.0.0.2 10.0.0.138 DNS Standard query Ox4468 A cisco.ll2.207.net
3066 70.584723 10.0.0.138 10.0.0.2 DNS Standard query response 0x80ac A 72.163.10.10
3073 70.595827 10.0,0.138 10.0.0.2 DNS Standard query response 0x4468 A 66.235.139.110 A 66.235.13
3122 71.153544 10.0.0.2 10.0.0.138 DNS Standard query Oxfc4l A tools.cisco.com
3128 71.218031 10.0.0.2 10.0.0.138 DNS Standard query 0x9dOc A products.mcisco.com Q
3129 71.218284 10.0.0.2 10.0.0.138 DNS Standard query Ox130c A newsroom.cisco.com
3138 71.348653 10.0.0.138 10.0.0.2 DNS Standard query response Oxfc4l A 72.163.4.38
3140 71.376504 10.0.0.2 10.0.0.138 DNS Standard query Oxd077 A ciscocommunities.jive-mobile.com

It starts with a DNS query to the A record of www.cisco.com (marked as 1 in the
preceding screenshot), then a query to ap. ff.avast.com (marked as 2 in the preceding
screenshot), which is the web shield server of Avast antivirus, to www.static-cisco.com
(marked as 3 in the preceding screenshot), ciscosystems.tt.omtrdc.net (marked as
4 in the preceding screenshot), news (marked as 5 in the preceding screenshot), products
(marked as 6 in the preceding screenshot), and newsroom (marked as 7 in the preceding
screenshot) sites.
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When we look at the response time graph (shown in the next screenshot), we see that the
DNS response times are up to 600 ms. This explains why it took a few seconds to open the
entire web page of Cisco.
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Filtering HTTP traffic

There are many filters that can be configured for HTTP. In this recipe, | will concentrate on the
display filters that are mostly used in this context.

Getting ready

Configure port-mirror as described in previous recipes, and take a quick look at Chapter 2,
Using Capture Filters.

How to do it...

To configure HTTP filters, you can write the filter expression directly in the display window
bar; open the expression window and choose the HTTP parameters by right-clicking on the
required parameter in the packet pane (as described in Chapter 3, Using Display Filters).

There are various filters that can be configured on HTTP:

» Name-based filters
o Requests to a specific website: http.host == "www.packtpub.com

o Requests to the websites containing the word PacktPub: http.host
contains "packt.pub”

o Requests that were forwarded from PacktPub: http.referer ==
"http://www.packtpub.com/"
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» Request methods filters

[m]

[m]

[m]

[m]

All GET requests: http.request.method == GET
All HTTP requests: http.request
All HTTP responses: http.response

All HTTP requests that are not GET: http.request and not http.
request.method == GET

» Error codes filters

a1

Q

[m]

HTTP error responses (code 4xx for client errors, code 5xx for server errors):
http.response.code >= 400

HTTP client error responses: http.response.code >= 400 and http.
response.code <= 499

HTTP server error responses: http.response.code >= 500 and http.
response.code <= 599

HTTP response code 404 (not found): http.response.code == 404

When you configure a simple filter such as http.host == packtpub,
you don't need to close it in the **** characters. If you need a more complex
string such as packtpub\r\n, or a string of several words, then you will
need to close it in ****, for example, ""http.host == packtpub\r\n".

Let us see some details on HTTP.

HTTP methods

The main HTTP requests methods were published in RFCs 2616. There are additional HTTP
methods that were standardized over the years. Additional methods were added later by

updates to RFC 2616 (2817, 5785, 6266, and 6585) and additional standards (RFC 2518,
3252, 5789).

These are the basic methods as described in RFC 2612:

» OPTIONS: This is used for client request to determine the capabilities of a web server.

» GET: This is used when we request a URL.

» HEAD: This is like GET, but the server should not return a message body in
the response.
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POST: This is used to send data to the server. For example, when using webmail,
it will be used to send e-mail commands.

DELETE: This is used to request the server to delete a resource identified by the
Request-URI.

PUT: This is used to request that the enclosed entity be stored under the Request-URI
attached to the request.

TRACE: This is used to request a remote, application-layer loopback of the
request message.

CONNECT: This is used to connect to a proxy device.

Status codes
These are the categories of message codes that are standardized by HTTP:

Category Category name What is it for

Ixx Informational Provides general information, without any indication
of failure or success

2XX Success Indicates that the action requested by the client was
received, accepted, and processed successfully

3XX Redirection Indicates that further action should be taken by the
user agent to fulfill the request

4XX Client error Indicates a client error

5xX Server error Indicates a server error

Afull

list of HTTP status codes can be found at http://www. iana.org/assignments/

http-status-codes/http-status-codes.xhtml.
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There's more...

In some cases, you will see a line called Line-based text data: text/html under the HTTP line
in the packet details pane. It is shown in the following screenshot:

fio. Time Source Destination Protocol _Infa .
: / HTTP HTTP/1.1 404 NOT Found
= - e

. HYPEerTexXT IransrTer rrotocol
[ Cine-based text data: text/html ] (1)
<TDO PE HTML PUBLIC "-//W3C, HTML 4.01//EN" "http://www.w3.org/TR/html4/strict.dtd">\r\n
<HTML><HEAD><TITLE>The page cannot be found</TITLE>\r\n
<META HTTP-EQUIV="Content-Type" Content="text/html; charset=Windows-1252">\r\n
<STYLE type="text/css">\r\n
BoDY { font: 8pt/12pt verdana }\r\n
H1 { font: 13pt/15pt verdana }\r\n
H2 { font: 8pt/l2pt verdana Hr\n
A:1ink { color: red }\r\n
A:visited { color: maroon }\r\n
</STYLE>\r\n
</HEAD><BODY><TABLE width=500 border=0 cellspacing=10><TR><TD>\r\n
\r\n
<h1l>The page cannot be found</hl>\r\n
[The page you are looking for might have been removed, had its name changed, or is temporarily unavailable.\r\n] (:)
<hr>\r\n

<p>Please try the following:</p>\ri\n

<ul>\r\n

<1i>Make sure that the Web site address displayed in the address bar of your browser is spelled and formatted correc|
<1i>If you reached this page by clicking a 1ink, contact\r\n

the Web site administrator to alert them that the link is incorrectly formatted.\r\n

S e

You will see the Line-based text data right beneath to the HTTP line in the packet details
pane (marked as 1 in the preceding screenshot). Below this, you will see some explanations
(marked as 2 and 3 in the preceding screenshot) for what could be the reason for the error.

Configuring HTTP preferences

There are some preferences that you can change when working with HTTP. Let's see what
they are.

Getting ready

Start Wireshark and go to the next section.
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How to do it...

1. Choose Edit | Preferences.

2. Under Protocols, select HTTP. You will get the following window:

I Vs Preferences - Profie Wireiess R S0 S o = |
Av_eL
| e “ | Hypertext Transfer Protocol
Liies Reassemble HTTP headers spanning multiple TCP segments: [
HDFSDATA Reassemble HTTP bodies spanning multiple TCP segments: ¥
HNBAP Reassemble chunked transfer-coded bodies: [/
HP_ERM Uncompress entity bodies: [
HTTP TCP Ports: | 80,2128,3122,5085,8080,8088,11371,1900,28
12¢
IcMP SSL/TLS Ports: 443
IEEE 802.11 C Custom HTTP headers fields: Edit...
IEEE 802154 3
I ISON X,
‘l _ Help | ] [ eply | [ cancel

o By default, the upper four rows are checked. These are options that
reassemble the HTTP headers and body when fragmentation is performed

on the lower layers.

o Inthe TCP Ports field, you will get a list of the port numbers that Wireshark
will dissect as HTTP. In this list, you see the default port 80, ports 8080
and 8088 that are usually used for proxies, and others. In case you have an
application working with HTTP with a port that is not listed, add it here.

o The same with HTTPS—the default is 443 (that is for Secured HTTP, or HTTP
over SSL/TLS). In case you use another port, add it here.

Custom HTTP headers fields

Custom HTTP headers fields enable us to create a new HTTP display filters under the http.

header filter.
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Let's look at the example in the following screenshot:

e e LS RS G RS

41642 822.20741587. 248.210. 250 10.0.0.9 HTTP/HTTP/1.1 200 OK
AL AD OO ANTONTIOT A0 1A ACH 14N A NN Exalal lrtdmm o 3999C Far.

= [Expert Info (Chat/Sequence): HTTP/1.1 200 ok\r\n]
Request version: HTTP/1.1
Status Code: 200
Response Phrase: OK

Content-Type: text/xml\r\n

z‘f':gpt:ggsgizf Field we want to configure

sarver:

Microso a display filter for

Age: 88482\r\n
t 2011 09:20:49 GMT\r\n
Last-mModified: wed, 01 Sep 2010 11:21:50 GMT\ryn

= Content-Length: 72\r\n

Connection: keep-alive
\r\n
< extensible Markup

I il

Ot[. Text item (text), 12 bytes P...  Profile: Wireless

Now it is only text

For creating a new HTTP display filter under the http.header filter, perform the
following steps:

1. Inthe HTTP preferences window (marked as 1 in the following screenshot),
click on the Edit button in Custom HTTP headers fields.

Hypertext Transter Protocol

H501
4 H24E Reassembile HTTP headers spanning multiple TCP segments ¥
H263P R HTTP bodies multiple TCP seg: ¥
H264 Reassemble chunied transter-coded bodies: ¥
HAZELCAST Uncompeess entity bodies
HOL_ACL 5
1 z
HDCA2 TCPPorts  80.3128.3132.5985,8080,8088,11371.2860.27
HDFS SSLMS Ports 443
T
HOFSDATA 3 cmmHn?mdehkll_ Ean. ]] @
HNBAP T
U Infiniband SDP |
) POC
Al Costom HTTP headors s Tatde - Protie: Wontess m} . .
| Ok || Aeply || Cancel |
Feadel name Fasd e

@ | B Custom HTTP he.. el DS
Header name: Age @

— Field desc: |Aging time of .... |
[ OK ” Cancel ]

ot [ oo |[ e ]
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2. Click on New (marked as 2 in the preceding screenshot).

3. In Header name, enter the name of the filter to be used in extension to http.
header (marked as 3 in the preceding screenshot).

For example, if you want to configure a filter on the Age parameter, type the
name Age in the Header name field (case sensitive!).

4. Inthe Field desc field, type any description that will remind you what you
have configured.

For example, type Aging time of ... (any description will do, it is just a note).

5. Click on OK.
6. Inthe Display Filter textbox, you will be able to use the http.header .Age filter.

For example, you will be able to configure the display filter http.header.Age that
contains 88482 that will give you all the packets with the Age field that contains the
requested number

1
‘Q This filter configuration is mostly used when you are using proprietary

parameters in the HTTP header, and you want to filter accordingly.

7. You can configure many additional filters with this option.

The reassembly feature is important because there are some cases in which IP fragmentation
is used, and therefore the TCP message is also segmented. Marking the reassembly options
simply tells the Wireshark to reassemble the monitored packets (what the receiver side is
doing and therefore is able to understand it).

There's more...

Usually Wireshark shows dissected packets with port 80 as HTTP only if it sees a valid HTTP
header. If you want to see all port 80 packets as HTTP, perform the following steps:

1. Go to Preferences, and choose TCP in Protocols.

2. Uncheck/disable Allow dissector to reassemble TCP streams.
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Analyzing HTTP problems

The bottom line is, of course, how to analyze the HTTP problems. This is what this recipe is
all about. HTTP problems can happen because of a slow server or client, TCP performance
issues, and some other reasons that we will see in this recipe.

Getting ready

When you experience bad performance while browsing the Internet, connect the Wireshark
with port mirror to the PC that experiences the problem, and when it is the whole network
that suffers from bad performance, port mirror the connection to the Internet.

How to do it...

There can be various reasons for a slow browsing problem, and we'll try to figure it out step-by-
step. The steps are given as follows:

1. First, check that you don't simply have loaded line to the Internet, high error rate
on the communications line, or any of these obvious issues that cause most of the
problems (see Chapter 4, Using Basic Statistics Tools and Chapter 5, Using Advanced
Statistics Tools for further details).

2. To negate a TCP issue (as explained in detail in Chapter 9, UDP/TCP Analysis), check
the following details:

o Inthe Expert info window, you don't get too many retransmissions and
duplicate ACKs (up to 0.5-0.8 percent is still tolerable).

o Make sure that you don't get resets on the HTTP connections. It might be due
to firewalls or site restrictions.

3. Make sure that you don't get the following DNS problems:
o Slow response time, as described earlier in this chapter

o Names are not found, not correct, and so on

4. If none of these apply, well, let's dig in to HTTP.

Don't forget to look at the network and IT environment as a whole.
You cannot separate TCP from HTTP, or the DNS problems from the

Q‘ slow browsing of applications. It can be that you have a very slow
HTTP server; and because of its slow responses, you will get TCP
retransmissions. Or, because of the slow DNS server, you will get a
web page that opens after many seconds. Just go step- by-step and
isolate the problems.
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When you open a web page for the first time, it can take a few seconds. In this case, you
should check the following conditions:

Check if the line is not loaded.

Check the delay on the line (a ping to the website will do the job).

Look for error codes. Usually you will see the reason for the error on the browser,
but not always.

4. Configure the filter http.response >= 400 and see how many errors you get. In
the following sections, we see several examples of what you should pay attention to.

Informational codes

Code Status Explanation What to do
100 Continue Request completed successfully and the -
session can continue.
101 Switching The server is changing to a different -
protocols HTTP version. It will be followed by an
Upgrade header.

Success codes

Code Status Explanation What to do
200 OK Standard OK response. -
201 Created The request has been fulfilled and a new -
resource has been created.
202 Accepted The request was accepted and is still in -
process.
203 Non- The request was received with content -
authoritative  from another server, and it was
information understood.
204 No content The request was received and -

understood, and the answer that is sent
back has no content.

205 Reset This is a server request to the client to -
content reset the data that was sent to it.

206 Partial Response for a partial document -
content request.
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Code Status Explanation What to do
300 Multiple The requested address refers to more
choices than one file. It can happen, for example,
when the resource has been removed,
and the response provides a list of
potential locations for it.
301 Moved The requested resource has been moved
permanently  permanently. Future requests should be
forwarded to the attached URI.
302 Moved Usually, you will
temporarily Page has been moved temporarily, and see a Found
. . . code, and then
(found) the new URL is available. Usually, you will
be automatically forwarded another GET
y ’ to the URL
303 See other The response to the request can be
found in a different URI. It should be
retrieved using an HTTP GET to that
resource.
304 Not modified  When a request header includes an
if modified since parameter, this
code will be returned if the file has not
changed since that date.
305 Use proxy The requested resource must be Check what
accessed through a proxy. proxy is required

Client errors

Code Status Explanation What to do
400 Bad request The request could not be Check the website
understood by the server due to address. This can also
a syntax problem. The request happen due to a site error.
should be modified by the client
before resending to it.
401 Authorization The client is denied access due Check your username and
required to the lack of authentication password.
codes.
402 Payment Reserved for future use.
required
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Code Status Explanation What to do

403 Forbidden The client is not allowed to seea  Check the credentials.
specific file. This can be due to Also, there are fewer
the server access limit. chances that the server

is loaded.

404 Not found The requested resource could This can be because the
not be found. resource was deleted, or

it never existed before. It
can also be due to URL
misspellings.

405 Method not The method you are using to
allowed access the file is not supported

or not allowed by the resource.

406 Not acceptable Content generated by the Check/update your
resource is not acceptable browser.
according to the client request.

407 Proxy Request authentication is The client must first
authentication  required before it can be authenticate itself with the
required performed. proxy.

408 Request timed It took the server longer than Check response time and
out the allowed time to process the load on the network.

request.

409 Conflict The request submitted by the Can be because you try to
client cannot be completed upload a file that is older
because it conflicts with some that the existing one or
established rules. similar problems. Check

what the client is trying
to do.

410 Gone The URL requested by the client Usually this is a server
is no longer available from that problem. It can be due to
system. a file that was deleted or

location was forwarded to
a new location.

411 Content length  The request is missing its Compatibility issue on a
required Content-Length header. website. Change/update

your browser.
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Code Status Explanation What to do
412 Precondition The client has not set up a Compatibility issue on a
failed configuration that is required for  website. Change/update
the file to be delivered. your browser.
413 Request entity  The requested file was too bigto  Server limitation.
too long process.
414 Request URI The address you entered was Server limitation.
too long overly long for the server.
415 Unsupported The file type of the request is not  Server limitation.
media type supported.

A simple example for a client error is presented in the following screenshot. To get to this
window, perform the following steps:

1. Right-click on the packet with the error code.
2. Choose Follow TCP stream. You will get the following window:

1
GET /poker-client/broadcast.htm HTTP/1.1

Ccept: image/git, image/jpeg, image/pjpeg, image/pjpeg, application/x-shockwave-flash, application
x-ms-application, application/x-ms-xbap, application/vnd.ms-xpsdocument, application/xaml+xml,
applicati = i i = i 1Ef510n/msword, T

: |http: //www. 888poker. com/poker-client/promotions. htm
Accept-Language: en-us

Accept-Encoding: gzip, deflate

User-agent: Mozilla/4.0 (compatible; MSIE 7.0; windows NT 5.1; Trident/4.0; GTB7.1; Mozilla/4.0
(compatible; MSIE 6.0; windows NT 5.1; Svl1) ; .NET CLR 1.1.4322; .NET CLR 2.0.50727;
OfgiceLiveCcnnector.l.S; officeLivePatch.0.0; .NET CLR 3.0.4506.2152; .NET CLR 3.5.30729;
InfoPath

Host: |www.888poker.com (;)
HTTP/1.1 404 Not Found |(4

Date: sun, 16 OC OIT 09:11:58 GMT
server: Microsoft-IIS/6.0
srv: 2344432

3. You can see the following conditions:
o |tried to browse the URI /poker-client/broadcast.htm (marked as 1
and 3 in the preceding screenshot)

o The URI was forwarded by the referrer: http://www.888poker.com/
poker-client/promotions.htm (marked as 2 in the preceding
screenshot)

o The status code was 404 Not Found (marked as 4 in the preceding
screenshot)

Just to clarify things, | was not playing Poker, | was working on a networking problem.
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Server errors

Code Status Explanation What to do
500 Internal The web server encountered Response that is
server error an unexpected condition that usually caused by a
prevented it from carrying out the problem in your Perl
client request for access to the code when a CGl
requested URL. program is run.
501 Not The request cannot be executed by A server problem.
implemented the server.
502 Bad gateway The server you're trying to reach is A server problem.
sending back errors.
503 Service The service or file that is being A server problem.
unavailable requested is not currently available.
504 Gateway The gateway has timed out. This Server is down or
timeout message is like the 408 timeout nonresponsive.
error, but this one occurs at the
gateway of the server.
505 HTTP version The HTTP protocol version thatyou  Server does not
not supported  want to use for communicating with  support the HTTP
the server is not supported by it. version.

You can get service unavailable (code 503) status due to various reasons. In the following

example there is a small office that has the following complaint: they can browse Facebook, but
the moment they click on a link on this site, they get the new page as blocked. In the following

screenshot, you can see that the problem was simply a firewall that blocked it (obviously).

Filter. tcp.stream eg 100

Source
212.235.1.102
10.0.0.6
212.235.1.102

io Time

1575 31.681519

1579 31.683136

1649 31.758104
650 31.758727

* | Expression.. Clear A Save

Protocol
HTTP
HTTP
HTTP

Destination

10.0.0.6
212.235.1.102
10.0.0.6

- WTTP/1.1[503 service unavai

Infa
HTTP/1.1 304 Not Modified

acebooklag .
HTTP/l.l 503 Service Unavailable

Table\rin |«

connection: Close\ryn

« Content-Length: 556\r\n
\rin

Content-Type: text/html\r\n

Line-based text data: text/html
<HTML><HEAD><TITLE>Web Site Blocked</TITLE>\r\n
</HEAD>\r\n
<BODY text=#ffffff bgColor=#000000>\r\n
<P><BR><BR><BR></P>\r\n
<TABLE height=1 width=100% bgColor=#ff0000 border=0>\r\n
<TR>\r\n
<TD>&nbsp; </TD></TR></TABLE>\r\n

The reason for the services
unavailability ....

<P><BR></P>\r\n
<P align=center><FONT size:S*web Site Blocked by NETGEAR Fire

wa11</FONT></P>\r\n|

<P><RR5></Py\r\n

Q1
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In standard HTTP browsing, you should see a very simple pattern as follows:

1. TCP opens the connection (three-way handshake).
2. HTTP sends a GET command.
3. Data is downloaded to your browser.

In most cases, opening a web page will open multiple connections—in
\ many cases, tens of them. For example, when you open a newspage
~ (www.cnn.com, www.foxnews.com, www.bbc.co.uk), it
Q opens the main page, news bars, commercials, temperature window,
connections to other sites, and more. Don't be surprised if a single page
will open nearly a hundred connections, or even more.

In case of a web page that opens multiple connections (as most web pages do), each
connection requires a DNS query, response, TCP SYN-SYN/ACK-ACK, and HTTP GET;
only then the data will start to appear on your screen.

There's more...

When you don't see anything in the packet details pane, right-click on a packet and choose
Follow TCP stream. This will give you a detailed window, (as in the preceding screenshot)
which provides you with a lot of data for the connection.

Another tool that is widely used for HTTP is Fiddler. It can be found at http://fiddler2.
com/. Fiddler is a free tool that is planned for HTTP debugging. It is not in the scope of
this book.

Exporting HTTP objects

Exporting HTTP objects is a simple feature for exporting HTTP statistics—websites and files
accessed by HTTP.

Getting ready

To export HTTP objects, choose File | Export Objects | HTTP.
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How to do it...

To export HTTP objects, follow these steps:

1. You can use this feature when capture is running, or you can save the captured file.

You will get the following window:

BackernumHosmane Content Type
905 suggest.search.conduitcom text/javascript
917 suggest.search.conduit.com text/javascript
922 suggest.search.conduitcom text/javascript
926 suggest.search.conduit.com text/javascript
929 suggest.search.conduit.com text/javascript
936 suggest.search.conduitcom text/javascript
946 suggest.search.conduitcom text/javascript
959 suggest.search.conduit.com text/javascript
968 news-tags.cisco.com image/gif
971 cisco-tags.cisco.com image/gif
973 wWww.Cisco.com text/plain
975 WWW.CiSC0.com image/qgif
1019  www.ndi-com.com text/html
1022 www.ndi-com.com text/html
1052 www.ndi-com.com image/jpeg
1072 www.ndi-com.com image/jpeg

. 1no|;:l wasnsr el mame meen imaamafimas

P Help ]

Bytes
68

18

19

20

21

22

24

25

85

85

0

85
23527
1635
10549
11499

£A20

Filenames s it
Suggest.ashx?g=www.ndi

Suggest.ashx?g=www.ndi-
Suggest.ashx?q=www.ndi-c
Suggest.ashx?g=www.ndi-co
Suggest.ashx?q=www.ndi-com
Suggest.ashx?g=www.ndi-com. =
Suggest.ashx?q=www.ndi-com.co
Suggest.ashx?g=www.ndi-com.com
flashtag.gif?Log=1&vs_event=impression&wvs_base
ntpagetag.gif?js=18&1ts=1373220804863443&Ic=ht
flashtag.txt?Log=18&uvs_event=impression8wvs_base|
ntpagetag.gif?js=1&ts=1373220804863443&Ic=ht

\

checkform,js

0011jpg

Wireshark%20example.jpg

2 N2 mmm

»
Save As :'Sa\reAll | Cancel
|

2. From here you can get a list of the websites that were accessed, including the
files that were accessed in each one of them. You can see the website, file types,

size, and names.

3. You can use the Save As or Save All buttons for saving the data in a file.

4. In the Content Type column, you will see the following contents:

o Text: text/plain, text/html, text/javascript—if it's a JavaScript, check
what it is, it might be a security risk

o Images: image/jpeg, image/gif, and other types of images—you can

open it with a viewer

o Applications: application/json, application/javascript, and other types

of applications

o Any other text file discovered by Wireshark
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M For the export HTTP objects feature to work, first go to TCP preferences
Q and enable TCP packets reassembly (allow subdissector to reassemble
TCP streams).

You will get a directory with all the objects captured in the capture file. Objects can be pictures
(for example, packet 1052 and 1057 in the preceding screenshot), text (packets 1019, 1022,
and others in the preceding screenshot), and others.

How it works...

This feature scans HTTP streams in the currently opened capture file or the running capture,
takes reassembled objects such as HTML documents, image files, executable files, and other
readable formats, and lets you save them to a disk. The saved objects can then be opened
with the proper viewer, or they can be executed in the case of executable files just by clicking
on them. This feature can be helpful for various purposes, including eavesdropping and saving
objects for backup (for example, files that were sent through e-mails).

There's more...

You have several pieces of software that perform the same things graphically, some of them
are as follows:

» Xplico (http://www.xplico.org/)

» NetworkMiner (http://www._netresec.com/?page=NetworkMiner)

M When you see an unknown website with an application that you don't
Q know, and a filename that looks suspicious—Goog]e it; it might be a risk
(we will get back to this in Chapter 14, Understanding Network Security).

HTTP flow analysis and the Follow TCP

Stream window

The Follow TCP Stream feature that was discussed in brief earlier in the book is a very helpful
feature that can help you with in-depth understanding of the TCP flows that are captured when
you monitor the network. In this recipe, we will see some of its advantages.
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Getting ready

Port mirror the device or link you want to monitor and start packet capture.

How to do it

1.
2.
3.

4.
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For opening the Follow TCP Stream window, perform the following steps:
Right-click on one of the packets in the stream you want to view.

The stream you choose is filtered by the Wireshark. You will see this in the display
filter bar that will show you the number of stream in the capture. You will get the
following window:

W roiowTcP steom W TS & T B SRET @FT S W [y =]
( Stream Content

GET_/web/Fu/Ttc/h/hopa, responsive.botton. 1.0.min.is TTP/1.1 ©)
Host WWW C1 SCO com

a Wi
Gecko/20100101 F1refox/22 0
Accept: */¥
I Accept- Language en -US, en q=0.5

A I nd

Referer: htt- www c1sco com/
Cookie: CP_GUTC= .92.1373026128236706
Connection: keep —alive

If-None-Match: "4de835a8b4000"

HTTP/1.1 200 OK 5
Server: Apache (6
Tag: 4de835a8ba000
Accept-Ranges: bytes

\far-w' Arrant-Enrndina 0 Data foriviat .
Entire conversation (65998 bytes) Z‘
find || saveas | print ][ ASCI EBCDIC Hex Dump C Arrays o Raw ]

| Help 1 Filter the stream out of [ Filter Out This Strearn.i
== the packet list — = -

You can see the stream details, for example:
o The GET method (marked as 1 in the preceding screenshot)
o The requested HOST (marked as 2 in the preceding screenshot)

o The client type, Mozilla Firefox in this case, (marked as 3 in the
preceding screenshot)

o The referrer, Cisco in this case, (marked as 4 in the preceding screenshot)
o The HTTP OK response (marked as 5 in the preceding screenshot)
o The server type (marked as 6 in the preceding screenshot)
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5. These are obvious examples. When having problems, or just issues to investigate,

you will be able to see many types of parameters here that will indicate the
following cases:

o Auseris using a Kazaa client (as shown in the following screenshot)
for file sharing.

ﬁ Follow TCP Stream
i

Stream Content

GET /.hash=329454144dead40a9053bde37593a5ale%ce21a38 HTTP/1.1
Host: 221.147.14.59:80

UserAgent: KazaaClient Jul 6 2002 17:-84-12
X-Kazaa-Username: Joe-Jer-il <’&] User name

X-Kazaa-Network: KazaA

X-Kazaa-IP: 192.168.130.63:3758 Internal IP address i
X-Kazaa-SupernodeIP: 68.49.207.58%80

Connection: close

| x-kazaa-Xferid: 12198818

I| X-Kazaa-Xferuid: VQEwlSDcyvERYTXFuyabIMOADU9qIM/eQhIPvpgeKX0=

1

HTTP/1.0 503 Service Unavailable
Retry-After: 189 f

X-Kazaa-Username: pandnt
|| X-Kazaa-Network: KaZzZaA ¢ ] Kazaa network B
! X-kazaa-IP: 221.147.14.59:3799

|| X-Kazaa-supernodeIP: 128.125.250.24:1355 il
Entire conversation (342 bytes) IZI i
| | |
[ mnd || saeas || pim |©asco ) EBCDIC ) Hex Dump ©.C Arrays @ Raw |

I I Filter Out This Stream ‘ [ Close I

——— =

o Inthe following screenshot, you can see a software bug. A quick Google search
shows that it is an historical one, but other bugs can be found this way.

Wroontcosiom 0 | g S— s . = el

| - Stream Content

| HTTP/1.1 403 Forbidden

f

| Connection: Keep-Alive

Ui AL L EwAU Y uJNLJLJU-ILuJ.)Uu F; > |
shs=BAQAAATW7gVNCAAAAAVUABFEIIKMSNywx9FeE3hj6uunEOXmK5Q0]5Zepcy0* |
connection: keep-alivel

Date: Thu, 24 Jan 2013 04:43:12 GM™MT

server: IBM_HTTP_Server

vary: Accept-encodi n?

Content-Encoding: gz o]

Content-Length: 17

Keep-Alive: timeout=60, max=50 3

= Ttharset=1is0-8859-1
X-Pad: avoid browser bug

T - ) a Ml mwn T s8 mBATIYT BY € r J§ 1 n =
Entire conversation (1593 bytes) =l
Eind Save As Print ASCH EBCDIC Hex Dump C Amrays & Raw
Help Fitter Out This Stream | Close ,
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6. You can also check for the following:

o Error and bugs messages

o Viruses and worms—names such as blast, probe, and Xprobe, especially
when you see them with _exe extension should ring a big warning bell
(more details about this issue will be provided in Chapter 14, Understanding
Network Security)

The Follow TCP Stream simply analyzes the TCP data from the first SYN-SYN/ACK/ACK
handshake to the end of the connection, which is indicated by RST of the FIN packets.
It also isolates the specific stream, helping us to follow the errors and problems in it.

There's more...

There are many problems that can be found and allocated using the Follow TCP Stream
feature, and it will be discussed further in the next chapters. Use this feature to isolate
a TCP stream.

Analyzing HTTPS traffic - SSL/TLS basics

HTTPS is a secure version of the HTTP. The "S" means that it is secured by Secure Socket
Layer/Transport Layer Security (SSL/TLS). It is used when you connect to your bank account,
webmail service, or any other service that runs over HTTP and requires security.

In this recipe, we will see how it works and what can fail when we are using HTTPS
communications.

Getting ready

Port mirror to the suspected device or link that forwards traffic from several devices, and start
capture. HTTPS works with the TCP port 443, and this is what we should watch.

How to do it...

To monitor HTTPS sessions, perform the following steps:

1. HTTPS session establishment can be done in four or five steps. It is described in the
How it works... section of this recipe.
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2. Watch the order of the packet in the session establishment, and make sure
the messages you get are according to the order shown in the following figure
(in brackets you'll see what should be shown in the packet):

Client Client Open connection to web server Server
(Client Hello)

@ >

Server sends it’s public key
(Server Hello)

®

Server generates private key
(Certificate, Server Key Exchange, Server Hello Done) ®
Client send a new symmetric key
(Client Key Exchange, Change Cipher Spec,
Encrypted Handshake Message)

®

Server send New Session Ticket (Optional)
(New Session Ticket, Change Cipher Spec,
Encrypted Handshake Message)

Communications starts

A
h 4

3. There are some common errors that are described in RFC 224¢6:

o close_notify: This message notifies the recipient that the sender has
finished sending messages on this connection. The session can be
resumed later.

o unexpected_message: This alert is returned if an inappropriate message
was received. This is a critical error that can indicate a bad implementation
on one of the sides.

o bad_record_mac: This alert is returned if a record is received with incorrect
Message Authentication Code (MAC). This is a critical error that can indicate
a bad implementation on one of the sides.

o decryption_failed: This alert is returned if a TLS Ciphertext was decrypted
in the wrong way. This is a critical message that can indicate a bad
implementation on one of the sides.

o record_overflow: This alert is returned if a TLS Ciphertext record was
received with a length longer than the allowed length. This is a fatal error,
and it usually indicates a bad implementation on one of the sides.
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o decompression_failure: This message indicates that a decompression
function received a wrong input. This is a critical error that can indicate
a bad implementation on one of the sides.

o handshake_failure: Reception of this alert message indicates a negotiation
error that occurred when the sender was unable to negotiate the set of
security parameters, given the options available. This is a critical error that
can indicate a bad implementation on one of the sides.

o bad_certificate: This is a certificate error. It occurs when a certificate
is corrupt, contains signatures that were not verified correctly, or any
other error.

o unsupported_certificate: This indicates that the received certificate was
not of the supported type.

o certificate_revoked: This indicates that a certificate was canceled by its
signer.

o certificate_expired: This indicates an invalid certificate or a certificate that
has expired.

o certificate_unknown: This tells that a certificate was not accepted due to
an unspecified reason.

o illegal_parameter: This tells that a field in the handshake process was out
of range or inconsistent with other fields. This is a critical error that can
indicate a bad implementation on one of the sides.

o unknown_ca: This indicates that a valid certificate was received, but was not
accepted because it couldn't be matched with a known, trusted CA. This is a
critical error, and should be checked with the certificate issuer.

o access_denied: This tells that a valid certificate was received, but it was not
approved by the access control of the receiver, and the sender decided not
to proceed with negotiation.

o decode_error: This tells that a message was too long and, therefore,
could not be decoded. This is a critical error that can indicate a bad
implementation on one of the sides.

o decrypt_error: This indicates that a handshake cryptographic operation
failed, including the ones that failed due to signature verification, key
exchange, or validation of a finished message.

o export_restriction: This tells that a negotiation which is not compliant
with export restrictions was detected.
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o protocol_version: This tells that the protocol version which the client has
attempted to negotiate is not supported.

o insufficient_security: This is returned when a negotiation has failed because
the server required ciphers with higher security than those supported by the
client.

o internal_error: This is an internal error not related to the peer of the
connection.

o user_canceled: This tells that the handshake was canceled for a reason
other than a protocol failure.

o no_renegotiation: This is sent by the client or the server in response
to a hello request after the initial handshaking.

In each one of the failures mentioned, the connection will not be established.

SSL and TLS are protocols that secure a specific application, for example, HTTP, SMTP, Telnet,
and others. SSL Versions 1, 2, and 3 were developed by Netscape in the mid 90s for their
Navigator browser, while TLS is a standard from the IETF (RFC 2246, RFC 4492, RFC 5246,
RFC 6176, and others). TLS 1.0 was first introduced in RFC 2246 in January 1999 as an
upgrade of the SSL Version 3.0 (third paragraph at http://tools.ietf.org/html/
rfc2246).

The TLS handshake protocol involves the following procedures for establishing a
TLS connection:

1.

Exchange hello messages to agree on the algorithms to work with, and exchange
random values for the key generation.

Exchange the necessary cryptographic parameters to allow the client and the server
to agree on a premaster secret key.

Exchange certificates and cryptographic information to allow the client and server
to authenticate each other.

Generate a master secret key from the premaster secret and exchanged
random values.

Allow the client and server to verify that their peer has calculated the same
security parameters and that the handshake occurred without being tampered
with by an attacker.
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These procedures are performed in the following order:

1. Select cryptographic algorithms:

[m]

[m]

The Client Hello message (marked as 1 in the following screenshot)

The Server Hello message (marked as 2 in the following screenshot)

2. Authenticate the server and exchange key (marked as 3 in the following screenshot).

3. Authenticate the client and exchange key (marked as 4 in the following screenshot).

4. Complete the handshake (marked as 5 in the following screenshot).

Mo,

157
158
159
160
161
162
163
164
165
166
167
168
169
170

Filter: {tcp.stream eq 14)

Time

16.
16.
16.
16.
17.
17.
17.
17.
17.
17.
17.
L7
T
175

866912
953453
953528
954763
040545
043587
043715
043790
066539
152661
154064
154412
154416
154515

Source

10.0.0.3
173.194.34.86
10.0.0.3
10.0.0.3
173.194.34.86
173.194.34.86
173.194.34.86
10.0.0.3
10.0.0.3
173.194.34.86
10.0.0.3
10.0.0.3
10.0.0.3
173.194.34.86

= | Expression.. Clear Apply Save

Destination

173.194.34.

10.0.0.3

173.194.34.
173.194.34.

10.0.0.3
10.0.0.3
10.0.0.3

173.194.34.
173.194.34,

10.0.0.3

173.194.34.
173.194. 34,
173.194. 34,

10.0.0.3

Protocol

Info

86 TCP 62900 > https [SYN] Seq=0 win=8192 Len=0 M55=14
TCP https > 62900 [SYN, ACK] Seq=0 Ack=1 Win=62920
86 TCP 62900 > https [ACK] Seq=1 Ack=1 Win=66792 Len=0
8(1)[TLSvl Client Hello |
TCP https > 62900 [ACK] Seq=1 Ack=173 win=64000 Len
[TLsvl server Hello |
| TLSvl Certificate, Server Key Exchange, Server Hello
86 TCP 62900 > https [ACK] Seq=17/3 Ack=1936 Win=66792
8(a)[TLSvI  Client Key Exchange, Change Cipher Spec,| Encryp
(5)] TLSv1 New Session Ticket, Change Cipher Spec, Encrypt
86 TLSvI Application Data
86 TCP [TCP segment of a reassembled PDU]
86 TLsvl Application pata
TLSv1 Application Data

Let's see how it works. In the preceding screenshot, we see how TCP SSL/TLS establishes
a connection (packets 157-158-159) and packet 160 starts the TLS handshake. Let us

see the details:

1.

ok 0N
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In packet 160, the client sends a Client Hello message that starts the negotiation.

The server answers with a Server Hello message.

The server sends a certificate to the client.

The client takes the certificate and generates a premaster key.

The server creates the master key, and the conversation begins. This is an
optional message.

a1

Q

This refers to a mechanism (defined in RFC 4507) that enables the TLS .
server to resume sessions and avoid keeping the per-client session state.

The TLS server encapsulates the session state into a ticket and forwards

it to the client. The client can subsequently resume a session using the
obtained ticket. This happens, for example, when you re-open a connection

to your webmail account (Gmail, Hotmail, and so on) and is common to

these scenarios.
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Communication between the client and the server will start after step 4 or 5.
Let's look at each one of them:

In step 1, packet 160 is a Client Hello message which is the first packet in the TLS
handshake. Some of the parameters that we can see are shown in the following screenshot:

- Secure Sockets Layer

r_ILSul_Reca:d-;aye;;_uaudshake_r tocol: Client Hello
content Type: Handshake (22) {ib

version: TLS 1.0 (0x0301)
Length: 167
| = Handshake Protocol: Client Hello |(:)
Handshake Typef Client Hello (1)
Length: 163

1 versjon: TLS 1.0 (0x0301) r(:)

¥ Random - =) (E)

| gmt_unix_time: Jul 9, 2013 07:28:40.000000000 Jerusalem Daylight Time|

| random_bytes: 3c08aa71b98abe6bebd339bl2cc3fe5531647ecl0020ch5bs. ..
Session ID Length: 0 (Ef

Cipher Suites Length: 72
| =cCipher Suites (36 suites) I(:)
Compression Methods Length: 1
| = cCompression Methods (1 method) I(:)
Extensions Length: 50
= Extension: server_name
« Extension: elliptic_curves
» Extension: ec_point_formats
= Extension: SessionTicket TLS

» The area highlighted as 1 shows that the content of the packet is a handshake
(ssl.record.content_type == 22).

» The area highlighted as 2 shows that the packet is a Client Hello message sent
from the client to the web server. This message starts the handshake.

» The area highlighted as 3 shows the highest SSL and TLS version supported by
the client.

» The area highlighted as 4 shows the client time that will be used in the key
generation process.

» The area highlighted as 5 shows the random data that is generated by the client
for use in the key generation process.

» The area highlighted as 6 shows the ciphers supported by the client. The ciphers
are listed in order of preference.

» The area highlighted as 7 shows the data compression methods that are supported
by the client.
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As shown in the following screenshot, Packet 162 is a Server Hello message, which includes
the following details:

Filter: | ({tcp.stream eq 14)) * | Expression.. Clear Apply Save

do.  Time Source Destination Protocol Info

Secure S0cCKets Layer
= TLSvl Record Layer: Handshake Protocol: Server Hello
| Content Type: Handshake (22) ]
[Version: TLS 1.0 (0x0301) I (2
Length: 101
= Handshake Protocol: Server Hello
Handshake Type: Server Hello (2)|(:)
Length: 97
Version: TLS 1.0 (0x0301)
- Random (3)
[ gmt_unix_time: Jul 9, 2013 07:28:38.000000000 Jerusalem Daylight Time
| random_bytes: f597a6b75c6cb552d90ab3224feb624e864b680ed50e180a. . .
Session 1D Length: 0 )
| Cipher Suite: TLS_ECDHE_RSA_WITH_RC4_128_SHA (oxc011)|@
| Compression Method: null (0)
Extensions Length: 57
« Extension: server_name
< Extension: renegotiation_info
« Extension: ec_point_formats
« Extension: SessionTicket TLS
« Extension: next_protocol_negotiation

The area highlighted as 1 shows that the content of the packet is a handshake (ssl .
record.content_type == 22).

The area highlighted as 2 shows the TLS version that will be used in this session.

The area highlighted as 3 shows that the packet is a Server Hello message sent from
the server to the client.

The area highlighted as 4 shows the server time used in the key generation process.

The area highlighted as 5 shows the random data that is generated by the server for
use in the key generation process.

The area highlighted as 6 shows the cipher suite to be used in this conversation.
It is chosen from the list of ciphers sent by the client.

The area highlighted as 7 shows the data compression method that will be used for
the session.

The next packet is the response from the server issuing a certificate:

Filter: ' ((tcp.stream eq 14)) iﬂExpres:fon... Clear Apply Save

0.

163

i
= Frame 163: 559 bytes on wire (4472 bits), 559 bytes captured (4472 bits) on interface 0

Source Destination Protocol Info

17.043715 173.194.34.86 10.0.0.3 TLSvl cCertificate, Server Key Exchange, Server Hello Done

[ Ethernet II, Src: D-LinkIn_f4:7b:a2 (14:d6:4d:f4:7b:a2), Dst: HonHaiPr_c7:8e:73 (60:d8:19:c7:8e:73)

< Internet Protocol Version 4, Src: 173.194.34.86 (173.194.34.86), Dst: 10.0.0.3 (10.0.0.3)

=« Transmission Control Protocol, Src Port: https (443), Dst Port: 62900 (62900), Seq: 1431, Ack: 173, Len: 505
# [2 Reassembled TCP Segments (1829 bytes): #162(1324), #163(505)]

5 Secure Sockets Layer

+ TLSvl Record Layer: Handshake Protocol:[certificate |
= TLSvl Record Layer: Handshake Protocol: [Server Key Exchange
# TLSvl Record Layer: Handshake Protocol:|[Server Hello Done
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» The area highlighted as 1 shows that the server sends the Certificate command,
which includes the server's certificate. By clicking on the (+) sign on the left of this
line and digging into the details, you will see the certificate issuer, validity time,
algorithm, and other data.

» The area highlighted as 2 shows that the server sends the Server Key Exchange
command (usually Diffie-Hellman), including the required parameters (public key,
signature, and so on).

» The area highlighted as 3 shows that the server sends the Server Hello Done
command. This command indicates that the server has completed this phase
of the SSL handshake. The next step is the client authentication.

The next packet (packet 165 in this example) is the response from the server, issuing
a certificate.

Filter: ((tcp.stream eq 14)) ’?Expression... Clear Apply Save

No. Time Source Destinati; Protocol Info
165 17.066539 10.0.0.3 173.194.34.86 TLSvl Client Key Exchang

i

Secure Sockets Layer
TLSv1l Record Layer: Handshake Protocol: lC'I'ieﬂ't: Key E)n:t:hangej
Content Type: Handshake (22) T

Version: TLS 1.0 (0x0301)
Length: 70

1 Handshake Protocol: Client Key Exchange
Handshake Type: Client Key Exchange (16)
Length: 66
2 EC Diffie-Hellman Client Params
Pubkey Length: 65
pubkey: 04dc3f11956841d6665992ff5a2f5¢cb13e7577a91e8b3000. ..
= TLSvl Record Layer: Change Cipher Spec Protocol: l(:hange Cipher Spec,
Content Type: Change Cipher Spec (20) |

version: TLS 1.0 (0x0301) -
Length: 1 m

Change Cipher Spec Message
=« TLSvl Record Layer: Handshake Protocol: Encrypted Handshake Message

» The area marked as 1 shows that the client sends the Client Key Exchange
command. This command contains the premaster secret that was created by the
client and was then encrypted using the server's public key. The symmetric encryption
keys are generated by the client and the server, based on the data exchanged in the
client and server hello messages.

» The area marked as 2 shows that the client sends the Change Cipher Spec
notification to the server. This is done in order to indicate that the client will
start using the new session keys for hashing and encryption.
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The last step is when the server sends a New Session Ticket to the client, and it will look like
the example in the following screenshot:

Filter; | ({tcp.stream eq 141} vIEm:uwﬁon._ Clear Apply Save

Mo. Time Source Destination Pratocol Info
TLSvl New Session Ticket,

+ Frame 166: 280 bytes on wire (2240 bits), 280 bytes captured (2240 bits) on interface 0

# Ethernet II, Src: D-LinkIn_f4:7b:a2 (14:d6:4d:f4:7b:a2), Dst: HonHaiPr_c7:8e:73 (60:d8:19:c7:8e:73)

« Internet Protocol version 4, Src: 173.194.34.86 (173.194.34.86), Dst: 10.0.0.3 (10.0.0.3)

+ Transmission Control Protocol, Src Port: https (443), Dst Port: 62900 (62900), Seq: 1936, Ack: 331, Len: 226
Secure Sockets Layer

2 TLsvl Record Layer: Handshake Protocol:|New Session Ticket
# TLSvl Record Layer: change Cipher Spec Protocel: Change Cipher Spec

« TLSv1 Record Layer: Handshake Protocol: Encrypted Handshake Message

There's more...

I've been asked several times if it is possible to decrypt sessions that are encrypted with
SSL/TLS. Well it's possible if you have the private key, which is provided to you by the server
you connect to; and to get it is not an easy thing to do.

There are methods to hijack this key, and in some cases they will work. It is not an obvious
thing to do, and in any case it is not in the goal of this book. If you get the private key, you
simply add it in the protocol list in the preferences window and continue from there. Additional
details about this feature can be obtained from http://wiki .wireshark.org/SSL, as
well as from many other websites and blogs.
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Analyzing Enterprise
Applications’ Behavior

In this chapter, we will cover the following topics:

Finding out what is running over your network

Analyzing FTP problems

Analyzing e-mail traffic and troubleshooting e-mail problems - POP, IMAP, and SMTP
Analyzing MS-TS and Citrix communication problems

Analyzing problems in the NetBIOS protocols

Analyzing database traffic and common problems

Introduction

One of the important things that you can use Wireshark for is application analysis and
troubleshooting. When the application slows down, it can be because of the LAN (quite
uncommon in wired LAN), the WAN service (common due to insufficient bandwidth or
high delay), or slow servers or clients (we will see this in TCP window problems). It can
also be due to slow or problematic applications.

vV vV v Vv v VY

The purpose of this chapter is to get in to the details of how applications work, and provide
some guidelines and recipes for isolating and solving these problems. In the first recipe, we
will learn how to find out and categorize applications that work over our network. Then, we
will go through various types of applications, see how they work, how networks influence their
behavior, and what can go wrong.

In this chapter, we will learn how to use Wireshark in order to resolve and troubleshoot
common applications that are used in an enterprise network. These are FTP, various e-mail
protocols, Microsoft Terminal Server and Citrix, databases, NetBIOS protocols, and others.
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Finding out what is running over your

network

The first thing to do when monitoring a new network is to find out what is running over it.
There are various types of applications and network protocols, and they can influence and
interfere with each other when all of them are running over the network.

In some cases, you will have different VLANs, different Virtual Routing and Forwarding
(VRFs), or servers that are connected to virtual ports in a Bladeserver. Eventually everything
is running on the same infrastructure, and they can influence each other.

There is a common confusion between VRFs and VLANs. Even though their
purpose is quite the same, they are configured in different places. While
VLANSs are configured in the LAN in order to provide network separation

~ in the OSl layers 1 and 2, VRFs are multiple instances of routing tables
to make them co-exist in the same router. This is a layer 3 operation that
separates between different customer's networks. VRFs are used in Multi
Protocol Label Switching (MPLS) to provide layer 3 connectivity to different
customers over the same router's network, in such a way that no customer
can see any other customer's network.

In this recipe, we will see how to get to the details of what is running over the network,
and the applications that can slow it down.

\ The term Bladeserver refers to a server enclosure, which is a chassis
~ of server shelves on the front and LAN switches on the back. There
Q are several different acronyms for it; for example, IBM calls them
Bladecenter and HP calls them Bladesystem.

Getting ready

When you get into a new network, the first thing to do is connect Wireshark to sniff
what is running over the network. Make sure you follow these points:

» When you are required to monitor a server, port mirror it and see what is running
on its connection to the network.

» When you are required to monitor a remote office, port mirror the router port that
connects you to the WAN connection. Then, check what is running over it.

» When you are required to monitor a slow connection to the Internet, port mirror it to
see what is going on there.

In this recipe, we will see how to use the Wireshark tools for analyzing what is running and
what can cause the problems.
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How to do it...

For analyzing who is talking, follow these steps:

1. Connect Wireshark using one of the options mentioned in the previous section.
2. You can use the following tools:

o Navigate to Statistics | Protocol Hierarchy for viewing the protocols
that run over the network and their percentage of the total traffic

o Navigate to Statistics | Conversations to see who is talking and what
protocols are used

3. In the Protocol Hierarchy feature, you will get a window that will help you analyze
who is talking over the network. It is shown in the following screenshot:

Viresar Proteco Herry
Display filter: none

| Protocol % Packets Packets % Bytes Bytes  Mbit/s End PacketsEnd Bytes End Mbit/s
T o> U T 55572 50 0 0 oow
«CEthemed 123625 10000 % 45556752 65.060 0 0 0000
T TR 2> BT TR o2 s 0 0 oo

4 User Datagram Protocol e 0 60 2695% 12278577 17.535 0 0 0000

@ Transmission Control Protacol BT 0 oo ETTTIN 0 5258676046537 35404 14411744 20582
Internet Control Message Protocol | L13% 1395  024% 109877 0.157 1395 109877 0157

Data 046 % 574 127% 577114 0824 574 577114 0824

# Protocol Independent Multicast 0.04 % 48 001% 3212 0.005 36 2492 0.004

& Internet Group Management Protocol 0.00% 3 000 % 152 0.000 2 92 0000

% Generic Routing Encapsulation 000 % 3 000% 300 0.000 0 0 0000

# Logical-Link Control 0.00 % 4 0.00 % 580 0.001 0 0 0.000

# Configuration Test Protocol (loopback) 000 % 3 0.00 % 180 0.000 0 0 0.000

\ I 1 0 I )

1 1 L . T
Protocol Hierarchy Total Protocol Packets Total Protocol Bytes Application  End Application
Mbps Mbps
[ |

4. In the screenshot you can see the protocol distribution:

1. Ethernet: IP, Logical-Link Control (LLC) and Configuration Test
Protocol (loopback)

2. Internet Protocol Version 4: User Datagram Protocol (UDP), Transport
Control Protocol (TCP), Protocol Independent Multicast (PIM), Internet
Group Management Protocol (IGMP), and Generic Routing Encapsulation
Protocol (GRE)

5. If you click on the + sign, all underlying protocols will be shown.
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6. To see a specific protocol throughput, click down to the protocols as shown in the
following screenshot. You will see the application average throughput during the
capture (HTTP in this example):

| wireshark: Protocol Hierarchy Statistics il . W 0 T

Display filter: none

Protocol % Packets Packets % Bytes Bytes d Packets End Bytes End Mbit/s ~
Frame 10000 % 123625 100.00 % 45556752 53060 o ] 0.000

Ethernet | 10000%  BEEGH 100.00 % 45556752 65.060 0 0 0000
= Internet Protocol Version 4 123618 [ECT I 45555992 65.059 ] 0 0000
% User Datagram Protocol | sEES 56102 [ 2695 % 12278577 17535 0 0o 0000

Transmission Control Protocol BT oscos IR 3258676046537 33404 14411744 20582

5 NetBIOS Session Service | 7.26% so7s[ 373% 1698716 2426 92 11429 0016

© Hypertext Transfer Protocol 576 % nall 1es8% 7551245 10.784 6225 6961695  9.942

i T35 % oM 416 % A0 TE00 SIS 9210

Telnet 038 % 465' 012% 535/ 465 53536 0076

# Distributed Computing Environment / Remote Pracedure Call (DCE/RPC) 127 % 1571 094 HTTP average 1312 330935 0473

@ TKT - 150 on TCP - RFC1006 279 % 3452 2289 Mihoughplitover 3188 944499 1349

s Lightweight Directory Access Protocol 028% 347| 0299 the capture period 345 120412 0185

Transparent Network Substrate Protocol 044 % 548| 0.59 % ¥ 548 268004 0383
Virtual Network Computing 028 % SMI 0.56 % 254594 0.364 344 254594 0.364
Kerberos 011% 133' 0.22% 101024 0.144 133 101094 0.144

B ANSI (1222 0.00 % 6| 0.01% 2308 0.003 0 1] 0000 ~

Help I Close J

7. Clicking on the + sign to the left of HTTP will open a list of protocols that run over
HTTP (XML, MIME, JavaScripts, and more) and their average throughput during the
capture period.

There's more...

In some cases (especially when you need to prepare management reports), you are required
to provide a graphical picture of the network statistics. There are various sources available for
this, for example:

» Etherape (for Linux): http://etherape.sourceforge.net/

» Compass (for Windows): http://download.cnet.com/Compass-
Free/3000-2085_4-75447541_html?tag=mncol ;1 (from Wildpackets)

Analyzing FTP problems

File Transfer Protocol (FTP) is a protocol created for transferring files over TCP/IP across
a network. FTP is a protocol that runs over TCP ports 20 and 21 for the data and control
connections (FTP commands) respectively.
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FTP has two modes of operation:
» Active mode (ACTV): In this mode, the client initiates a control connection to the
server, and the server initiates a data connection to the client
» Passive mode (PASV): In this mode, the client initiates the control and data

connections to the server

Both types of connections can be implemented, and they will be explained later in this
recipe in the How it works... section.

Getting ready

When working with FTP, if you suspect any connectivity or slow response problems,
configure port mirror to one of the following:

» The FTP server port

» The client port

» Alink that the traffic crosses

If required, configure a capture or display filter.

How to do it...

To check FTP performance problems, follow these steps:

1. First, check for any Ethernet, IP, or TCP problems, as described in previous chapters.
In many cases, slow responses happen due to networking problems and not
necessarily due to application problems.

2. Check for TCP retransmissions and duplicate ACKs. Check if they are on the entire
traffic or only on the FTP connection.

If you get it on various connections, it is probably due to a slow network that
influences the entire traffic.

If you get it only on FTP connections to the same server or client, it can be due
to a slow server or client.

3. When you are copying a single file in an FTP file transfer, you should get a straight line
in the 10 graph and a straight gradient in the TCP stream graph (time-sequence).
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4.

5.
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In the following screenshot, we can see what a bad FTP looks like in the TCP

stream graph (time-sequence):

2l TCP Graph 1:
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In the following screenshot, we can see how it looks in the 10 graph

(configured with filters):
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6. Inthe capture file shown in the following screenshot, we can see TCP window
problems. These are listed as follows:

1. Theserver15.216.111.13 sends a TCP Window Full message to the
client, indicating that the server send window is full (packet 5763).

2. Theclient 10.0.0.2 sends a TCP Zero Window message to the server,
telling the server to stop sending data (packet 5778).

3. The server keeps sending TCP Zero Window Probe messages to the
client, asking the client if the condition is still zero window (that tells the
server not to send any more data). The client answers these messages
with TCP Zero Window Probe Ack, indicating that this is still the case
(packets 5793 to 5931).

4. After a while, the client sends the message TCP Window Update to the
server, telling it to start increasing the FTP throughput (packet 5939).

Filter: tcpstream eq 39 ~* | Expression_ Clear

Servar say it's TCP
window iz full

1 Ack=1055837

sssss

5939 81.171193 10.0.0.2 .216.11122—=ea—0 54 dow Update
5940 81.390485 15.216.111.13 10.0.0.2 SR o i 838 FTP Data: 784 bytes

7. Inthe preceding case, it was simply a slow client. We solved the problem by working
over it and deleting some unnecessary processes.

If you are facing connectivity problems, it can be due to a non-functioning server, firewall that
blocks the connection on the way, or software installed on the server or client that blocks it.
In this case, go through the following steps:

1. Was the TCP connection opened properly with the SYN/SYN-ACK/ACK packets?
If not, it can be due to:

o The firewall that blocks communications. Check with the system
administrator.

o The server that is not running. Check this on the server— in the process
table, FTP server management, and so on.
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o A software of the server blocks connectivity. It can be an antivirus that
has an additional firewall that blocks connections, VPN client, or any other
security or protection software.

o Check the connectivity on the client, too. It can be that it is blocked by
a VPN client, a firewall on the client, and so on.

2. Inthe active mode, the client opens connection to the server that opens another
connection. Make sure that the firewalls on the way support it, or use passive mode.

There are two modes of FTP: active and passive. In the active mode, the server opens
another connection to the client, while in passive mode, it is the client that opens the
second connection to the server. Let's see how it works.

In passive mode, the operations are as shown in the following screenshot:

[ sener )
Data Data Control Data Control
Port 2000 Port 20 Port 21 Port 1025 Port 1024
e
\

1. The client opens a control connection from a random port P (1024 in the example)
to the server port 21.

2. The server answers back from port 21 to the client port 1024.
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Now, the client opens a data connection from the port P+1 (1025 in the example)
to a data port that the server has opened and notified the client about (port 2000
in the example).

The server answers from the data port (2000 in the example) to the client port that
initiated the connection, that is, the data port P+1 (1025 in the example).

In the active mode, the operation is slightly different:

1.

The client opens a control connection from a random port P (1024 in the example)
to the server port 21.

The server answers from port 21 to the client port 1024.

The server opens the data connection from port 20 to the client port P+1
(1025 in the example).

The client answers from the data port P+1 (1025 in the example) to the server
port 20.

[ sener )
Data Data Control Data Control
Port 2000 Port 20 Port 21 Port 1025 Port 1024
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There's more...

FTP is a very simple application; and in most cases, FTP problems have very simple solutions.
Some examples are as follows:

» Problem 1: I've monitored an international connection with FTP clients on one side
of the network and an FTP server on the other side. The customer complained about
slow performance and blamed the international service provider. After checking with
the service provider, they said the connection is nearly not loaded (20 percent of a
10 Mbps line), a fact that | confirmed when | checked the line. When | looked at the
TCP issues (retransmissions, window problems, and so on), there were none. Just
to check, | removed the FTP server and installed another one (there are many free
ones), and it started to work. It was a simple problem of an inefficient FTP server.

» Problem 2: A customer complained that when connecting to an FTP server, the
connection was refused after every 5 or 6 trials. When | checked it with Wireshark,
| saw that the FTP connection refused messages (and | already knew about this
from the customer's complaint), so it looked like a dead end. Just to check, | started
to stop the services running on the server, and the problem came out. It was an
antivirus software that was interfering with this specific FTP server.

The bottom line is: even with Wireshark (and other software), sometimes common sense will
help you more.

Analyzing e-mail traffic and troubleshooting

e-mail problems- POP, IMAP, and SMTP

The common mail protocols for mail client to server and server to server communications are
Post Office Protocol version 3 (POP3), Simple Mail Transfer Protocol (SMTP) and Internet
Message Access Protocol version 4 (IMAP4).

Another common method for accessing e-mails is web access to mail, in which you

have common mail servers such as Gmail, Yahoo!, and Hotmail. Some examples include
Outlook Web Access (OWA) and RPC over HTTPS for the Outlook web client from Microsoft
and others.

In this recipe, we will talk about the most common client-server and server-server protocols:
POP3 and SMTP. We will also look at some typical problems by using the other methods.
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Getting ready

When users are complaining about mail problems, first check if there are any obvious
problems such as wrong username, bad password, and authentication protocols that are not
configured. If none, connect Wireshark with port mirror to the complaining client; and if there
are many of them, configure port mirror to the common server or the communications line
connecting to it (when there is a remote server).

How to do it...

POP3 will usually be used for client to server communications, while SMTP will usually be
used for server to server communications.

POP3 communications

POP3 is usually used for mail client to mail server communications. When a client cannot
access the mail server, perform the following checks:

1. First, check if the correct username and password have been configured.

2. Then, check if the authentication has passed correctly. In the following screenshot,
you can see a session opened with a username that starts with doronn@ (all IDs
were deleted) and a password that starts with u6F.

3. To see the TCP stream shown in the following screenshot, right-click on one of the
packets in the stream and choose Follow TCP Stream from the dropdown menu:

0.275490 212.150.49.3 167 5: +0K Messaging Multiplexor (Sun Java(tm) System Messaging Server 6.1 patch 0.01 (bui

0.001145 212.150.83.94 212.1 POP user F6 | 53797 > pop3 [AcK] seq=l Ack=102 win=5840 Len=0 TSval=9299129 TSecr=2976388039

0.018639 212.150.83.94 212,11 .o o o §1] C: USER dorennd

0.276816 212.150.49.3 212.1 BG | pop3 > 53797 [AcK] seq=102 Ack=26 Win=66608 Len=0 TSval=2976383068 TSecr=9299131

0.000006 212.150.49.3 212.150.83.%4 Pop 117 s: +0K password required for user doronn@

0.019747 212.150.83.94 212.150.49.3 PoP 79 | C: PASS UGF

0.272635 212.150.49.3 212.150.83.94 TCP 66 | pop3 > 53797 [Ack] seq=153 Ack=39 Win=66608 Len=0 TSval=2976388098 TsSecr=9299161
s

0.010938 212.150.49.3 212. : +0K Maildrop ready
0.000745 212.150.83.94 212. 03
0.273535 212.150,49.3 212, A onsactionstate g

C: NOOP -
, s: sk (W oo B e
0.000479 212.150.83.94 212.150.49.3 PoOP 72 ] c: STAT Sream Comtest
0.288746 212.150.49.3 212 5Ls:+m 00 +0K Messaging Multiplexor (Sun Java(tm) System
0.017165 212.150.83.94 C: QUIT mssaslng Server 6.1 Patch 0.01 (built Jun 24 2004))
0.273700 212.150.49.3 51 +0K USER ronmnid
| +0K password required for user doronnd@l

13
1227 0.274037 212.150.49.3 212.150.83.9%4 TcP 66 L pop3 > 53797 [AcK] Seq=193
Frame 1048: 72 bytes on wire (576 bits), 72 bytes captured (576 bits) +0K.
Ethernet II, Src: Intel_fe:02:37 (00:90:27:fe:02:37), Dst: Cisco_74:ac:e0 (00:0a| STAT
Internet Protocol version 4, Src: 212.150.83.94 (212.150.83.94), Dst: 212.150.49 +OK 00
- Transmission Control Protocal, Src Port: 53797 (53797), Dst Port: pop3 (110), sel UIT
post office Protocol

QUIT\rin

Request command: QUIT

PASS UBF
+0K Maildrop ready
NOOP

Ertiee commeriation (348 bytes)

End | Seveds | Pow | asR EBCTAC Hex Dumg Cheimps @ Raw
0000 00 Qe d7 74 ac e0 00 90 27 fe 02 37 08 00 45 00 ...t.... 7..E. e Fiter Ot This Stream [
0010 00 3a 09 le 40 00 40 06 04 12 d4 96 53 Se dd 96 c..@.8 2. SA. . . o
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4. Any error messages in the authentication stage will prevent the communications from
being established. You can see an example of this in the following screenshot where
user authentication failed. In this case, we see that when the client gets the Logon
failure, it closes the TCP connection.

Hiter: tcpsiream eq 3L * | Bqremon_ Cear Swve BOPSMIP

2905 0,000095 192.1,1.2 192.1.1.3 TCP 62  POP3 > N5STp [SYN, ACK] 5eq=0 ACK=1 WIN=16384 Len=0 MSS=1460 SACK_PERN=1

0.000028 TR 2 300Y 54 nsstp > popd [ACK] Seqel Ackel Wine65535 [TCP CHECKSUM INCORRECT] Lens0
2 0.000149 4 i b B 147 5: +0K Microsoft Exchange Server 200 ver version 6.5.7638.1 (sbs.aviram.local) read

5. During the mail transfer, be aware that mail clients can easily fill a narrow-band
communications line. You can check this by simply configuring the 10 graphs with a
filter on POP.

6. Always check for common TCP indications: retransmissions, zero-window, window-
full, and others. They can indicate a busy communication line, slow server, and other
problems coming from the communications lines or end nodes and servers. These
problems will mostly cause slow connectivity.

SMTP communications
SMTP is commonly used for the following purposes:

» Server to server communications, in which SMTP is the mail protocol that
runs between the servers

» In some clients, POP3 or IMAP4 are configured for incoming messages
(messages from the server to the client); while SMTP is configured for
outgoing messages (messages from the client to the server)

When you suspect slow server-to-server communications, follow these steps to resolve
the problems.

1. Check if the servers are located on the same site:

a Ifthey are located on the same site, you probably have slow servers or
another application problem. In most of the cases, the LAN will not cause
any problems—especially when both servers are in the same data centre.

o Ifthey are not located on the same site (when the servers are located
in a remote site through WAN connections), check the load on the WAN
connections. When sending large mails, they can easily block these
lines—especially when they are narrow band (several Mbps).
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2. First, look for TCP problems; and check if you see them only on SMTP or on all
other applications. For example, in the following screenshot, you can see many
TCP retransmissions:

Filter. tepanalysissetransmission - | peession.. Clear A Save POP SMTP

Protocol

Tirme Soutre

Length lfo

3. Check if they are because of a slow SMTP server. Is it a mail problem? When you look
at the following screenshot, you see that I've used the TCP Conversation statistics.
After checking the Limit to display filter checkbox and clicking on Packets at the top
of the window (to get the list from the higher amount of packets), we can see that
only 793 packets are SMTP from the retransmitted packets. There are 9014 packets
retransmitted between 172.16.30.247 and 1/2.16.30.2 on port 445 (Microsoft
DS), 2319 packets are retransmitted between 172.16.30.18U and 192.5.11.19Y8
on port 8U (HTTP), and so on.

== . —————— c _.El
u Conversations: cap 18-JUN-2013 - 001 SMTP problem.pcapng W =
| | Ethemet: 150] Fibre Channei| Fooi| 1Pvas 351 | 1pvs | 1px | sxra | nce| rsve | scTe| Tee: 787 |Token Ring | uDP
| TCP Conversations - Filter: tcp.analysis.retransmission =——
Address A 4 PortA ¢ AddressB 1 PortB 4 Packets =~ Bytes 4 PacketgA—B 1 Bytes A~B 4 -
172.16.30.247 3223 172.16.30.2 445 9014 1317 662 4480 896 000
172.16.30.180 2329 192511.198 80 2319 3499 838 3 2015
172.16.30.176 1506 172,16.30.1 445 2219 568 221 1088 253635
172.16.30.190 57820 19251173 30428 2141 3017 378 2025 2991 498
84.95.199.235 25168 172.16.30.176 3506 2060 400 553 1041 238073
192511.73 38508 172.16.30.226 4317 13820 2541120 112 26 160
1925.11.73 38508 172.16.30.233 1133 802 1175548 784 1171344
[3721630113 1109 19251173 25 793 442 147 787 441 401
172.16.30.180 2023 192,5.11.198 80 637 954 323 6 4055
172.16.30.109 58857 1925.11.73 38508 618 810 444 296 380788 _
[Name resolution
I‘ Help Copy Foliow Stream |l Close
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4. In this case, SMTP is influenced only by bad communications. It is not an SMTP
problem.

5. Check for SMTP errors. In the following screenshot, you see an error code 451,
which is also called the local error in processing server error. Also, a list
of errors is listed.

M When something goes wrong, in most cases the server or the client
@ will tell you about it. You just have to look at the messages and Google
them. We will see many examples of this later.

You can also find a list of SMTP status codes in RFC 1893 (http://www. ietf.org/rfc/
rfcl893.txt).

96691 0.000474 134.90.126.1 176.9.102.185 TCP 60 14413 > smrp [AcK] Seg=1 Ack=1 win=63535 Len=0
97175 0.058228 176.9.102.185 194.90.126.1 SMTP 93  s: 220 mx. -net ESMTP Service Ready
97176 0.000474 194.90.126.1 176.9.102.185 SMTP 81 C: EHLO hub

97492 0.058249 176.9.102.185 194.90.126.1 TP 60 smtp > ].4413 [ACK] 5eq=40 Ack=28 Win=14600 Len-0
97494 0.000008 176.9.102.185 1%4.90.126.1 SMTP 62 S: 250 oK
97502 0.000309 194.90.126.1 176.9.102.185 SMTP 101 €: MAIL FROM:<ben- iEmail. = =
97801 0.060944 176.9.102.185 194.90.126.1 SMTP 52 5: 250 oK
97831 0.002498 194.90.126.1 176.9.102.185 SMTP C: RCPT To:<michal Bnal
98209 0.058605 176.9.102.185 194.90.126.1 SMTP ?5 | 5: 451 Try again later |

SMTP

SMTP

98373 0.019679 194.90.126.1 176.9.102.185 m
98 3 102 126 ot 102 S

220 mx. net ESMTP sernce Ready
glsﬂ.u hub-cas02.t1v. gov.il

60 T OOIT

MAIL FROM:<ben- Gmail. ~ >
250 ok

« Frame 98209: 75 bytes on wire (600 bits), 75 bytes captured (600 bits) :
« Ethernet II, Src: Cisco_26:37:10 (00:17:59:26:37:10), Dst: Intel_04:4c:c5 (a0:36:9f)
« Internet Protocol version 4, Src: 176.9.102.185 (176.9.102.185), Dst: 194.90.126.1
« Transmission Control Protocol, Src Port: smtp (25), Dst Port: 14413 (14413), Seq: 3
simple Mail Transfer Protocol

Response: 451 Tr ain laterrin
[ Ros?Ensa coda: koguest@ action aborted: local arror in processing (4517]

Response parameter: Try again later

You get to this
window by right-
clicking on a packet,

and choosing follow
TCP sh'elm

Bnal

0
IZ?}. Closing connection

Estire comversation (213 bytes) =]
0000 20 36 9F 04 4c c3 00 17 59 26 37 10 08 00 45 68 st/ a0 RIS OB Olitwmp DCATes W P
0010 00 3d cf b6 40 00 35 06 1d 7e b0 0% 66 bS c2 Sa T '
10020 7e 01 00 19 38 4d ad OF b6 €2 a7 41 4b 01 50 18 SEACTTE AP b Pdeaaimen; | Do |
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1. When you want to know which errors have been sent by the two sides, configure a
filter as shown in the following screenshot:

Ml Port to FW 28-JUN-2012 SMTP.peap  [Wireshark 1102 (SVN Rev 51934 from /trunk-110))

Ele Edt View Go Copture Analyze Statistics Telephony Jools [nternals Help

[ = o]

o@ A W g B reF LI EEeae D @B R % |8
Fiter: [ sotp response = 400 [+ eression... clear pply swe sp - RTP 0P
No. Source Destination Protocol L S
230881 194.90.126.3 212.179.113.105 SMTP S: 500 syntax error, I cannot recognize this command
[233930 76.4.167.9 194.90.126.1 SMTP S: 421 mx. _net_service Unavailable J1)
236492 176.9.102.185 194.90.126.1 SMTP S: 451 Try again later |©)

S: 500

240907 194.90.126.3 212.29.221.217 SMTP
49 30 9 94 9 P

M1

1264923 194. 209.85.212.175

Syntax error, I

this command

90.126.3 SMTP S: 500 cannot recognize
298264 207.232.39.169 194.90.126.1 SMTP S: 452 <noreply@at=:. - "> Mailbox size limit exceeded [4)
307959 194.90.126.3 192.114.23.26 SMTP S: 500 Syntax error, I cannot recognize this command o
325389 194.90.126.3 115.73.233.142 SMTP S: 550 Invalid recipient/sender mailing address [6)
335006 192.115.706.20 194.90.126.1 SMTP S: 250 ok [ 450 <hub-___-~.tTv.gov.i1>: HeTo command rejected: |
343706 194.90.126.3 62.219.19.49 SMTP S: 500 syntax error, I cannot recognize this command
368771 194.90.126.3 80.179.55.166 SMTP S: 500 syntax error, I cannot recognize this command
374990 194.90.126.3 212.29.221.217 SMTP S: 500 syntax error, I cannot recognize this command

2. Here you can see various events:
o Code 421.: This indicates that the mail service is probably unavailable (1).

o Code 452: This indicates that the server cannot respond, and tells you to try
again later. This happens due to load on the server or a server problem (2).

o Code 451.: (code 250 is shown in the screenshot, see the following note)
This indicates the user over quota (3).

a Code 452: This indicates that the mailbox size limit has been exceeded (4).

o Code 450: (code 250 is shown in the screenshot, see the following note)
This indicates that the host was not found (5).

In SMTP (like in many other protocols), you can get several error codes
in the same message. What you see in the packet list in Wireshark can
be the first one, or a partial list of it. To see the full list of errors in the
SMTP message, go to the packet details and open the specific packet,
as in the following screenshot.
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When you see too many codes, it indicates unavailability of the server. check with the server

administrator.

Frame 335006: 129 bytes on wire (1032 bits), 129 bytes captured (1032 bits)

Simple mail Transfer Protocol
Response: 250 okirin
Response code: Requested mail action okay, completed (250) B il L
Response parameter: ok (Code 250]

Response: 450 <hub-cas02.tlv.gov.il>: Helo command rejected? Host not found\rin
Response code: Requested mail action not taken: mailbox unavailable (450)
Response parameter: <hub-cas02.tlv.gov.il>: Helo command rejected: Host not found

}

Filter  smipresponde »= 400 v | Expresmon. Clear Acply Save POP  SMT?
Source Destination Protool Lengtn led
194.90.126.3 192 114.23.26 SMTP 117 s: 500 syntax error, I cannot recognize this command
194.9;:!.125;3 .1.11,5 73. 2:3 142 SMTP 100 50 r.nva'Hd —ec1p1em:fseer nla111r!g address
92. i b. 94.90 0. r 4 )} -
194.90.126. 3 62. .19.49 SMTP ll? : 500 Syntax error, I cannot recoegnize this command
194.90.126.3 80.179.55.166 SMTP 105 s: 500 syntax error, I cannot recognize this command

194.90.126.3 212.29.221.217 SMTP 117 s: 500 syntax error, I cannot recoanize this command

« Ethernet II, Src: Cisco_26:37:10 (00:17:59:26:37:10), Dst: Intel_04:4c:c5 (a0:36:9f:04:4c:c5)
= Internet Protocol Version 4, Src: 192.115.106.20 (192.115.106.20), Dst: 194.90.126.1 (194.90.126.1)
« Transmission Control Protocel, Src Port: smtp (25), Dst Port: 16419 (16419), Seq: 168, Ack: 123, Len: 75

Response code 1
[Code 450)

SMTP
message

Some other methods and problems

Some other common methods that | mentioned earlier are web mail and RPC over HTTP:

» In web mail, we connect to the server with HTTPS; therefore this is exactly like
working with HTTPS, as described in Chapter 10, HTTP and DNS. After logging
in to the server, if any problems occur, they will be HTTPS problems.

» RPC over HTTPS will be same. Since RPC is a protocol which usually loads the
network, it is considered to be sensitive to high delays and jitter. Microsoft came up
with a solution to work with their Outlook client over HTTPS and not with the standard
RPC. Again, since communication runs over HTTPS, problems will be HTTPS problems.

Mail clients will mostly use POP3 for communications with the server. In some cases, they
will use SMTP as well. IMAP4 is used when server manipulation is required, for example,
when you need to see messages that exist on a remote server without downloading them

to the client. Server to server communications are usually implemented by SMTP.

The difference between IMAP and POP is that in IMAP the mail is

A\l

from any other machine. In POP, deleting a downloaded email may

‘Q always stored on the server. If you delete it, it will be unavailable

or may not delete that e-mail on the server.

In general, SMTP status codes are divided into three categories, which are structured in a way
that helps you understand what exactly went wrong. The method and details of SMTP status

codes is discussed in the following section.
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POP3

POP3 is an application layer protocol used by mail clients to retrieve e-mail messages from
the server. A typical POP3 session will look like the following screenshot:

Fle Edit View Go Copture Anahze Statistics Telephony Iook [ntemals Help

COMAME BEERD AN eDTL QKD #ER % 8
Filer: | tep.stream eq 8 [ ] pression... Clear 2l Sove 6

[No. Time Source Destination Protocol Info

212.150,83.94 212.150.49.3 T 53797 > pop3 {sYN]_Seq—O Win=5840 Len=0

p3 [Ackj Seq= l Ack:

.275490 212.150.

.000479 212.150.
.288746 212.150.
.017165 212.150.

I STAT

0 ] s: +oK Messaging Multiplexor (Sun Java(tn
0.001145 212.150. | 53797 > pop3 [ACK] Seq=1 Ack=102 Win=584(
0.018639 212.150. C: USER ddron@shtil.com

0.276816 212.150. pop3 > 53797 [ACK] Seq=102 Ack=26 win=66¢
0.000006 212.150. S: +0K password required for user doronnd
0.019747 212.150. C: PASS UBFUGF

0.272635 212.150. popB > 53797 [AcK] seq=153 Ack=39 Win=66€-
0.010938 212.150. +0K Maildrop ready

0.000745 212.150. : NOOP

0227353512 1211505 I +OK

0

0

0

0

.274037

The client opens a TCP connection to the server.
The server sends an OK message to the client (OK Messaging Multiplexor).

The user sends the username and password.

N =

The protocol operations begin. NOOP (no operation) is a message sent to keep the
connection open, STAT (status) is sent from the client to the server to query the
message status. The server answers with the number of messages and their total
size (in packet 1042, OK 0 0 means no messages and it has total size zero).

5. When there are no mail messages on the server, the client sends a QUIT message
(1048), the server confirms it (packet 1136) and the TCP connection is closed
(packets 1137, 1138, and 1227).
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In the case of encrypted connection, it will look nearly the same (see the following
screenshot). After the connection establishment (1), there are several POP messages (2), TLS
connection establishment (3), and then the encrypted application data.

Ml “Wireless Network Connection [Wireshark 1.10.2 (SVN Rev 51934 from /trunk-110)]  © [ - F—

7Ei!e Edit View Go Capture ﬁn:\yﬁnk;ic; Telephony Tools Internals Help — —— —— — —
O ANE BERXE AesDTF R QaaD| @Bmsg|

Filter: | tep.stream eq 28 [+] Brpression... Clear 4ppty Save 196

No. _ Time ______ ___ Source Destination Protocal Info I I "
1062 11.195923000 10.0.0.1 194.90.6.40 TCP, (10657 > pop3 [SYN] Seq=0 Win=8192 Len=0 M|
1083 11.235874000 194.90.6.40 10.0.0.1 TCH 1 )4 pop3 > 10657 [SYN, Ack] seq=0 Ack=1 win=4
1084 11.235984000 10.0.0.1 194.90.6.40 TCP | 10657 > pop3 [ACK] Seq=1 Ack=1 Win=17424
1121 11.287638000 194.90.6.40 10.0.0.1 POP S: +0OK POP3 service

1122 11.288359000 10.0.0.1 194.90.6.40 PoP C: CAPA

1150 11.333220000 194.90.6.40 10.0.0.1 TCP, pop3 > 10657 [ACK] Seq=19 Ack=7 Win=49368
1152 11.339605000 194.90.6.40 10.0.0.1 PO@- S: +O0K Tist follows

1153 11.340029000 10.0.0.1 194.90.6.40 POP CESTES

1160 11.361268000 194.90.6.40 10.0.0.1 TCP pop3 > 10657 [AcCK] seq=157 Ack=13 win=493|
1174 11.370513000 194.90.6.40 10.0.0.1 POP | S: +OK STARTTLS completed

1176 11.370932000 10.0.0.1 194.90.6.40 TLSvl | client Hello

1212 11.423055000 194.90.6.40 10.0.0.1 TCP [TCP segment of a reassembled PDU]

1214 11.423840000 194.90.6.40 10.0.0.1 TL@_ server Hello, certificate, Server Hello D|
1215 11.423918000 10.0.0.1 194.90.6.40 TC 10657 > pop3 [ACK] Seq=240 Ack=2583 win=1
1216 11.425191000 10.0.0.1 194.90.6.40 TLSvl | client Key Exchange, change cipher spec,
1238 11.480737000 194.90.6.40 10.0.0.1 TLsvl | change Cipher spec, Encrypted Handshake M
1239 11.483948000 10.0.0.1 194.90.6.4 =F=5wP Application Data

SMTP and SMTP error codes (RFC3463)
The structure of SMTP status codes is as follows:

class . subject . detail
For example, when you see status code 450, it means the following;:

» Class 4 indicates that it is a temporary problem
» Subject 5 indicates that it is a mail delivery status
» Detail 0 indicates an undefined error (RFC 3463, Paragraph 3.6)
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The following table lists the various classes:

Status code Meaning Reason
2 X XXX Success Operation succeeded
4 X . XXX Persistent transient failure A temporary condition has

prevented the server from
sending the message. It can be
due to server load or network
bottleneck. Usually, sending the
message again will succeed.

5.X. XXX Permanent failure A permanent problem prevented
the server from sending the
message. Usually server or
compatibility errors.

The following table lists the various subjects:

Status code What is it What can be the reason
X.0.xxx Other or undefined status -
X.1.XXX Addressing status -
X .2 XXX Mailbox status -
X. 3. XXX Mail system status -
X .4 XXX Network and routing status -
X5 XXX Mail delivery protocol status -
X. 6. XXX Message content or media status -
X. 7 XXX Security or policy status -

The list of status details are too long to be listed here. A full list can be found in the standard
pages at http://tools.ietf.org/html/rfc3463.
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Some common status codes are listed in the following table:

Status What is it What can be the reason

code

220 Service is ready Service is running and ready to perform mail
operations.

221 Service closing Usually OK. This is how the server closes the

transmission channel service when it is not required.

250 Requested mail action Message is delivered successfully.

is OK

251 Not a local user, mail will  Everything is OK.

be forwarded

252 Cannot verify the user The user couldn't be verified by the server. The mail
will be delivered.

421 Service not available The mail transfer service is not available and
cannot serve incoming mail due to a transient
event. This can be due to a server problem
(service that is not running) or server limitation.

422 Mail size problem The recipient mailbox has passed its quota or has a
limitation on incoming mail.

431 Out of memory or disk Server disk is either full, or out of memory. Check

full the server.

432 Incoming mail queue has It can be due to a server error (a service that

been stopped stopped).

441 The receiving server is The server that sends the message indicates that

not responding the destination server does not respond.

442 Bad connection There is a problem with the connection to the
destination server.

444 Unable to route The server was unable to determine the next hop
for the message.

445 Mail system congestion The mail server is temporarily congested.

447 Delivery time has expired The message was considered too old by the
rejecting system. This is usually due to queuing or
transmission problems.

450 Requested action not Message could not be transmitted. This is usually

taken due to a problem with the mail service on the
remote server.

308




Chapter 11

Status What is it What can be the reason
code
451 Invalid command This indicates an unsupported or out of sequence

command. The action was aborted by the receiving
server. This was mostly due to load on the sending
or the receiving server.

452 Requested action was Insufficient storage on the receiving server.
not taken
500 Syntax error The command sent by the server was not

recognized as a valid SMTP or ESMTP command.

512 DNS error The host server, which is the destination for the
mail that was sent, could not be located.

530 Authentication problem Authentication is required from the receiving
server, or your server has been added to a black
list by the receiving server.

542 Recipient address was A message indicating that your server address was
rejected rejected by the receiving server. This is usually due
to Anti-spam, IDS/IPS systems, smart firewalls or
other security system.

There's more...

E-mails are sometimes referred to as one of the "silent killers" of networks, especially in small
enterprises that use asymmetric lines to the Internet. When sending text messages, they will
not consume anything from the network; but when you send a large file of several megabytes
or even tens of megabytes over a narrow-band uplink to the ISP, the rest of the users in your
office will suffer from network slowdown for many seconds, even minutes. I've seen this
problem in many small offices.

Another issue with mail clients is that in some cases (configurable), mail clients are configured
to download all new data from the server when they start to work. If you have a customer

that complains of a network slowdown at the time when all employees start their day in

the office, it might be due to the tens or hundreds of clients who opened their mail clients
simultaneously and the mail server is located over a WAN.
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Analyzing MS-TS and Citrix communications

problems

Microsoft Terminal Server (MS-TS) that uses Remote Desktop Protocol (RDP) and Citrix
Metaframe Independent Computing Architecture (ICA) protocols are widely used for local
and remote connectivity for PCs and thin clients. The important thing to remember about
these types of applications is that they are transferring screen changes over the network.

If there are only a few changes, they will require low bandwidth. If there are many changes,
they will require high bandwidth.

Another thing is that the traffic in these applications is entirely asymmetric. Downstream
traffic takes from tens of Kbps up to several Mbps, while the upstream traffic will be at most
several Kbps. When working with these applications, don't forget to design your network
according to this.

In this recipe, we will see some typical problems of these applications and how to locate them.
For the convenience of writing, we will refer to Microsoft TS; and every time we will write MS-
TS, we will refer to all applications in this category, for example, Citrix Metaframe.

Getting ready

When suspecting a slow performance with MS-TS, first check with the user what the problem
is. Then, connect the Wireshark to the network, with port mirror to the complaining client or
to the server.

How to do it...

For locating a problem when MS-TS is involved, start with going to the users and asking
questions. Follow these steps:

1. When users complain about a slow network, ask them a simple question: Do they
see the slowness in the data presented on the screen, or when they switch between
windows?

2. If they say that the switch between windows is very fast, it is not an MS-TS problem.
MS-TS problems will cause slow window changes, picture freezes, slow scrolling of
graphical documents, and so on.

3. If they say that they are trying to generate a report (when the software is running
over MS-TS) but the report is generated after a long period of time, this is a database
problem and not MS-TS or Citrix.

4. When a user works with MS-TS over a high-delay communication line and types very
quickly, they might experience delays with the characters. This is because MS-TS is
transferring window changes, and with high delays these windows changes will be
transferred slowly.
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5.  When measuring the communication line with Wireshark:

o Use IO graphs for monitoring the line

o Use filters to monitor the upstream and the downstream directions

o Configure bits per second on the y-axis

6. You will get the following screenshot:

M Wireshark 10 Graphs: bitan test 17-AGU-2010 test with Citrix.pcap

| o o el

Network
slowdown

1Mbps communication line

[ bee |

e

7.

Downstream

| Gow ' filter

|
T
400s 4205 |
4 13
Upstream
Graphs filter X Axis
P p— 1 :
|Graph1| Cofor{f;hmj F Style: Line | = | 2] Smocth | Tickintervak:1 sec _E| |
Color IF]Il_erI ip.sre==192.168.0.70 and tep.port==2598 Style: Line 3 7] Smooth | | Pols pertick 3 £| .
: [ — r View as time of day
Graph 3| :F!kl:r:| Style: Line q 7| Smocth s
L J 4 g 15
Color [Euii ipsre==192.168.1.110 and tep.port==2598 Style: Line L] 7| Smooth || Bits/ Tick
[Graph 5 Cclor [Filter| Style: Line || @) Smooth | Scale:  |Auto

Smocth: "No fiilter

Save i | Ei.ose

h_ll;il;ﬂﬂ

In the preceding screenshot, you can see a typical traffic pattern with high

downstream and very low upstream traffic. Notice that the Y-Axis is configured to
Bits/Tick. In the time between 485 s and 500 s, you see that the throughput got
to the maximum. This is when applications will slowdown and users will start to feel
screen freezes, menus that move very slowly, and so on.

a1

Q

TCP ports 2598 or 1494.

When a Citrix ICA client connects to a presentation server, it uses

When monitoring MS-TS servers, don't forget that the clients access the server with

MS-TS and the servers access the application with another client that is installed
on the server. The performance problem can come from the MS-TS or from the

application.
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9. If the problem is an MS-TS problem, it is necessary to figure out if it is a network
problem or a system problem:

o Check the network with Wireshark to see if there are any loads. Loads
such as the one shown in the previous screenshot can be solved by simply
increasing the communication lines.

o Check the server's performance. Applications like MS-TS are mostly memory
consuming, so check mostly for memory (RAM) issues.

MS-TS, Citrix Metaframe, and applications simply transfer window changes over the network.
From your client (PC with software client or thin client), you connect to the terminal server; and
the terminal server runs various clients that are used to connect from it to other servers. In
the following screenshot, you can see the principle of terminal server operation:

Terminal
y Server
TS Client MS-TS Tra@‘c /

_Chws - - ~~ 7

Application
Server

(l((\ é\'((\

There's more...

From the terminal server vendors, you will hear that their applications improve two things.
They will say that it improves manageability of clients because you don't have to manage PCs
and software for every user—you simply install everything on the server, and if something fails
you fix it on the server. They will also say that traffic over the network will be reduced.

Well, I will not get into the first argument. This is not our subject, but | strongly reject the
second one. When working with a terminal client, your traffic entirely depends on what
you are doing:

1. When working with text/characters-based applications, for example, some Enterprise
Resource Planning (ERP) screens, you type in and read data. When working with the
terminal client, you will connect to the terminal server that will connect to the database
server. Depending on the database application you are working with, the terminal server
can improve performance significantly or does not improve it at all. We will discuss this
in the database section. Here, you can expect a load of tens to hundreds Kbps.
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2. In cases where you are working with regular office documents such as Word,
PowerPoint, and so on, it entirely depends on what you are doing. Working with a
simple Word document will require tens to hundreds of Kbps. Working with PowerPoint
will require hundreds Kbps to several Mbps, and when you present the PowerPoint file
with full screen (function F5) the throughput can jump up to 8 to 10 Mbps.

3. Browsing the Internet will take between hundreds of Kbps to several Mbps,
depending on what you are doing. High resolution movies over terminal server
to the Internet—well, just don't do it.

Before implementing any terminal environment, test it. | once had a software house that
wanted their logo (at the top-right corner of the user window) to be very clear and striking.
They refreshed it 10 times a second, which caused the 2 Mbps communication line to be
blocked. You never know what you don't test.

Analyzing problems in the NetBIOS

protocols

Network Basic Input/Output System (NetBIOS) is a set of protocols developed in the

early 1980s for LAN communications. A few years later, it was adopted by Microsoft for their
networking over the LAN, and then it was migrated for working over TCP/IP (NetBIOS over TCP/
IP, RFCs 1001, and 1002).

In today's networks, NetBIOS provides three services:

» Name service (port 137) for name registration and name to IP address resolution.

» Datagram distribution service (port 138) for service announcements by clients and
servers.

» Session service (port 139) for session negotiation between hosts. This is used for
accessing files, open directories and so on.

In this chapter, we will get into some common problems with the NetBIOS suite of protocols,
and we will learn how to try and solve them. Since the NetBIOS set of protocols is quite

complicated, and there are hundreds of scenarios of things that might go wrong, we will try
to provide some guidelines for how to look for common problems and what might go wrong.

Getting ready

NetBIOS protocols work in the Windows environments, along with MAC and Linux machines
communicating with Windows. When facing problems such as instability, slow response times,
disconnections, and so on in these environments NetBIOS issues can be one of the reasons for
it. When facing these problems, the tool for solving them is Wireshark. It will show you what runs
over the network, and Windows tools will show you what runs in the clients and servers.
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How to do it...

To try and find out what a problem could be, connect your laptop with the Wireshark to the
network, and port mirror the suspected clients or server as described below. In the following
sections, we will see several scenarios for several problems.

There are many predefined filters that are used with NetBIOS. You can find them by clicking on
the Expression button, which is on the right-hand side of the Display Filters window.
1. For general NetBIOS commands, they start with netbios.
For NetBIOS name service, they start with nbns.
For NetBIOS datagram service, they start with nbds.
For NetBIOS session service, they start with nbss.
For SMB, they start with smb.

ok 0N

General tests
First, take a general look at the network. Then, look for suspicious patterns:
1. Connect Wireshark to the network. Each one of the ports will do fine, as long as you
are on the same broadcast domain with the clients that are having the problems.

2. Configure the display filter nbns. flags.response == 0. It will give you the NBNS
requests. You will see many broadcasts, as shown in the following screenshot:

Fuerr.| nibns flageresponse == 0 ".F:nummn.. Clear Apply Save NENS NBDS MBSS

Mol e O e DesinALn oo Prokacel Aapth B0 e

#1994  0.000002 10.0.0.103 10.0.0.255 ®‘NBNS 110 Registration NB WORKGROUP<le>

4997 0.749962 10.0.0.103 10.0.0.255 ~| NBNS 110 Registration NBE ETTI<20>

@998 0.000002 10.0.0.103 10.0.0.255 L NBNS 110 Registration NB WORKGROUP<le>

5057 10.255261 10.0.0.102 10.0.0.255 "NBNS 92 Name query NBE WPAD<QO>

5075 0.763927 10.0.0.102 10.0.0.255 Cz)_ NBNS 92 Name query NB WPAD<QO>

5088 0.512027 10.0.0.138 10.0.0.105 NENS 92 Name query NESTAT *<00><00><00><00><00>
5091 0.0 0.0

.102 10.0. L NBNS 2 Name query

0.252327 10. . 255
16.91 B ( o

NB WPAD<0O>

5265 4.21540 169.254.26.83  169.254.255. 255@ NBNS 92 Name query NB UM23.ESET.COM<00>
5287 0.74492 169.254.26.83  169.254.255,255~/] NBNS 92 Name query NB UM23.ESET.COM<00>
5297 0.749979 | 169.254.26.83  169.254.255.255 NBNS 92 Name query NB UM23.ESET.COM<00>
5298 0.751111 1169.254.26.83 169.254.255.255 | NENS 92 Name auerv NE UM23.ESET.COM<00>

3. Asyou saw in the previous screenshot, in the capture file you will see the following:

o NBNS registration packets (1): In the examples, there are registrations
with the names WORKGROUP and ETT1. NBNS server will accept or reject
the name registration by issuing a positive or negative Name Registration
Response to the requesting node. If none are received, the requesting node
will assume it is OK.
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o NBNS Queries (2, 3 and 4): Queries are sent for the name specified. If there
is an NBNS server (this is the domain controller), you will see one of the
following responses:

o requested name does not exist (code 3)
a no error (code 0O)

4. Make sure there is no registration or any other requests coming from addresses
that start with 169.254 (5). These are Automatic Private IP Addressing (APIPA)
addresses. This actually means that the PC is configured to accept addresses
automatically (by DHCP) and it has not received one.

5. There are many announcement packets as well. These will be broadcast on UDP port
138. Here, you will see that every station announces its capabilities: workstation,
server, print server, and so on. For example, you can see here that:

o 172.16.100.10 name is FILE-SRV, and it functions like workstation,
server, and SQL server (1)

o 172.16.100.204 name is GOLF, and it functions like workstation, server,
and a print queue server (2)

Filter: | tcp ports =138 or udp port= =138 = | Expression_  Clear Apy Save NEBNS t Host Announcing sarvices
No.

Announced services

A L

Source

Protocol Length Info

10179 172.16.100.119 172.16.100.255 BROWSER 243 HOsSt Announcement MERAVTL, workstat1on server NT'wbrkstat
10332 172.16.100.16 172.16.100.255 BROWSER 244 Host Announcement GNETAPP, workstation, Server, NT workstat
i NT i

1042 7
104 172.16.100.10 172.16.100.255 BROWSER 243 Host Announcement FILE-SRV, Workstation, Server, 5QL Server
10542 177.76.100.94 177.76.100,255 BROWSER J43 Host Announcement ORNAF], warkstatwn Server, NT wWorkstati
107 172. BROWSER Announcement GOLF, workstation, Server‘ Print Queue Se
10721 -1b. a2 .db. -

10766 172.16.100.124 172.16.100.255 BROWSER 243 Host Announcement AD[P workstation, Server NT workstatmn
10768 172.16.100.170 172.16.100.255 BROWSER 243 Host Announcement MICHALA, Workstation, Server, NT workstat
10929 172.16.100.106 172.16.100.255 BROWSER 258 Domain/workgroup mnouncement NDI, NT workstation, Domain E|

AAABA AT AL AAA AL 1T AL AAA APPE  nneuern 84

« Frame 10119: 243 bytes on wire (1944 bits), 243 bytes captured (1944 bits)

« Ethernet II, Src: 3com_82:9a:c7 (00:50:da:82:9a:c7), Dst: Broadcast (ff:ff:ff:ff:ff:ff)

» Internet Protocol Version 4, Src: 172.16.100.176 (172.16.100.176), Dst: 172.16.100.255 (172.16.100,255)
= User Datagram Protocol, Src Port: netbios-dgm (138), DSt Port: netbios-dgm (138)

# NetBIOS Datagram Service NatBioS

7 SMB (Server Message Block Protocol) Protass]

< SMB Mailslot Protocol Al

« Microsoft wWindows Browser Protocol

6. There are some worms and viruses that are using the NetBIOS name service to scan

the network. Look for unusual patterns like massive scanning, high broadcast rate,
and so on.

7. \Verify that you don't have too many broadcasts. Five to 10 broadcast/minute/device
are reasonable. More than this usually means problems.

Use the Wireshark Expert system, Google, and common sense

M There are hundreds of message scenarios you can see here.
Q to discover the problem.
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Specific issues
Here are some issues and problems you might see during usual operation:

1. Using Server Message Block (SMB), which is the protocol that is used for browsing
directories, copying files, and other operations over the network, you might see some
error codes. The full list of error codes is listed in Microsoft MSDN: http://msdn.
microsoft.com/en-us/library/ee441884.aspx.

2. Code 0 means STATUS_OK, when everything works fine and there is no problem.
Any other code should be examined.

3. Inthe following example, you can see a message STATUS_ACCESS_DENIED. This
is one of many error codes you should look for. In the example, access to \\NASO1\
HOMEDIR on a server with an IP address that starts with 203 (full address hidden
due to security reasons) was denied.

4. When you try to see the home directory by browsing it, Windows will usually show you
an ACCESS DENIED message or something similar. The problem can happen when
an application is trying to access a directory, and cannot get access to it. In this case,
you can see an ACCESS DENIED message, a software message of communication
problem, or any other message the programmers have made for you. Using Wireshark
in this case will get you to the exact error and Google will show you the reason for it.

SMB:

ME 3= ate An
SMB

146 NT Create AndX Request, Path:

~n R U R Y .~ I S T

14551 203, 10.1.70.95

darEn  am o4 mA AR Er

= Transmission control Protocol, Src Port: netbios-ssn (139), Dst Port: nuts-dem (4132), seq: 330825, Ack: 213
“ NetBIOS Session Service
SMB (Server Message Block Protocol)
SME Header
Server Component: SMB

[Response to: 145471

[Time from request: 0.019610000 seconds] Kiiass Dirtand
SME Command: NT Create Andx (0xa2) _4! Massage
NT Status: STATUS_ACCESS_DENIED (Oxc0000022)
i Flags: 0x98

4 Flags2: Oxc803
Process ID High: O

Signature: 0000000000000000 R
Reserved: 0000 = ls
< Tree ID: 8199 (\\NASOL\HOMEDIR) irchony

Process ID: 1544

User ID: 14339 Trying to create
Multiplex ID: 46595 =, somethingin it

# NT Create AndX Response (0xa2)

5. Inthe next example, we see a status STATUS_MORE_PROCESSING_REQUIRED (2)
that happened during session setup (1) on \\NASO1\SAMIM (3).

o Looking at the link mentioned earlier, we see that this is because on the
designated named pipe, there is more data available to read.
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o Ashort Google lookup tells us that it might indicate a credentials problem.
Check with your system administrator.
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o, Source Destination Protocol  Length _Info

0 0.9 0 0 etup AndX Response ISSP_CHA 0

@2008n A 4 IA AC AN e Y]
¢ i

= Internet Protocol Version 4, Src: 10.1.70.95 (10.1.70.95), Dst: 203. (203. )
= Transmission Control Protocol, Src Port: netbios-ssn (139), Dst Port: nuts-dem (4132), Seq: 358564, Ack: 225:
« NetBIOS Session Service
SMB (Server Message Block Protocol)
SMB Header
Server Component: SMB
[Response to: 23893]
[Time from request: 0.019370000 seconds]
ommand: Session _Setup AndX_(0x73)
NT Status: STATUS_MORE_PROCESSING_REQUIRED (0xc0000016
© Flags: Ox98
# Flags2: Oxc803
Process ID High: 0
Signature: 0000000000000000
Reserved: 0000
#[Tree ID: 0 (\\NASOI\SAMIM) (5)
Process ID: 65279
User ID: 16386
Multiplex ID: 54339
o Session Setup AndX Response (0x73)

6. To see all SMB error messages, type the filter smb.nt_status != 0xO0.
You will get all error responses, as shown in the following screenshot:

F:Iunlsmh.n:_smus!:ltw "iExpMsim.. Clear Apply Save NBNS NBDS NBSS
Destination Protocol  Length Info Command Sub-u‘:lmmami Errar
203.12.106.10 SMB 93 N—Eres Arrei— = — DENIED

203.12.106.10 SMB 126 'Trans2 Response, FIND_FIRST2, KError: |STATUS ACCESS_DENIED |
203.12.106.10 SMB 126 TransZ Response, FIND_FIRSTZ, Error: TA & S _DENTED
203.12.106.10 SMB 93 NT Trans Response, FID: Ox000Ll, NT NOTIFY, Error: |STATUS_CANCELLED

203.12.106.10 sMB 93 Tree Connect Andx Response, Error:!STATUS_ACCESS_DENIED
203.12.106.10 SMB 478 session Setup AndX Response, NTLMSSP_ , EFror. STATUS_MORE_PROCESSING_REQUIRE

203.12.106.10 sMB 93 Tree Connect AndX Response, Error: STATUS_ACCESS_DENIED

203.12.106.10 sMB 478 session Setup AndX Response, NTLMSSP_CHALLENGE, Error: STATUS_MORE_PROCESSING_REQUIRE

203.12.106.10 SMB 478 session Setup AndX Response, NTLMSSP_CHALLENGE, Error: 511Tus_MURE_PROCESSING_REQUIRE

203.12.106.10 SMB a3 Tree Connect AndX Response, Error: STATUS_ACCESS _DENIED
203.12.106.14 SMB 93  Trans2 Response, GET_DFS_REFERRAL, Error:|STATUS_NO_SUCH_DEVICE
203.12.106.14 SMB 93 NT Create AndX Response, FID: 0x0000, Error: STATUS_ALCESS_DENIED

As we saw in the introduction to this section, NetBIOS provides three services: Net BIOS
Name Service (NBNS), NetBIOS Datagram Distribution Service (NBDS), and NetBIOS
Session Service (NBSS).

NBNS is the service that registers and translates names to IP addresses. Registration
happens when a client registers its name in the domain controller. The client sends a
registration request, and then gets a response whether the registration is OK or the name
is registered with another device. Microsoft environment was implemented with WINS when
most networks did not use it, and later it was replaced by DNS. It works over UDP port 137.
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NBDS is used for service announcements by clients and servers. With this service, devices
on the network announce their names, services that they can provide to other devices on the
networks, and how to connect to these services. It works over UDP port 138.

NBSS is used to establish sessions between hosts, open or save files, and execute remote
files and other sessions over the network. It works over TCP port 139.

There are additional protocols such as Server Message Block (SMB) that run over NBSS

for transaction operations and over NBDS for service announcement, SPOOLS for printer
requests, and several others. To get to the details of NetBIOS is beyond the scope of this book.
In the case that you are required to troubleshoot NetBIOS protocols, follow the instructions in
this section—pay special attention to error messages and notes.

There's more...

In this section, | would like to show some examples to get a better understanding of the
NetBIOS protocols.

Example 1 - application freezing
In the following screenshot, we see the reason for an application freeze:

Time Source Destination Fratocal  Info

362.699257 203. 10.1.70.95 {SMB Tree Connect AndxX Request, Path: \\NASOL\SAMIM
362.717483 10.1.70.95 203 SMB Tree Connect AndX Response, Error: STATUS_ACCESS_DENIEQ
362.717635 203, 10.1.70.95 SME Logoff Andx Request

362.734572 10.1.70.95 203. @ SME Logoff Andx Response

362.853441 203. 10.1.70.95 TCP nuts-dem > netbios-ssn [ACK] Seq=226260 Ack=359968 wins

.B13425% 1700 203. TCP netbios-ssn > nuts-dem [ACK] Seq=339967 Ack=226260 Wins

.181386 203, NB5S Session keep-alive
. 390573 203. 10.1.70.95 TCP nuts-dem > netbios-ssn [ACK] Seq=226260 Ack=359972 Win=
.812860 203. 10.1.70.95 SMB Tree Disconnect Request

10.1.70.95 203. SMB Tree Disconnect Response

203. 10.1.70.95 TCP nuts-dem > netbios-ssn [ACK] Seq=226299 Ack=360011 wins

In the example, we make the following observations:

1. Aclient with IP address that starts with 203 is trying to connect to \\NASO1\SAMIM
on a server with an IP address 10.1.70.95, and gets back a STATUS_ACCESS _
DENIED error.

2. The client logs off and the server confirms it.
Since the applications waits, TCP is holding the connection with keep-alive messages.
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4. After a while, the client sends disconnect requested that is approved by the server.
5. The application waits and TCP maintains the connection with keep-alives.
6. TCP closes the connection with RST (Reset).

What the customer saw here was an application freeze.

Example 2 - broadcast storm caused by SMB
In one of my client's networks, | got an urgent call that a remote office was disconnected from
the HQ. Some network details are as follows:
» The remote office addresses are on subnet 172_.30.121.0/24, with a default
gateway 172.30.121.254.
» The HQ addresses are on subnet 172.30.0.0/24. The connections between the
remote offices and the centre are with L3 IP-VPNs over MPLS network.
To solve the problem, | did the following:

1. Itried to ping the servers in the HQ. | got no response.

2. | called the service provider that provides the lines to the centre, and they said that
on their monitoring system they don't see any load on the line.

3. | pinged the local router, 172.30.121.254, and got no response. The meaning is
that PCs on the LAN couldn't get to their local router, which is the default gateway.

4. 1connected a Wireshark with port mirror to the router port, and | saw something like
the following screenshot:

No. Time Source Destination Protocol Info

22 0.000002 172.30.121. 172.30.121.255 SMB Mailslo write mail slot
23 0.000001 172.30.121.1 172.30.121.255 SMB Mailslot write Mail Slot
24 0.000001 172.30.121.1 172.30.121.255 SMB Mailslot Write Mail Slot
25 0.000001 172.30.121.1 172.30.121.255 SMB Mailslot Write Mail Slot
26 0.000002 172.30.121.1 172.30.121.255 SME Mailslot Wwrite Mail slot
27 0.000910 172.30.121.1 172.30.121.255 SMB Mailslot wWrite Mail slot
28 0.000002 172.30.121.1 172.30.121.255 SME Mailslot write Mail slot
29 0.000001 172.30.3121.1 172.30.121.255 SMB Mailslot Write Mail Slot
30 0.000001 172.30.121.1 172.30.121.255 SMB Mailslot Write Mail Slot

N _NNNRET 172 30 121 1

21 172 2N 121 2KC CSMR Mailelnt Writa Masil €1nt

« Frame 1. 277 bytes on wire (2216 bits), 277 bytes captured (2216 bits) on interface 1

= Ethernet II, Src: Hewlett-_2b:5d:e3 (f4:ce:46:2b:5d:e3), Dst: Broadcast (ff:ff:ff:ff:ff:ff)

= Internet Protocol Version 4, Src: 172.30.121.1 (172.30.121.1), Dst: 172.30.121.255 (172.30.121.255)
# User Datagram Protocol, Src Port: netbios-dgm (138), Dst Port: netbios-dgm (138)

# NetBIOS Datagram Service SMB

#+ SMB (Server Message Block Protocol) Mailslot

= SMB Mailslot Protocol e

.Data (65 bytes) fioteo

5. |saw that a huge amount of packets are generated within microseconds (1)
by a host with IP address 172.30.121.1. The packets are broadcast (3), and the
service that generated them is Write Mail Slot (5), which is sent by the SMB Mailslot
protocol (4).
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6. To get the picture of the number of packets, | used the 10 Graphs feature. | got 5000
packets per second, that generated 10 Mbps that block the poor old router port
(changing the router port to 100 Mbps or 1 Gbps wouldn't help. It would have been
blocked too).

7.  When | didn't find anything about it on Google or Microsoft, | started to stop services
that | don't know, keeping track of what happened with the broadcast. Eventually, the
service that caused the problem was called LS3Bcast.exe. | stopped it, made sure
it didn't come back and that was it.

Il wireshark 10 Graphs: Tq" 13 Test 02 - L53.. snh (s o
| 5000 packets/Sec 10000
———————————— |- 5000
| |
- e 4
[t Wireshark 10 Graphs; AN-2013 Test 02 — L53.. s (= Sl
0 10Mbps 20000000 0
"
| "‘*---.: S ! 20s 40s
(|
e e a0 X Axis
- | Tick interval: 1 sec |
T| Pixels per tick 5 |
| Y R RN ST B R S o = View as time of day
0s 20s 405 M e
; ! Unit: Packets/Tick
Graphs X Axis ([
— - ) e || B . | cale; [
Graph 1| Color Filter:| Style: Line | ||| Tick interval: 1 sec - ; e NG Bt =
— — I L =T mooth: No filter
|Graph 2| Color Filter, Stle:|Line  |w|||/Peispertice S [z N .
E = . View as time of day Save || Close
|Graph 3 Filter: | Style: Line B - - — — —
e = = = = 'Y Axis
(8P ) Color filter) Sylesbine [T ynit: (its/Tick
|Graph 5 Filter:| Style: Line |7 scate: At
f Smooth:  No filter |=
| Help || Copy | | Save Close J

Analyzing database traffic and common

problems

Some of you may wonder why | have added this section here. After all, databases are
considered to be a completely different branch in the IT environment. There are databases
and applications on one side and the network and infrastructure on the other side. It is
correct since we are not supposed to debug databases; there are DBAs for this. But through
the information that runs over the network, we can see some issues that can help the DBAs
with solving the problem.
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In most cases, the IT staff will come to us first because people blame the network for
everything. We will have to make sure that the problems are not coming from the network
and that's it. In a minority of the cases, we will see some details on the capture file that can
help the DBAs with what they are doing.

Getting ready

When the IT team come to us complaining about the "slow network", there are some
things to do just to verify that it is not the case. Follow the instructions in the following
section to make sure we avoid the "slow network" issue.

How to do it...

In the case of database problems, follow these steps:

1. When you get complaints about the "slow network responses" start asking
these questions:

o Isthe problem local or global? Does it occur only in the remote offices,
or also in the center? When the problem occurs in the entire network,
it is not a WAN bandwidth issue.

o Does it happen the same for all clients? If not, there might be a specific
problem that happens only with some users because only these users are
running a specific application that causes the problem.

o Isthe communication line between the clients and the server loaded?
What is the application that loads them?

o Do all applications work slowly, or is it only the application that works with
the specific database? Maybe some PCs are old and tired, or is it a server
that runs out of resources?

2. When we are done with the questionnaire, let's start our work:

1. Open Wireshark and start capturing packets. You can configure port mirror
to a specific PC, to the server, to a VLAN, or to a router that connects to a
remote office in which you have the clients.

2. Look at TCP events (expert info). Do they happen on the entire
communication link, on specific IP address/addresses, or on specific TCP
port number/numbers? This will help you isolate the problem and verify
whether it is on a specific link, server, or application.
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When measuring traffic on a connection to the Internet, you will get
M many retransmissions and duplicate ACKs to websites, mail servers,
Q and so on. This is the Internet. In an organization, you should expect
0.1 to 0.5 percent retransmissions. When connecting to the Internet,
you can expect much higher numbers.

3. If you see problems in the network, solve them as we learned in previous chapters.
But, there are some network issues that can influence database behavior. In the
following example, we see the behavior of a client that works with the server over a
communication line with a roundtrip delay of 35 to 40 ms.

1. We are looking at the TCP stream number 8 (1), and the connection started
with TCP SYN/SYN-ACK/ACK. I've set this as a reference (2). We can see that
the entire connection took 371 packets (3).

fites [cpseameas ] 1) [7] Expression. Clear Apoly Save NENS NBDS NBss

No. Time Source Destination Protocol  Info S
1840 ;REF* i : ) 192.168.20.88 192.168.10.80 TCP vfo > wv-csp-udp-cir [SYN] Seq=0 w

3 192.168.10.80 192.168.20.88 TCP wv-csp-udp-cir > vfo [SYN, ACK] Se
1845 0.013496 192.168.20.88 192.168.10.80 TcP vfo > wv-csp-udp-cir [ACK] Seg=1 A«
1846 0.015710 192.168.20.88 192.168.10.80 TcP vfo > wv-csp-udp-cir [PSH, ACK] Set
1847 0.044857 192.168.10.80 192.168.20.88 TCP wv-csp-udp-cir > vfo [PSH, ACK] Set
1848 0.045057 192.168.20.88 192.168.10.80 TcP vfo > wv-csp-udp-cir [PSH, ACK] Se:
1849 0.075752 192.168.10.80 192.168.20.88 TCP wv-csp-udp-cir > vfo [PSH, ACK] set.

b

« Frame 1930: 87 bytes on wire (696 bits), 87 bytes captured (696 bits)
+ Ethernet II, Src: Hewlett-_3e:54:e7 (00:0b:cd:3e:54:e7), Dst: Cisco_4f:4a:ec (00:60:47:4f:¢
« Internet Protocol Version 4, Src: 192.168.20.88 (192.168.20.88), Dst: 192.168.10.80 (192.1¢
« Transmission Control Protocol, Src Port: vfo (1056), Dst Port: wv-csp-udp-cir (3717), seq:

«Data (33 bytes)
‘ m »
© ™| File: "C\Courses\Upstream Systems\PCAP Files\Example 0... |[Packets: 6494 Displayed: 371 Marked: 0 Load time: (:00.307 Profile: Wireless

2. The connection continues, and we see time intervals of around 35 ms
between DB requests and responses.

Mo, Time Source Destination Protocol  Info -
1981 35.8333097 .168.20.88 192.168.10.80 TcP vfo > wv-csp-udp-cir [PSH, ACK] Ses
1982 35.869385 27| 168.10.80 192.168.20.88 TCP wv-csp-udp-cir > vfo [PSH, ACK] Se:
1983 35.8699307 (192 .168.20.88 192.168.10.80 TcP vfo > wv-csp-udp-cir [PSH, ACK] Sei
1984 35.905654 ] 25l 168.10.80 192.168.20.88 TCP wv-csp-udp-cir > vfo [PSH, ACK] Ses
1985 35.906194 5sams'168'20'83 192.168.10.80 TcP vfo > wv-csp-udp-cir [PSH, ACK] Sel
1986 35.944428 | '15:.168.10.80 192.168.20.88 TCP wv-csp-udp-cir > vfo [PSH, ACK] Ser
1987 35.953804 192.168.20.88 192.168.10.80 TcP vfo > wv-csp-udp-cir [PSH, ACK] Se:.

3. Since we have 371 packets travelling back and forth, 371*35 ms gives us
around 13 seconds. Add to this some retransmissions that might happen
and some inefficiencies, and this leads to a user waiting for 10 to 15
seconds and more for a database query.
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4. In this case, you should consult with the DBA on how to significantly reduce
the number of packets that run over the network; or you can move to another
way of access, for example, terminal server or web access.

Another problem that can happen is that you will have a software issue that will
reflect in the capture file. If you have a look at the following screenshot, you will see
that there are five retransmissions (1), and then a new connection is opened from the
client side (3). It looks like a TCP problem but it occurs only in a specific window in the
software. It is simply a software procedure that stopped processing, and this stopped

the TCP from responding to the client (2).

o Time Source Destination
- e B P PP B

0.078889  192.168.3.50 192.168.200.227 TCP > vrtp [ACK] Seq=1 Ack=59884 wWir

Protocol Info

18. 989050 ~168.200.227 : > http [SYN] Seq=0 Win=65535 Ler

18.994054 3 H3n0 7 1@ http > rcts [SYN, ACK] Seq=0 Ack=1 wi
282 18.994085 192.168.200.227 192.168.3.50 T rcts > http [ACK] Seq=1 Ack=1l win=65%
283 18.994264 192.168.200.227 192.168.3.50 TCP [TCP segment of a reassembled PDU]
284 18.994280 192.168.200,227 192.168.3.50 TCP  [TCP segment of a reassembled PDU] ]
2RE 19 nann?271 107 1RR 3 BN 192 188 2nn 227 Tro httn ~ rrtre Tarwl can-1 AFLF-837 win-F

Well, how databases work was always a miracle to me. Our task is to find how they influence
the network, and this is what we've learned in this section.

There's more...

When you right-click on one of the packets in the database client to the server session,
a window with the conversation will open. It can be helpful to the DBA to see what is
running over the network.

When you are facing delay problems, for example, when working over cellular lines over the
Internet or over international connections, the database client to the server will not always
be efficient enough. You might need to move to web or terminal access to the database.

An important issue is how the database works. If the client is accessing the database server,
and the database server is using files shared from another server, it can be that the client-server
works great; but the problems come from the database server to the shared files on the file
server. Make sure you that know all these dependencies before starting with your tests.

And most importantly, make sure you have very professional DBAs in your friends.
One day you will need them.
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SIP, Multimedia, and IP

Telephony

In this chapter, we will learn how to use Wireshark in order to resolve and troubleshoot IP
telephony, voice and video calls, video streams, and other types of multimedia sessions.
In this chapter we have the following recipes:

>

>

Using Wireshark's features for telephony and multimedia analysis
Analyzing SIP connectivity

Analyzing RTP/RTCP connectivity

Troubleshooting scenarios for video and surveillance applications
Troubleshooting scenarios for IPTV applications

Troubleshooting scenarios for video-conferencing applications
Troubleshooting RTSP

Introduction

Various types of multimedia applications take up a significant part of modern communication
networks. Among these applications, we have telephony, video conferencing, surveillance
systems, distance-learning systems, and many more.

In multimedia applications, the requirements from the network are different from the
requirements in other enterprise applications. While applications such as HTTP, e-mail, and
file sharing require high bandwidth, a telephone call, for example, requires less than 100
Kbps, but is sensitive to delays, and very sensitive to jitter (delay variations). While most
applications require high downstream to clients in remote offices, surveillance systems
require the upstream direction as they are watched from monitors in the HQ, so the monitors
actually download the video from the remote site.



SIP, Multimedia, and IP Telephony

In this chapter, we will focus on these voice, video, and multimedia applications, how they
behave over network connections, and how to use Wireshark to troubleshoot problems
when they don't work properly.

In this chapter, we will focus on Session Initiation Protocol (SIP), Real Time Protocol /
Real-time Transport Control Protocol (RTP/RTCP), Real Time Streaming Protocol (RTSP),
and other common multimedia protocols.

We will start this chapter by presenting the available tools that Wireshark provides us for
troubleshooting voice and multimedia sessions. We will focus on how to resolve SIP problems
and how to troubleshoot RTP/RTCP sessions, then we will learn how to troubleshoot video
systems, including video conferencing and surveillance systems.

Using Wireshark's features for telephony

and multimedia analysis

First, let's see what tools are provided by Wireshark for monitoring voice, video,
and multimedia.

Getting ready

While facing problems with voice calls, video-conference calls, or other multimedia sessions,
connect your laptop with Wireshark and port mirror one of the following devices as shown in
the following diagram:

SIP Trunk to
telephony Provider

®\
FW
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Follow these steps to use Wireshark's features for telephony and multimedia analysis:
1. Monitor the local or remote clients (1) in cases where you suspect a specific
client problem.

2. Monitor the local or remote IP PBX system (2) when you suspect a central problem
that influences the entire IP Telephony network.

3. Monitor the connections to the router (3 and 4) while suspecting an interoffice
connectivity problem.

4. Monitor the firewall on the LAN port (5) or on the connection to the service provider
(6). This connection will usually be over the Internet, but can also be on a direct line
to the provider.

How to do it...

In the Wireshark window, open the Telephony menu, as shown in the following screenshot:

3
RTP Example - SIP - 01.pca) reshark 1.10.2 (SVN Rev 51934 from /trunk-1.10}
‘ P! pcap (Wi (s LFEE )

File Edit View Go Capture Analyze §!alisli<w°ols Internals Help
loee a8 BB Qe :@@.Q@.m = S R |

‘i Al
GSM

Filter: | rtp H.225... ression... Clear Apply Save SIP RTP

No. Time Source 1ax2 g Protocol  Info

65 11.852561 192.168.  I15UPMessages ».29.109 RTP PT=DynamicRTP-Type-102,
66 11.935491 192.168. ' :;.2_ 10 RTP PT=DynamicRTP-Type-102,

67 11.952821 sipang 168. W7 324 rrse [RTP PT=DynamicRTP-Type-102,

= RTP !
68 11.971418| rre |68\ s 4/: .2%=o—'RTP PT=DynamicRTP-Type-102,
8

69 11.989034 192.168.» scr 5.29.109 RTP PT=DynamicRTP-Type-102,

70 12.007593 192.168. ?;;po vone | 2-29109 RTP PT=DynamicRTP-Type-102,
72 12.024856 192.168. ng;“FS 329 voipcalls RTP PT=DynamchTP-Type-102,
G R e e Lgolp:ausl/ =3 PR —— e
@ Frame 60: 74 bytes on .. 2" is), 74 bytes captured (592 bits)

% Ethernet II, Src: IntelCor_a2:d8:9a (00:1c:bf:a2:d8:9a), Dst: EdimaxTe_§€
2 Internet Protocol Version 4, src: 192.168.2.100 (192.168.2.100), Dst: 78
@ User Datagram Protocol, Src Port: avt-profile-1 (5004), Dst Port: x11 (€
“ Real-Time Transport Protocol
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For telephony networks, use the following menus:

1. To view RTP information, navigate to RTP | Show All Streams as shown in the
following screenshot:

M RTP Example - SIP - Ol.pcap [Wireshark 1.10.2 (SVN Rev 51934 from /trunk-1.10)]

File Edit View Go Capture Analyze Statistics T:lzphurlz Tools ]ntern?ls Help

0@ A NI BRXD| Qe & i Qb #®@Mx B
] GSM 3
Filter: | rtp H225... ression... Clear Apply Save SIP RTP

Ne. Time Source Protecel  Info
65 11.852561 192.168. Lfl.';th—“""%lg RTP PT=DynamicRTP-
5. 25009

66 11.935491 192.168. \F RTP PT=DynamicRTP-

MTP3

»

67 11.952821 192.168. . S T PT=DynamicRTP-
»
»

68 11.971418 192.168. RTSP Stream Analysis... i PT=Dynam.i CRTP-
69 11.989034 192.168. s .29.109 RTP PT=DynamicRTP

70 12.007593 192.168. - .29.109 RTP PT=DynamicRTF
72 12.024856 192.168. ypoyewge  3-29.109 RTP PT=DynamicRT
T“_ T D e ettt o (' Eo]PCaIIs e ';.”.""': s s L) —
« Frame 60: 74 bytes on .. 2PV ts), 74 bytes capture’

2 Ethernet II, Src: IntelcCor_a2:d8:9a (00:1c:bf:a2:d"
“-+arnet Protocol Version 4, Src: 192.168.2 17

2. The following window will open:

g Wireshark: RTP Siream [P
Detected 2 RTP streams. Choese ane for fansard and reverse diection for analysis
Sec 1P addr - Srcport 4 Dt P adde 4 Dstpont 4 SSRC 4 Paylosd 4 Packets 4 Losmt 4 Max Delta (ms) 4 Max Sitter (ms) 4 Mean hitter (ms) 4 Pp? “
1921682100 5004 13629109 6062 DIIFFETOR RTPType-102 2096 0no%) 000 om o X
TI®DIG 68 w2820 62 BMWI0A RIPTypel0l X3 100%) om om om %
L J\ I JL I\ n J
T T T T T T

Select a forward stream with left mouse button, and then
Select a revesse siream with Cul = left moute buston

Unselect | FindReverse | Saveds || MurkPackers | Prepurefimer | gopy || Anabe cose |

3. Inthe RTP Streams window, you will see the following details:
o The source IP address and UDP port
a The destination IP address and UDP port
o Synchronization Source (SSRC), which is an RTP stream identifier
a RTP payload type (usually codec type)

o Stream data, which is the total amount of captured packets, packet loss,
maximum time between packets, maximum, and mean jitter

o Pb? that indicates a general problem in the stream
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In the lower part of the window, you have the following buttons:

[m]

[m]

Unselect: When you select a stream by clicking on its line, the Unselect
button will cancel the selection.

Find reverse: On a voice or multimedia call, a reverse stream is the stream
in the opposite direction (which will be highlighted in light gray).

Save as: This button can be used to save a stream in the rtpdump format.
For information about the format, go to http://www.cs.columbia.edu/
irt/software/rtptools/.

Mark packets: not functioning.
Prepare filter: This prepares a display filter in the display filter window.

Copy: This option copies the RTP streams to a text file. For doing so, click on
Copy, open a text editor, and paste the content to the text file.

Analyze: When you click on a stream, and then click on the Analyze button,
it opens the RTP Stream Analyze window. The same window can be opened
by clicking on an RTP packet and navigating to Telephony | RTP | Stream
Analysis from the menu.

Close: Clicking on this button closes the window.

To view SIP information, navigate to Telephony | SIP. Enter 1p (or udp or sip) in the
SIP Packet Counter window that opens, and the window SIP statistics with filter: ip
will open as shown in the following screenshot:

[ Wireshark: SIP Packet Counter: ... = | E],

[Fitter{ i
! liter:y 1p SIP stats (12 packets)

2| .

|lCrTe§lat | = Vgar" (0 resent packets)

— | [Informational SIP 1xx
o SIP 100 Trying 1
Success SIP 2xx

SIP 200 OK 4

Redirection  SIP 3xx

Client errors SIP 4xx

Server errors SIP 5xx @

Global failures SIP 6xx:

List of request methods
INVITE : 2 packets

ACK : 2 packets
OPTIONS : 1 packets

BYE : 2 packets @

Average setup time 43 ms

Min 42 ms
| Max 45 ms @
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1. Inthe window, you will get the following SIP statistics:

o Number of packets sent with SIP response codes (numbered as 1 in the

preceding screenshot)

o Total number of each one of the SIP methods (these are SIP commands) that
were sent (numbered as 2 in the preceding screenshot)

o Minimum, maximum, and average session setup times (numbered as 3 in

the preceding screenshot)

2. For RTSP statistics, navigate to Telephony | RTSP | Packet Counter, write 1p, rtsp,
or just leave it blank in the pop up that comes up, and then click on Create Stat that
opens a window as shown in the following screenshot:

| il
[l Wiresharic RTSP/Packet Counte... ’d‘m. RTSP/Packet Counter with fiter: tp |

JE=NG)

e —
f - I
[Filter @ i
L ] - _Tml RTSP Packets
— ._. s _s i = RTSP Request Packets
il DESCRIBE

GET_PARAMETER
SETUP
PLAY
SET_PARAMETER
TEARDOWN
L PAUSE
= RTSP Response Packets

177 broken

1xx: Informational

= doc Success
200 OK
Juc Redirection

-

dxoc Chent Error

. Responses ... Y. Requests ./

Swoc Server Error
Cther RTSP Packets

Count Rate (ms) Percent

114
st
3

]
u
17

[ Gore ]

0001726
0000772 4.74%
0000045 588%
0000045 558%
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3. For watching which telephone calls were captured, navigate to Telephony | VolP
Calls. A window as shown in the following screenshot will open:
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4. Inthe VolIP calls, you see the following parameters:

o The start and end time that give the duration of the call (numbered as 1 in
the preceding screenshot)

a The IP address from where the session had started (humbered as 2 in the
preceding screenshot)

a The SIP address from where the session started (numbered as 3 in the
preceding screenshot)

o The SIP address for whom the session was intended (numbered as 4 in
the preceding screenshot)

o The protocol of the session (usually SIP), the number of protocol packets,
and the session status (numbered as 5 in the preceding screenshot)

For transferring voice, video, or multimedia, we need two functions to be performed. The first
one is to carry the media stream, which is mostly voice or video, and the second one is the
signaling, which is to establish and terminate the call, to invite participants to the call, and so
on. Two protocol suites were proposed over the years for the signaling:

» The ITU-T suite of protocols, including H.323 as an umbrella protocol for the suite,
H.225 for registration and address resolution, H.245 for control, and some others.

» The IETF suite of protocols including SIP as a signaling protocol (RFC 3261 with
later updates) and Session Description Protocol (SDP) that describes the session
parameters (RFC 4566).

The ITU-T set of protocols phased out in the last few years, and the majority of the applications
today are using the IETF set of protocols, on which we will focus in this chapter. In the
following diagram you see the structure of the IETF protocol suite.

For the stream transfer, both suites use RTP and RTCP (RFC 3550 with later updates).
RTP is used for the media transfer, and RTCP for controlling the quality of the stream.
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There are several protocols for transferring multimedia sessions over an IP-based network,
as shown in the following diagram:

Signaling QoS Media Transport
|

SIP is used for signaling the structured packets that are sent between end clients. SDP data
is carried by SIP messages for the description of the session. RTSP is used for controlling
streams, usually video transmissions (typically IPTV streams).

RTP is used for carrying the media. Above RTP, we have various types of codec for voice and
video compression.

RTCP is used for controlling the quality of the stream, and RSVP is a protocol for establishing
the quality of service through the network.

All these protocols are carried by the TCP/IP protocol suite, as shown in the preceding
diagram. Later, you will find in this chapter a detailed description for most of them.

There's more...

SIP uses fixed port numbers; therefore, Wireshark will always refer to these ports as an SIP
session—port 5060 for SIP and port 5061 for SIP over TLS (which is SIP secured with TLS).
The standard allows using SIP over TCP or UDP, but in the majority of the cases, it will be
used over UDP.

RTP and RTCP, on the other hand, do not use standard fixed ports. RTP uses even port
numbers, and the corresponding RTCP stream uses the next higher odd port numbers. For
example, if RTP uses port 5004 on one end, and port 2006 on the other, RTCP will use ports
5005 and 2007 respectively. This is why Wireshark, by default, will not resolve RTP, RTCP, and
such others, but it will show you UDP traffic instead.
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To resolve it, you can do the following:

1. Right-click on a packet in the RTP stream (which currently looks like UDP) and click
on Decode as. In the window that opens, select RTP.

2. You can go to Edit | Preferences, and from the protocol list, choose RTP. In the RTP
window, select Try to decode RTP outside of conversations, and in most cases, RTP
will be decoded automatically in this manner. You can do the same for RTCP.

Analyzing SIP connectivity

As we learned in the previous recipe, SIP (RFC 3261 and various extensions) is a signaling
protocol that is used for creating, modifying, and terminating user sessions between one or
more participants. While sending SIP requests, the session parameters are sent via SDP
(SDP, RFC 4566) which enable users to agree on a set of compatible media types between
them. When sessions are created, the voice or video is carried by RTP and optionally
controlled by RTCP (RTCP is optional, and can be used by multimedia applications,

but it is not a mandatory protocol).

SIP defines endpoints as User Agents (UAs), and the process of creating a session involves
UA negotiation in order to agree on a characterization of a session that they would like

to create. For additional services such as locating session participants, registration, call
forwarding, and others, SIP defines network hosts called servers to which UAs can send
registrations, invitations to sessions, and other requests.

In this recipe, we will discuss the signaling part of the protocol suite, which is SIP, and how
to use Wireshark in order to troubleshoot signaling problems, while in the next recipe, we
will learn about RTP and RTCP.

Problems in voice and video over IP can be categorized in to two groups:

» Problems of call establishment, modification, and termination: These will be
problems such as instances when you pick up the phone and you don't hear a dial
tone, you hear the dial tone but cannot dial a number, you dial a number but the
other side doesn't get the call, and so on. These types of problems are usually caused
by signaling issues.

» Problems of quality: These are problems related to quality, such as voice quality,
disturbances (like noise) during the call, video freezes, and so on, which are usually
caused by networking problems, RTP problems, or various types of media issues.
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In this recipe, we will discuss the first type, and in the next recipe the second type.

M It is important to note that not all problems in this area are networking
Q problems, and in many cases, they will be a result of bad configuration
of the equipment (for example, telephony switches or end devices).

Getting ready

While facing problems of the first type, in most of the cases you are having signaling
problems. Connect the Wireshark to the network, and follow the steps in this recipe
in order to solve it.

We have two major types of messages in SIP: methods and responses. Methods are
commands initiated by one side of the session, and responses are generated as a reply.

While troubleshooting an SIP session, keep track of the responses and what they say.
Only the major types are brought here.

How to do it...

After you've connected Wireshark to the network, follow these steps:

1. When a UA desires to establish a multimedia session, it sends an INVITE method to
the remote UA. In the following diagram, you can see an example for a basic call flow.

INVITE
2358 Trying (100) 2358
User | Session Progress (183) User
Client | o Client
Ringing (180)
OK (200)
ACK N
I RTP —
BYE N
OK (200)
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R An end device in SIP is called User Agent (UA). A user agent can

~ initiate or receive a call. A UA can be an IP phone, video camera,

Q software client, or any device or software that participates in an
SIP session.

2. Inthe following screenshot, you see an example for a telephone call flow:

Filter: thtusm_ Chear Apoly Seve S RTP RTCP RTSP

Me. Time Sowrce Destination Protecel Info

22 FREF¥ 93.172.121.146 192.168.3.2 SIP/SOP Request: INVITE £ip:90526613742@213.8.115.84:5068 | , with ses
23 0.000000 192.168.3.2 93,172.121.146 sIP Status: 100 Trying |

oy 0,960000 192.168.3.2 93.172.121.146 SIP/SDP sStatus: 183 Session Progress | , with session description

599  3.890000 192.168.3.2 93.172.121.146 sIP status: 180 Ringing |

1834 9.950000 192,168.3.2 93,172.121.146 SIP/SDP Status: 200 oK | , with session description

1877 10.150000 93.172.121.146 192.168.3.2 sIP Request: ACK sip:905266137420213.8.115.84:5068;user=phone |
3426 17.850000 93.172.121.146 192.168.3.2 SIP Request: BYE sip:90526613742@213.8.115.84:5068;user=phone |
3427 17.850000 192.168.3.2 93.172.121.146  SIP s 1 200 oK |

3. To see the detailed call flow, navigate to Statistics | Flow Graph, and mark the
following:

o Displayed packets
o General flow

o Standard source/destination addresses

The Graph Analysis window is shown for reference as follows:

Il SIP Prones peap - Graph Analysis TRRRE R DRRNNE B TR o)

—— 93172121146 Comment =
0.000000 SIP/SDP: Request INVITE sip-30526613742@213.8.115.84:5068 | , with session description
0.000000 SIP: Status: 100 Trying |
0.960000 SIP/SDP: Status: 183 Session Progress | . with session description
3.890000 SIP: Status: 180 Ringing
9.950000 SIP/SDP: Status: 200 OK |, with session description
10.150000 SIP: Request ACK sip30526613742@213.8115.84:5068 user=phone
17.850000 SIP: Request BYE sip:90526613742@213 8 115.84:5068:user=phone
17.850000 SIP: Status: 200 OK

Save As Close

4. After INVITE, you should see Trying, Session Progress, Ringing, or a combination of
them coming from the other side.
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5. We can see here how the session progresses between the initiator on
93.172.121.146 to the responder on 192.168.3.2:

1. The INVITE method is sent from the session initiator; this will always
be the first packet that starts the conversation.

2. The responder answers with Trying (code 100), Session progress
(code 183), and after three seconds with Ringing (code 180). Then it
answers with OK (code 200), meaning that the handset was picked up.

Not all these messages should be there, and in some cases,
you will see only some of them, and it is still okay. Later in this
chapter, we will see how to find out whether it is a problem or
just standard protocol behavior.

3. The initiator sends ACK, and the session is established.

6. If an error message is received at this stage, the connection will not be established.

Don't forget that SIP works over UDP, and since UDP does not open
\ any connection to the other side before sending the request, it can be
~ possible that a request will not arrive to the destination simply because
Q of a network-reachability problem. For this reason, when you don't get
a response, it can be that INVITE simply didn't get to the destination
because of a network problem.

7. When there is a telephone switch between the user clients, the session will look like
the one shown in the following screenshot. You will hear the term IP telephone switch,
Call manager, IP PBX, and others. They all mean a telephony switch that handles the
signaling between devices. The SIP terms together make up a Proxy that we will talk
about in the How it works... section of this recipe.

B 7295.invalid_media.pcap - Graph A~~~ DI — - - [E=E
—————— Client ——— Call Server = Client = S — _
o 10.219.62.150 212179236162
e 10.179.235.162 46302485 Comment
0.000000 @Mﬂph i
0001000 ____;mus-_momml@
0.005000 @mum_zmnlm
0063000  Atetus 100 Trying |
If | 0060000 . tatus: 100 Trying
I 0133000 oo iztue 183 Session,
0.133000 ﬂﬂﬁl‘&r_ﬁﬂ@
| 0134000 ;'§hlu§:4§ﬂ[nvaid® i i
0.134000 (6 Yieauest: CA P
0.136000 Request: ACK sip:Q)
il | 0198000
il ' 0198000
If | |o198000
Il | |o198000
0.199000
'
Save As Close ]

336




Chapter 12

8. Here you see that the switch has two interfaces—the first one on the internal network
(10.179.236.162), and the second one on the external network (212.179.236.162):

1. The client on the left, 10.219.62.150, sends an INVITE request to the switch
(numbered as 1 in the preceding screenshot).

2. The switch replies by saying that it is Trying (numbered as 2 in the preceding
screenshot).

3. The switch sends INVITE to the client on the right (humbered as 3 in the
preceding screenshot).

4. The client sends Trying (code 100), and then the session progresses (code
183) to the switch (numbered as 4 in the preceding screenshot).

5. After a while, the switch sees that the client has not responded, and to notify
the initiator, it sends them code 488, which means invalid or not acceptable,
with an explanation as to why it was not accepted (hnumbered as 5 in the
preceding screenshot).

6. The switch sends a Cancel message to the client on the right (numbered as
6 in the preceding screenshot).
9. To allocate problems in SIP, do the following:
1. Draw the network with all of its components.
2. Check for the error codes.
3. Figure out the reason for the errors.

10. SIP error codes are listed in the following table, along with their possible reasons.
Unless mentioned otherwise, codes are defined in RFC 3261.

1xx codes - provisional/informational

The 1xx codes or provisional/informational codes are those where the received request is still
in process, and the receiver notifies the sender about it. They are described in detail in the
following table:

Code Event Name Reason

100 Trying The request has been received and accepted by the server,
and an action is being taken for this call.

180 Ringing The UA that received the call is alerting the end user.
This is the message that is sent back to the client while
doing so.

181 Call forward The call is being forwarded to another destination.
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Code Event Name Reason
182 Queued The called party is temporarily unavailable, and the server
saves the message for later delivery.
183 Session The session is being handled by the receiving server.
progress Additional details on the call progress can be conveyed in
the message header.

2xx codes - success

The 2xx codes or the success codes indicate that the action was successfully received,
understood, and accepted. They are described in detail in the following table:

Code Event Name Reason

200 Ok The request has been accepted, processed, and it
succeeded.

202 Accepted The request has been accepted for processing, but
the processing of it has not been completed (RFC
3265).

3xx codes - redirection

The 3xx codes indicate that a redirection action needs to be taken in order to complete the
request. They are described in detail in the following table:

Code Event Name Reason
300 Multiple The address in the request was resolved to several choices, and the
choices accepting server can forward it to one of them. The UA can use the
addresses in the contact header field for automatic redirection, or
confirm it with the sender before redirecting the message.
301 Moved The user could not be located at the address in the Request-URI,
permanently  and the requesting client should try at the address provided in the
contact header field. The sender should update its local directories
with the change.
302 Moved The requesting client should retry the request at the new address/
temporarily addresses provided in the contact header field.
305 Use proxy The requested resource must be accessed through the proxy, whose
address is given by the contact field.
380 Alternative The call was not successful, so the recipient sends this response
service for alternative services to be made available on the receiver. These
services are described in the message body.
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4xx codes - client error

The 4xx codes or client error indicate that the request contains bad syntax or cannot be
fulfilled in this server. They are described in detail in the following table:

Code Event Name Reason

400 Bad request The request couldn't be processed due to syntax error.

401 Unauthorized The request that was received requires user authentication.
Usually the client will ask the user for it.

402 Payment This is reserved for future use.

required

403 Forbidden The server has understood the request, but is refusing to
perform it. The client should not try it again.

404 Not found The server notifies the client that the user does not exist in the
domain specified in the Request URI.

405 Method not A method sent by the client is not allowed to be used by it.

allowed The response will include an al low header field to notify the
sender which methods he is allowed to use.

406 Not acceptable  The resource identified by the request is only capable of
generating response entities that have content characteristics
not acceptable according to the accept header field sent in
the request.

407 Proxy The client must authenticate with a proxy server.

authentication
required

408 Request The server couldn't respond during the expected time. The

timeout client may send the request again after a while.

410 Gone The requested resource is no longer available at the server,
and the forwarding address is not known. This condition is
considered to be permanent.

413 Request entity The server is refusing to process a request because the

too large request entity's body is larger than what the server is able or
willing to process.

414 Request-URI The server is refusing to service the request because the

too long Request URI is longer than what the server is able or willing to
interpret.

415 Unsupported The server is refusing to process the request because

media type the message body of the request is in a format that is not
supported by the server.

416 Unsupported Request URI is unknown to the server, and therefore, the

URI scheme server cannot process the request.
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Code Event Name Reason
420 Bad extension The server did not understand the protocol extension received
from the client.
421 Extension The UA that received the request requires a particular
required extension in order to process it, but this extension is not listed
in the supported header field of the request.
423 Interval too The server is rejecting the request because the expiration time
brief of the resource refreshed by the request is too short.
424 Bad location This response code indicates a rejection of the request due
information to its location contents. This indicates malformed or not
satisfactory location information (RFC6442).
428 Use Identity It is sent when a verifier receives an SIP request that lacks an
header Identity header in order to indicate that the request should be
re-sent with an Identity header (RFC4474).
429 Provide referrer  This provides referrer identity (RFC3892).
identity
433 Anonymity This indicates that the server refused to satisfy the request
disallowed because the requestor was anonymous (RFC5079).
436 Bad identity This response is used when there is bad information in the
info Identity-Info header (RFC4474).
437 Unsupported This is used when the verifier cannot validate the certificate
certificate referenced by the URI in the Identity-Info header (RFC4474).
438 Invalid identity This is used when the verifier (the receiver UA) receives a
header message with an Identity signature that does not correspond
to the digest-string calculated by the verifier (RFC4474).
470 Consent This is the response to a request that contained a URI list in
needed which at least one URI was such that the relay had no access
permissions (RFC5360).
480 Temporarily The callee's end system was contacted successfully, but the
unavailable callee is currently unavailable.
481 Call/ The receiving UA received a request that does not match any
transaction existing transaction or dialog.
does not exist
482 Loop detected The server has detected a loop.
483 Too many hops  The server received a request that contains a Max-Forwards
header field that equals zero.
484 Address The server received a request with an incomplete Request-URI.
incomplete
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Code Event Name Reason
485 Ambiguous The Request-URI was unclear. The response may contain a
listing of possible addresses in the Contact header fields.
486 Busy here The callee's end system was contacted successfully, but the
callee is currently unable or unwilling to take additional calls
by this end system.
487 Request The request was terminated by a BYE or CANCEL request.
terminated
488 Not acceptable  Specific resources addressed by the Request-URI are not
here accepted.
491 Request The receiving UA had a pending request.
pending
493 Undecipherable The request contains an encrypted MIME body, which cannot
be decrypted by the recipient.

5xx codes - server error

The 5xx codes or server error codes indicate that the server failed to fulfill an apparently
valid request. They are described in detail in the following table:

Code Event Name Reason

500 Server internal An unexpected condition prevented the server from

error fulfilling the request.

501 Not The functionality that requested to fulfill the request is not

implemented supported by the server.

502 Bad gateway A gateway or proxy received an invalid response from the
downstream server it accessed while attempting to fulfill
the request.

503 Service The server is temporarily unable to process the request

unavailable due to temporary overloading or maintenance of the
server.

504 Server time out  The server processing the request has sent the request
to another server in order to process it, and the response
did not arrive on time.

505 Version not The server does not support the SIP protocol version that

supported is used in the request.

513 Message too The server was unable to process the request since the

large message length is too long.
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6xx codes - global failure

The 6xx codes or global failure codes indicate that the request cannot be fulfilled at any
server. They are described in detail in the following table:

Code Event Name Reason
600 Busy The recipient's end system was contacted successfully,
everywhere but the user is busy and does not wish to take the call
at this moment.
603 Decline The receiving UA was successfully contacted, but the
user explicitly does not wish to or cannot participate.
604 Does not exist The server has authoritative information that the user
anywhere indicated in the Request URI, which does not exist
anywhere.
606 Not acceptable  The US was contacted successfully, but some aspects
of the session description described by SDP were not
acceptable.

SIP is an application-layer control protocol that is used to establish, maintain, and terminate
calls between two or more end nodes.

SIP defines two basic classes of network entities—clients and servers:

» Aclientis an entity (or application) that sends SIP requests
» Aserver is an entity (or application) that responds to those requests

For connectivity to other network types, we have gateways. A gateway connects between
SIP and Public Switched Telephone Networks (PSTN), or SIP and H.323.
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As illustrated in the following diagram, a client is made of User Agent Client (UAC) and User
Agent Server (UAS), and each client can initiate or respond to requests.

. request UAs

response

request

response

SIP servers can be of various types:
» Proxy Server: This receives SIP requests from a user agent or another proxy and
forwards or proxies the request to another location

» Redirect Server: This receives requests from a user agent or proxy, and returns a
redirection response (3xx), indicating where the request should be present

» Registrar: This receives SIP registration requests and updates the user agent
information to a location service or other database

In the following diagram, you see how they all fit together:

N, N N
y Authentication y DNS y Location
w Server M Server M Server
Authentication @ DNS @ Location
Reg/Res Reg/Res Reg/Res
@/ Ose /@ OE N /@ @ sp
Registrar Proxy 1 Proxy 2
OK (SP1) (SP2)
@Register RTP @
Non-SIP component or message
v SIP Component or message
‘ -? RTP traffic
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An IP phone registers to the registrar (1). The registrar checks with the organization server
(2), and if it's all OK, it sends an SIP request to the provider's proxy (3). The provider's proxy
checks with the DNS server for the IP address of the requested client's domain (4), and then
it forwards the requests to the destination proxy (5). The destination proxy sees that the
client is not in its place and checks with the location server for its location (6). When found,
the SIP request is forwarded to the destination client (7). The destination client confirms the
acceptance of the request to the sender (8). When all is okay, an RTP session is opened on
the UDP ports described in SDP when opening the session (9).

The SIP message is built as you see in the following diagram:

b 0.000000 10,219.62.200 10,179.236.114 SIP/SDP Request: INVITE sip:97143524099@10.179.236.
2 0.000010 10.219.62.200 10.179.236,114 SIP/SDP Request: INVITE sip:97143524099@10.179.236. 114,user-phune

3 0.000449  10.179.236.114 10,219.62.200  sIP Status: 100 Trying |

¢« Frame 1: 807 bytes on wire (6456 bits), 807 bytes captured (6456 bits)
+ Ethernet II, Src: Cisco_ed4:4b:ff (00:0d:bc:e4:4b:ff), Dst: AcmePack_fa:68:cl (00:08:25:Fa:68:cl)
# Internet Protocol Version 4, src: 10.219.62.200 (10.219.62.200), Dst: 10.179.236.114 (10.179.236.114)
# User Datagram Protocol, Src Port: sip (5060), Dst Port: sip (5060)
Session Initiation Protocol (INVITE)
Request-Line: INVITE sip:97143524099@10,179.236.114;user=phone SIP/2.0
Method: INVITE
+ Request-URI: sip:971435240992@10.179.236.114;user=phone
[Resent Packet: False]
Message Header G
Call-ID: 6998686179937202994-1341127643-24746
+ From: <s1p:01010@sipgw49.com;user=phone>;tag=6998686179937202994
« To: <sip;97143524099@10.179.236.114; user=phone>
Content-Type: application/sdp
“ Cseq: 1 INVITE
“Via: SIP/2.0/UDP 10.219.62.200:5060;branch=z9hG4bk-612054000197b332-c072451b-1 = Message header
@ Contact: <sip:01010@10.219.62,200:5060;user=phone>
Allow: INVITE,CANCEL,BYE,ACK,REFER,UPDATE,INFO,PRACK
Supported: timer,100rel
Max-Forwards: 8
Content-Length: 246
Message Body ="
Session Description Protocol
Session Description Protocol Version (v): 0
= Owner/Creator, Session Id (o): - 1341127643 1341127643 IN IP4 192.115.185.144
session Name (s): -
# Connection Information (c): IN IP4 192.115‘185.144
# Time Description, active time (t): 0 0 L
« Media Descr?ption name and address (m): audic 44714 RTP/AVP 18 8 0 101 Mexage hody (SDP)
« Media Attribute (a): rtpmap;18 G729/8000
= Media Attribute (a): rtpmap:8 PCMa/8000
# Media attribute (a): rtpmap:0 PCMU/B000
« Media Attribute (a): rtpmap:101 telaphone-avent/8000
< Media Attribute (a): fmtp:101 0-15 -

Request

The first part is the Request line in which we have:

» The method; INVITE in this case
» The requested URI

The second part is Message Header, in which we have:

» Call-ID: This provides a unique ID for the call
» From: This indicates the initiator of the call
» To: This indicates the destination of the call
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» CSeq: This contains the sequence number, which contains an integer followed by
the request method. Each successive request during the call will have a higher CSeq
number, and the caller and called parties each maintain their own separate CSeq
counts.

» Via: This indicates the path taken by the request so far and indicates the path that
should be followed in routing responses.

» Contact: This contains one or more SIP URIs that provide the other party in the
session with information for contacting the initiating user

» Allow: This indicates which methods are allowed

» Supported: This indicates whether parameters such as timers are supported

» Max-Forwards: This is the maximum number of hops to pass to the destination
» Content-Length: This is the byte count of the message body

» Message Body: This contains information on the codecs that are supported
by the sender; for example, timers supported

There's more...

When debugging a phone call, first filter the call with the Call-ID parameter. To do so, you can
do one of the following;:

» Look for the Call-ID parameter in the Message Header field in the SIP header,
right-click on it, and select Apply as Filter, as illustrated in the following screenshot

» Use the VolP Calls feature from the Wireshark menu

[ RTP Example - SIP - Olpcap [Wireshark 1.10.2 (SVM Rev 51934 from /trunk-110)] - - SR>
|Ble Edit yiew ' Go- Capture -Analyze - Statistics Teiephony Tools Intemals Help
coama BEXE AereTFd(EE Qean @08 % &
Filter: ' sip.Call-ID == "VzRIZDhmNGYyNjASMjKIMTBIYWIwZTIIODEzYTEOMGN " Expression.. Clear Apply Save SIP RTP
o. Time Source Destination Protocol  Info ‘I
63 11.781658 192.168.2.100 198.65.166.131 SIP Request; 77 - - ~"--—*% ~“pphone+17473113€&
T s T . I — — Expand All . R
COHSIIET @a; D1t LIUS ICUl ad s U0 s 98 UV LC T s @E s UD e Ias 5| Collapse Al G ovrvsiaeiuss
¢ Internet Protocol Version 4, src: 192.168.2.100 (192.168 , . . coum 66.131 (198.65.
= User Datagram Protocol, Src Port: 64064 (64064), Dst Por = = =
= session Initiation Protocol (ACK) I—% v smﬁ(::m, !I
Request-Line: ACK sip:voicemail_sipphone+17473113898@19  Colorize with Fitter b gndSelected
Method: ACK s Selected
s Request-URI: sip:voicemail_sipphone+17473113898@198.6% Felow 09 S R
[Resent Packet: False] —_
F Copy ’
Fram 4 Expont Selected Packet Bytes...
[Response Time (ms): 2412]
- Message Header @ Wiki Protocol Page
“via: SIP/2.0/UDP 192.168.2.100:64064;branch=z0hG4bk-dg ¥ [ st 1---d8754z-; rpcF

Max-Forwards: 70
“Route: <sip:198.65.166.131;1r;frag=a94d9a30> T

@ Contact: <sip:17474583531@85.250.182.94:64064;rinstanc ¢ pisieromwcl..

@ To: <s1p vot1ng@proxy01 s‘lpphone com>;tag= 00005409435E Besolve Name

Protacol Preferences »

__——_.__

Call-ID: YzR]ZDhmNGYyNjASMjkOMTB1YWIWZT11ODEZYTEOMGM.
TCseqr I ACK
User-Agent: WinGizmo/2.0.02 (Gizmo-s2nl)

345



SIP, Multimedia, and IP Telephony

When debugging an SIP trunk that is signaling between IP PBXs, try to figure out whether
there is there a specific call that doesn't work or whether all calls have the same problem.

To troubleshoot VoIP calls, the best way is to read the SIP messages. They will tell you what
to do.

Analyzing RTP/RTCP connectivity

In the previous recipe, we talked about signaling, that is, SIP and RDP. In this recipe, we will
see how to use the voice or video call itself and see what might go wrong with it.

It will always start with a user complaining about voice or video quality, low speech quality,
noises, and so on.

Also, don't forget that it might look like everything works fine in Wireshark, but further tuning
of the IP PBX should be done say to increase the transmit volume.

Getting ready

When facing problems on a specific client, connect Wireshark to the client port with a port
mirror. When facing problems with all clients connected to the same link, connect Wireshark
to the link with a port mirror.

How to do it...

To locate performance problems, follow these steps:

1. After you connect Wireshark with a port mirror, start the capture.
2. Make sure there are calls running.

3. From the Telephony menu, navigate to RTP | Show All Streams. This will show
you all RTP streams running on the port that you are monitoring.

4. The following window will open:

Detected 3 RTP streams. Choose one for forward and reversa direction for analysis |
SrclPaddr = Srcport 4 DstlPadde 4 Dstport 4 SSAC 1 Payload 4 Packets 4 Lost 4 Max Delta (ms 4+ Maxbitter (ms) 4 Mean Jister (ma) oper 4 |
19216813048 4020 19215813150 4010 DwRB420528 glila 12004 0 0.0%) 3537 289 o0
192163131.50 4010 13216813048 4170 DuTFERLOTS gTllA 1001 0 00%) 413 383 in X ‘
19216813250 4000 19216813048 4460 DddF11406 gTllA B26 \ 200%) 11261 1031 1. | X
Things tlu watch
Select a forward stream with left mouse button, and then
Select a revesse stream with Ctrd + left mouse button B .
Unsslact | FindRevens | Sweds || MarkPackets | Prepare Fier Copy Arabze |[ gose |

5. Parameters that are important to watch are the packets lost, Max Delta (ms), Max
Jitter (ms), and Mean Jitter (ms).
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u Delay values higher than 300 ms (RTT) and Jitter values higher
~ than 50 ms are considered to be problematic for interactive voice
Q and video over IP. Further discussion on this subject is in the How it
works... section in this recipe.

In the case of delay, follow these steps to locate the problem:

1. Use a simple ping test to check the delay between the two ends of the network:

1. When you see a high delay, check if it is typical to the communications line
that you are measuring (see a list of typical delays in the There's more...
section in this recipe).

2. Ifitis atypical delay, you don't have anything to do here. Check with the
phone and switch providers for tuning solutions for their equipment.

3. If you have a longer delay than expected, ping the two phones from your
laptop and check where the delay came from.

4. When you locate the link with the higher delay, ping in a step-by-step manner
along the link to see where the delay came from.

5. In parallel, use Wireshark to check the load on the line. The delay can come
from there, and in most of these cases, you will have Jitter coming with it.
2. Delay can come from the following sources as well:
o Congested link: Check the case using Wireshark.

o Load on a router: Use provider tools, SNMP tools, or router CLI to measure
load on these devices (use the provider manuals). It can be CPU load,
memory load, and so on.

o Queuing delay on routers buffers: Check the vendor manuals.
In the case of Jitter, follow these steps to locate the problem:
1. Use the same methodology as in the delay measurement and try to figure out where
the Jitter comes from.
2. lJitter can come from several sources:

o Congested line: Check the line with a ping command to see if you have any
problems here

o Load on a router (CPU/memory): Check the vendor manuals to see how you
can monitor these parameters
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In the case of packet loss, follow these steps to locate the problem:

1. Check using the ping command to see if there is a packet loss across the link.
2. If so, check the equipment along the way to see for packet losses.

3. You can also click on a specific RTP packet in the packet list window and then
navigate to RTP | Stream Analysis. It will show you the parameters on the stream
that the packet is a part of. The following window will open:

T e —— e

Forward Direction ‘ Reversed Direction
Analysing stream from 192.168.130.48 port 4020 to 192.168.131.50 port 4010 SSRC = 048490528
Packet ~ Sequence 1 Delta(ms) 4 Filtered Jitter(ms) 4 Skew{ms) 4 IPBW(kbps 4 Marker 4 Status 1 -
42636  ST1S6 2003 0.19 -4.28 B0.00 | Ok]
42639 57157 2028 018 -4.56 80.00 [Ok]
42641 57158 19.88 01s -4.44 80.00 [Ok]
42643 57159 1982 019 -4.26 B0.00 | Ok] '
42645  ST160 2001 018 428 £0.00 | Ok]
42648 57161 003 017 431 B0.00 [Ok]
42652 57162 19.96 0.16 -4.27 80.00 [Ok]
42654 57163 2001 0.15 -4.28 £0.00 [0k]
42657 57164 2001 0.14 -4.28 80.00 | Ok] -
Max delta = 35.37 ms at packet no. 43717
Summary Max jitter = 2.89 ms. Mean jitter = 0.21 ms.
iifinnation Max skew = -16.72 ms.
Total RTP packets = 12024 (expected 12024] Lost RTP packets = 0 (0.00%) Sequence errors =0
Duration 240.46 s (-617 ms clock drift, corresponding to 7979 Hz (-0.26%)
|Sm _pqload'..__l_ Save a5 CSV.., | _ Refresh lumpto _. | Gmeph || Player J Next non-Ok Ji Close
e—————— s == e =———-— —

4. Inthe window, you will see the following parameters on the stream that
you've opened:

o Packet: This parameter denotes the number of packets in the captured file.
o Sequence: This parameter denotes the RTP sequence number.

o Delta (ms): This is the time difference between the current and previous
packet in the stream.

o Filtered Jitter (ms): This parameter refers to the difference between the
real arrival time and the RTP timestamp parameter. It should be as low as
possible and preferably zero.
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o Skew (ms): This parameter denotes how early (or late) the packet is in
relation to where it was supposed to be. For example, if we have a packet
rate of 20 packets per second, we should have 50 ms between packets, and
if a packet arrives 49 ms after the previous one, it will be a skew of -1 ms.

o IP BW (kbps): This parameter refers to the bandwidth consumption at the IP
level that is with all headers down to layer 3.

o Marker: This parameter denotes whether the marker is SET (SET=1,
UNSET=0). A marker indicates various phenomena such as end of silence
period and end of video frame, and is added by the application.

o Status: This parameter lets you check whether the status is OK.
5. From the Summary Information window, we can see a maximum lJitter of 2.89 ms;
this is very low, so we should not expect any problems here.

6. Clicking on the Graph button in the middle of the lower part of the RTP Stream
Analysis window will open the following IO Graph:

Wl RTP Graph Analysis Forward: 192.168.13048-4020 to 102.168.131.504010 Reverse: NONED to NONED ) o5 o S
| 5 000ms |
|
500
|| 3 ;....[ ||||||.||Ir-..... .u' ..... |‘H“|l|l|.]. I|l-.<. H“[Ih.... ..... .|“||||I|.|||I|u.., T |Il:n.|“l|....||||u.. Dus
. ; ; £ ; X , . + e
I 9505 100.05 105.05 11005 e
¥
|| Graphs X Pog
[Graph 2] Fwd Jiter: 192.162.130.48:4020 to 192,168 131 504010 (SSRC=0x48490528) Tick interval O1sec  [v]
Graph 2 | Fwd Difference: 192,168,130 48:4020 10 192.168.131.50:4010 (SSRC=0v18490528) Elbiels per tick 3 |
Graph3
(Graphd] ¥ A
Graph 5 Scale: Auto ._'_. |
Graph 6 Rvr Delta: NONE:D to NONED {SSRC=0:) |
|| Labet x= Wrong Seq. number  m = Mark set |
Save Close
-

7. Inthis case, we see that the network looks great—the Jitter is less than 2.500 ms.

When we use Wireshark and it looks like all the parameters measured in the previous
points are OK, the problem in connectivity is a probably configuration problem in the
equipment itself.
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9. You might see some problems such as wrong sequences and timestamps (see the
following screenshot). These errors usually occur due to Jitter and delay problems.

Il Wireshark: RTP Stream Analysis . [P e
= —— D = =

Forward Direction | Reversed Diraction |

Analysing stream from 172.18.200.220 port 12030 to 192.168.140.5 port 6000 SSRC = 0:467EDBAL

?isEet - Efi",'f"“ 4 E')_e_lfa(msj 4 F'I‘}SSIEd Jitter{ms) < S_Iffgv(ms) 4 IE'E}I_V_(khps 4 Marker ¢ S‘t_i}.\‘.lf <«
7198 209157 0.00 0.00 0.00 40253 Wrong sequence nr.
| 7203 29159 0.00 0.00 0.00 40141 Wrong sequence nr.
7204 29160 0.00 0.00 0.00 40238 SET Incorrect timestamp
7208 29161 0.00 0.00 0.00 402.25 [Ok]
7210 29163 0.00 0.00 0.00 40189 Wreng sequence nr.
7215 29165 0.00 0.00 0.00 40175 Wrong sequence nr.
7225 29166 0.00 0.00 0.00 40169 [Ok]
79 29177 0.00 0.00 0.00 40167 Wrona sequencenr. %

Max delta = 0.00 ms at packet no.0

Max jitter = 0.00 ms. Mean jitter = 0.00 ms.
Max skew = 0.00 ms.

Total RTP packets = 9866 (expected 9866) Lost RTP packets = 4866 (46.71%) Sequence errors = 1166
Duration 106.26 s (0 ms clock drift, corresponding to 1 Hz (+0.00%)

Bad statuses

[sovepayioad.. | [ seveascsv.. | [ Retresh | [ wmpto | [ Geph | [ paye | [ Netnonok | [  close |

RTP is used in conjunction with RTCP (both were first standardized in RFC 3550). RTP is

used to carry the media streams (audio and video), and RTCP is used to monitor transmission
statistics and quality of service. While establishing a session, RTP uses even port numbers,
whereas RTCP uses the next corresponding odd port number (higher by one).

RTP provides mechanisms for timing recovery, loss detection and correction, payload and
source identification, and media synchronization.

RTCP specifies reports that are exchanged between the source and destination of the session.
Reports contain statistics such as the number of RTP-PDUs sent, the number of RTP-PDUs
lost, inter-arrival Jitter, and so on. These reports can be used by applications to modify the
sender's transmission rates and for diagnostic purposes.
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RTP principles of operation
RTP lies over UDP, which lies over IP. In the following diagram, you see the RTP

packet structure:

Sequence Number

Timestamp
1 1 1 1 1

Synchronization Source (SSRC) identifier

Header Extension

Payload Header (Payload Format Depended)
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Payload Data

Y |
32hits

The fields in the header are as follows:

» Version (V): This field indicates the RTP version

» Padding (P): This field indicates that the packet contains one or more additional
padding bytes at the end that are not part of the payload

» Extension bit (X): This field indicates a fixed header that follows the standard header
» CSRC count (CC): This field contains the number of CSRC fields that follow the

fixed header
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» Marker (M): This field is used to indicate application events, for example video
frame boundaries

» Payload type: This field identifies the format of the RTP payload to be interpreted
by the receiving application

» Sequence number: This field is incremented by one for each RTP packet sent.
Used by the receiver to detect packet losses

» Timestamp: This field reflects the sampling rate of octets in the RTP data stream

» Synchronization source (SSRC): This field is the stream identifier that is chosen
randomly, so that no two synchronization sources within the same RTP session
will have the same SSRC identifier

» Contributing source identifiers list (CSRC): This field identifies the contributing
sources (that is, the stream source) for the payload contained in this packet

In the following diagram, you can see how the sequence and timestamps mechanisms work:

Pkt 1 Pkt 2 Pkt 3 Pkt 4
¥ ¥ 9 ¢
[SEQ=1] [SEQ=2] [SEQ=3] [SEQ=4]--¢| | | | | | | |

| |
ll l2 l3 |4 l5 l6 l7 l8 Time

As we can see in the diagram, the sequence numbers are increased by one for each RTP packet
transmitted, while timestamps increase by the time covered by a packet. Packet number 1, for
example, will have both set to 1; packet 2 will have a sequence number of 2 and a timestamp
of 12; it goes on in this manner for the other packets. The receiver will receive the sequence
numbers that tell him the order of the packets, and timestamps that tell him the time at which
they left the receiver. The receiver will use both to play back the received data.

352



Chapter 12

The RTCP principle of operation

RTCP has several report types, in which the sender and receiver update each other on the
data that was sent and received. In the following diagram, you can see an example of this, in
which we see a sender report that tells the receiver how many packets and octets were sent,
timestamp information, and other parameters that can be used by the receiver.

Ele fdt View Go Coplure Anafze Stalistis Telephony Tooks [ntemals Help

codmg ERXR@ av+0oT2 EE acan ao8 s &
Filter: ElExleiiun_ Clesr App e SRR

Time Source Destination Protocel Info

No.
13014 89.845598 212.179.237. .26. X RTCP Sender Report Source

7 Frame 13014: 138 bytes on wire (1104 bits), 138 bytes captured (1104 bits)
7 Ethernet II, Src: AcmePack_fa:60:80 (00:08:25:fa:60:80), Dst: Al11-HSRP-routers_1f
+ Internet Protocol version 4, src: 212.179.237.161 (212.179.237.161), Dst: 37.26.14
“User Datagram Protocol, Src Port: 60131 (60131), Dst Port: 43555 (43555)
Real-time Transport Control Protocol (Sender Report)
-(stream setup by sDP (frame 12022)]
10. = Version: RFC 1889 Version (2)
Poi = Fadd1ng False
0 0001 = Reception report count: 1
Packet type: Sender Report (200)
Length: 12 (52 bytes)
Sender SSRC: 0x49424f58 (1229082456)
Timestamp, MSwW: 3550373021 (0xd39e649d) i .
Timestamp, LSW: 1766374618 (0x6948bcda) Timestamp information
[Msw and LSW as NTP timestamp: Jul 4, 2012 06:43:41.411266000 UTC]
RTP timestamp: 87538356
sender's packet count: 246
sender's octet count: 4920
2 source 1
+Real-time Transport Control Protocol (Source description)
:Real-time Transport Control Protocol (Goodbve)

There's more...

Delay can come from several sources:

Packets/Octets information

» Coding delay: This is the delay that comes from the digjtal processing of the voice
signals.

» Handling delay (packetization): This delay is the time that it takes to build packets
and insert voice information into them.

» Serialization delay: This is the fixed delay that occurs when sending packets over the
communication line. This delay depends on packet size and line speed.
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» Typical delays (round trip): This is the delay that you can expect when pinging
over a communication line (all the following points refer to unloaded lines):

o Over a LAN: The delay is less than 1 ms.

o Over a WAN connection: The delay is 1-2 ms in a short-range connection
(up to 250-300 km / 150-190 miles) and about 15-20 ms in long range
connections (for example, US coast to coast). In older networks you can
add several tens of milliseconds to these numbers.

o For home connections, usually xDSL or CaTV: The delay is somewhere
between 10 and 25 ms.

o For inter-continent connections: The delay is somewhere between 100
and 200 ms.

o For cellular connections: The delay ranges from 300 ms to 600 ms for
old 2.5G networks (GPRS or CDMA 1X), 120 to 150 ms for 3.0G (UMTS or
EVDO), 60 to 100 ms for HSDPA, HSUPA, and HSPA+, and goes down to 20
to 50 ms for LTE networks.

o For satellite communications: The delay is 500 to 600 ms.

The delay over a communication line is the sum of the time that it takes
. the light signal to cross the distance and time consumed by switching or
~ routing delays on the service provider network. While technologies since the
Q early 2000s (for example, MPLS or Carrier Ethernet) are implemented fast
switches and routers, technologies older than 2000 (such as Frame Relay
or ATM) have slower switching times and therefore will have higher delays.

Troubleshooting scenarios for video and

surveillance applications

In the last 10 to 12 years, security and surveillance systems have taken on a larger and more
important role in communications networks. The problems we might see in these types of
networks will usually start from video freezes due to lack of bandwidth but can also be much
more complicated as will be discussed in this recipe. In this recipe we will discuss

some of the problems with these systems and how to approach and solve them.
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Getting ready

Usually, you will be called to solve problems that users experience when watching security
cameras. In this case, you can port mirror the specific camera (1), the communication line
in the remote site (2), and a camera server (3), or you can monitor the central line with a
filter to the remote network (4).

~ Laptop with
- Wireshark

SP Network

—7 P

@ L1” Cameras

caw, i

e—y,~

[ Switch |

How to do it...

To identify problems in this network, follow these steps:

1. First, if possible, port mirror a connection between the viewer and a locally
connected camera (over the LAN). When doing so, you will be able to note
the required bandwidth for every picture resolution you try.

When watching a video, the bandwidth can start at 128 Kbps for a very
M basic black-and-white movie at a low resolution, average around 0.5 to
Q 1.0 mbps for a black-and-white or colored video stream at a reasonable
resolution, and go up to several megabits per second for high definition
streaming (usually at 6 to 8 mbps).
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2. As a basic—make sure your bandwidth is sufficient.

o When viewing freezes, use |0 graphs to monitor the bandwidth. Make
sure you have enough bandwidth and the line is not completely loaded.

o To make sure you are watching only the bandwidth consumed by the
camera or camera server, configure a filter to its IP address.

M Video streaming can be transferred over UDP and RTP or over TCP.
Q UDP is mostly used for interactive applications, while TCP is mostly
used for watching remote cameras.

3. Make sure you don't have any packet losses or significant delays or Jitter.
o For packet losses, log in to the communications equipment or use SNMP
o For delay and Jitter, you can use the ping command or graphical utilities
(many of them are free, for example, from Colasoft)

4. While monitoring a remote camera feed, if you have short freezes, navigate to
Statistics | TCP Stream Graph | Time Sequence (Stevens). Make sure all |
and P frames are received at constant intervals.

Time/Sequence Graph (Stevens)

Time/Sequence Graph (Stevens)

| ?‘\[ F ]Delayed

frame

L 4

]
i ]
: lDoIayad
frame

Standard
inter-frame
interval

—p—
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5. The problem here is that there were cameras in the customer sites that transmitted
the video to a central server and the central server transmits it to the monitors.
What we see in the preceding graph is the server delayed some of the p-frames and
that was the reason for the short freezes in that case. It turned out to be a software
problem on the server.

6. When trying to log in to a camera server, several ports may be in use and you may
not get the picture; or it may so happen that you get the picture but something else
does not appear. To verify that all TCP port numbers are open, you can do this:

o Look at the firewall (if there is one between you and the camera server)
if connections were blocked

o In Wireshark, make sure you don't get any triple SYN, which indicates
that something is blocking your access to the server

7. Inthe following screenshot, you see how the HTTP session (1) is running between
the internal office address 10.0.0.3 and the external address of the web camera
82.82.182.182 (don't use these; they are just sample values). In the line 2614, you
see a SYN packet is sent from 10.0.0.3 to 82.82.182.182; this packet is blocked in
packet 2615 via the TCP RST (reset) PDU (2). The same event occurs twice more (3
and 4). The fact that you see one established connection does not mean that there
are no other connections being attempted.

. Clest See  OP ATP RTCP ATSP

[Me. Tira Seuwce Dt Pretecs Infs

2606 36.078818 10.0.0.3 82.82.182.182 TCR 62438 > http [ACK] Seq=915 Ack=41863 Win=66792 Lan=0
2607  36.099347 82.82.182.182 10.0.0.3 TCP [TcP segment of a reassembled POU]

2608 36.120189 82.82.182.182 10.0.0.3 TCP [TcP segment of a reassembled PDU]

2609  36.120234 10.0.0.3 82.82.182.182 TCP @ 62438 > http [ACK] Seq=015 Ack=44687 Win=66792 Len=0
2610 36.193607 82.82.182.182 10.0.0.3 TcP [TcP segment of a reassembled PDU]

2611 36.214472 B2.82.182.182 10.0.0.3 ‘I'CF [TcP seagment of a reassembled PDU]

2612 36.214566 0. 82.82.182.182 62438 > hrtp [acx] seq=915 ack=47511 win=66792 Len=0
2613 36.223803 82, 82.182 182  10.0.0.3 HTTPfDI. unknonn (Oxuf)

2614 36.249612 3 82.82.182.182 0 !S [sm] ssq:O I‘ln=8192 Larl=0 Hssﬁldﬁo W5=256 SACK_PERM=1

52.82.182.182
$2.82.182.182

1 £F02::c
§2.82.182.182
10.0.0.3

8. Inthis case, the HTTP connection had connectivity to the web server. To log in,
another connection was opened. Since the log in connection was blocked, it
was possible to see the camera server but not to log in to it and watch the video.
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Video streams are made of I-frames (Intra-coded frames), P-frames (Predicted frames),
and B-frames (Bi-predictive frames). I-frames are frames that contain the full picture,
while P-frames contain changes from the previous one. There are also B-frames, which
also use prediction mechanism for the next frame.

In TCP, each video frame, |, P, or B, is divided between several TCP packets; therefore,
when you have TCP problems (retransmissions and others) it can directly influence the
video stream.

There's more...

The quality of video transmission depends on the codec that you are using, number of frames
per second that are transmitted, time interval between frames, and more parameters that can
be configured in the camera or on the camera server. Make sure you've set all parameters
correctly to get a good picture.

Troubleshooting scenarios for IPTV

applications

IPTV applications have become more and more popular over the last few years, while
more and more TV stations are moving to the Internet. E-learning applications are also
more popular along with various types of other applications.

Basically, IPTV applications use TCP, and the problems you will face are mostly TCP
problems, such as retransmissions. In this recipe we will see some examples.

Getting ready

When getting complaints about quality of video, freezes, and so on, connect the instance of
Wireshark that has a port mirror to the device or the link that connects you to the network.
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How to do it...

Start the capture and go through these steps:

1. Open the 10 graph and verify that you have buffering type of traffic, as illustrated in
the following screenshot:

S-TFSELELAFDST)

= Data buffering
i

T
140s 160s 180s 2005 220s 2405 2608 2805 3005
! ! m | J
X Boos 9
(Graph 1 Color |Filter:| Style: line [ =] | Tickintenvat1 sec _E
|Graph 2| Color | Fiter:| Syle|line  |v] |Pisperice |3
Gi hi C Hler 5 ls:l.' D | Miew as time of day
raph 3 | Coloe R | tyle: Line e
Graph4 | Color [Filter:| Style: |Line El Unit:
Graph'5| ol [Filter Sl line |+ | Scale:
Smocth: | No filter
Help | J Lopy Save |

2. If you see that the line is blocked at the top, check your bandwidth to the Internet
and tune the viewer accordingly (it's usually done automatically).

3. Check for TCP retransmissions, duplicate ACKs, and TCP window problems, and if
you find any, go through it to find what is disturbing the transmission.

From the network point of view, IPTV is not more than a simple application that runs over a
TCP connection.

There's more...

When troubleshooting problems on it, go through the regular TCP troubleshooting procedures
described in Chapter 9, UDP/TCP Analysis.

359



SIP, Multimedia, and IP Telephony

Troubleshooting scenarios for video

conferencing applications

Video conferencing uses the same protocols as standard telephony, but there is a difference:
while in telephony we have one stream of data in each direction, we have a stream of data
and a stream of video in video conferencing. When you capture data on the end device, you
will see four streams of data: two streams that you send to the other side and two streams
of data that are sent back to you.

Another difference is that some video conference applications are still using the H.323
protocol suite, so instead of troubleshooting SIP problems, you will have to troubleshoot
H.225 and H.245 connectivity issues. Due to the fact that most applications use SIP
and the IETF protocol stack, we will focus on them only.

Getting ready

To troubleshoot a problem in your video conference system, connect the instance of Wireshark
with port mirror to the device or to the link to the devices that are functioning badly.

How to do it...

What you will get for every conference will be as in the following screenshot:

¥ Wiresharc TP Sirmams ] B B
Detected & RTP streams. Choose one for forward and reverse direction for snalysis
Sre IP adde 1 See port 4 DstIP addr 4 Dstport 4 SSRC 4 Payload 4 Packets ¥ Lost 4 Max Delta (me) 4 Max Jitter (ms) 4 Mean Jtter (ms) 1 .
95.35.174.26 536 8074104145 10086 21093F30 Unassigned 1311 64326 (224%) 000 000 0.00
E.u 104145 10088 95.35.174.38 53 hI2SCSI03  RTPType-105 13676 -73 (-0.5% 000 0.00 0.00
80.74.104.145 10088 95351436 2534 OxBEABACF RTPType-119 154; 0 {0.0%) 000 0.00 000
l;.;s 17436 53 8072104145 10085 (hl EEME4 Unassigned 13434 0 i0.0%; 000 0.00 0.00

Forward: 80.74.104.14510090 -» 5535174 35:2538, S5RC=0=27321C5
Select a revarse stream with Ctrd « left mouse button

Unzelect Find Reverse Savefs Mark Packets | Prepare Filter Copy Analyze Close J
1P; 95.35.174.36 1P: B0.74.104.145
Port: 1536 Port: 10086
IP: B0,74.104.145 IP: 55.35.174.36
Port: 10088 Port: 2534

1. Asyou can see in the screenshot, there are two streams of data in each direction.
2. On one of them (the first one), we see massive degradation in performance.
3. Tofocus on it, click on the stream, and then click on Analyze.

360




Chapter 12

4. The following window will open:

| Forward Direction | Reversed Direction |

Analysing stream from 953517436 port 2536 to 80.74.104.145 port 10086 SSRC = 0x21003F80

E:if e ﬁqugm:e 1 E%{ms} 4 I::E_sred Jitter{ms) 4 %I:E-v[msj 4 ]?Agrﬂkhps_ 4 Marker ¢ %ti‘t:.u? 1 -

18187 4269 0.00 0.00 0.00 42136 SET Incorrect timestamp

18192 4270 0.00 0.00 000 42198 SET [Ck]

18199 4M 000 0.00 000 42212 [Ck]

18200 4m2 0.00 0.00 0.00 417564 SET Incorrect timestamp =

18205 4273 000 0.00 000 40416 SET [Ok]

18212 4274 000 0.00 0.00 40011 [Ck]

18213 4275 0.00 0.00 0.00 41048 [Ok]

1814 4276 0.00 0.00 0.00 41998 se7 (1) [Incorrect timestamp

18215 332 0.00 0.00 000 42046 seT(2) [Wrong sequence nr.

18221 a2m 000 000 0.00 43103 SET (3 ) Payload changed to PT=105

18226 4278 0.00 0.00 000 44149 [Ck]

18227 4219 0.00 0.00 000 45172 SET Incorrect imestamp -
Max delta = 0.00 ms at packet no.0 L_"r_" L T J
Max jitter = 0.00 ms. Mean jitter = 0.00 ms. Unstable BW Status errors
Max skew = 0.00 ms.

Bad Total RTP packets = 78337 (expected 78337) Lost RTP packets = 64526 (82.37%) Sequence errors = 1010

results Duration 271,38 5 (0 ms clock drift, corresponding to 1 Hz (+0.00%)

savepayload.. || SaveasCsV.. | Refresh || jumpto [ Gph |  Pays | NetnomOk || Close |

5. Inthe preceding screenshot, you see that there are many errors, the bandwidth is
unstable, and there are many error statuses:

o Incorrect timestamp (1) and wrong sequence number (2) are caused by a
communication line with high Jitter

o Payload change (3) occurs when the system on the sender's side changes
the codec to a better one to fit into the channel

6. There was a problem here simply because this was a video conference call over an
unstable cellular connection.
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Troubleshooting RTSP

RTSP is an application-layer control protocol that is used for the control of a single or multiple
time-synchronized streams of continuous media such as audio and video. The purpose of RTSP
is to provide control over remote media servers. It is used when we click on Play, Pause, and so
on, and can be used also to invite a new media server for viewing on the screen, for example,
for a conference. While RTSP is the control protocol, the streaming itself is usually carried out
by RTP—which carries the data—and RTCP —used for the monitoring of the data transfer.

The RTSP standard (RFC2326) does not define any transport protocol, but most
implementations use TCP. RTSP is commonly used while watching IPTV. In this recipe
we will learn how to monitor and troubleshoot these streams.

Getting ready

RTSP monitoring should be used in cases in which you experience transmission disturbances;
for example, problems with the media player control or cases with connectivity problems to a
server. RTSP works as illustrated in the following diagram:

e D\ N
N7 Web
Web HTTP N

< > S senver
browser (
7'}

Client
Y RTSP (Control) -
Media [~~~ =~ — ==~ " % Media
player gl RTP/RTCP (stream data) > E}\’ server
~__ )

When monitoring a stream, we can have problems with RTP/RTCP (discussed earlier in the
chapter), HTTP (discussed in Chapter 10, HTTP and DNS), or even TCP problems (discussed in
Chapter 9, UDP/TCP Analysis). In this recipe we will talk about RTSP (the center line with long
dashes in the preceding diagram).

The web server and the media servers can be on single or multiple physical servers, or on
different virtual machines. The functionality in any case is as presented.
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How to do it...

To find problems with RTSP, connect the instance of Wireshark with port mirror to the client
experiencing the problems, and in the case of multiple clients, connect it to a mutual link or
to the server.

1. To view all RTSP traffic, filter the packets with TCP port 554; the filter for this is tcp.
port==b54.

M The filter Tcp.port == 554 gives us all traffic over this port,
Q while filter rtsp only gives us packets in which Wireshark is
recognized as an RTSP header.

2. Toview RTSP requests and responses, navigate to RTSP | Packet Counter from the
Statistics menu as described earlier in this chapter. Error responses are those with
code values that are higher than 400.

"Wl RTSP/Packet Counter with filter: ip
Topic / Item Count Rate (ms) Percent
= Total RTSP Packets 114 0001726
_[¥] RTSP Request Packets 51 0.000772 44.74%
=l RTSP Response Packets 51  0.000772 44.74%
I 272 broken 0 0.000000 0.00%
E Lo Informational 0 0.000000 0.00%
g1 # 2oc Success 51 0.000772 100.00%
§ 3uc: Redirection 0 0.000000 0.00%
4xoc Client Error 0 0.000000 0.00%
Sxoc Server Error 0 0.000000 0.00%
Other RTSP Packets 12 0.,000182 10.53%

3. Look for RTSP response codes that are 4xx or higher. To do so, you can configure the
display filter rtsp.status >= 40U.
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As with SIP (which is used for signaling, while RTP is used for the transport of the media), the
streams controlled by RTSP may use any transport protocol; in many cases, they also use RTP.
The protocol is intentionally similar in syntax and operation to HTTP and uses the same syntax.

The most common RTSP methods (commands) are (C-Client, S-Server):

Command Direction Function

OPTIONS CtoSorStoC Determines capabilities of server/client
DESCRIBE CtoS Gets description of media stream
ANNOUNCE CtoSorStoC Announces a new session's description
SETUP CtoS Creates a media session

PLAY CtoS Starts media delivery

RECORD CtoS Starts media recording

PAUSE CtoS Pauses media delivery

REDIRECT StoC Redirects to another server
TEARDOWN StoC Performs immediate teardown

The response categories are:

Code series Type Meaning

Axx Informational Request received, continue with processing

2XX Success The action was successfully received, understood,
and accepted

3xx Redirection Further action must be taken in order to complete the
request

4xx Client error The request contains bad syntax or cannot be fulfilled

5xx Server error The server failed to fulfill an apparently valid request
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There's more...

In the following screenshot you see a typical RTSP stream:

Fier: tepssream eq 141 and map »| Epression=. Clewr Appy Save

o Protocol Info

8843 RTSP DESCRIBE rtsp://sv666.castup.net/serverl2/468/853/85378459-61. wmv?ct=IL&rg=NV&aid=468
8853 RTSP/ Reply: RTSP/1.0 200 oK, with session description

8854 RTSP _[GET_PARAMETER rtsp://sv666 .castup.net/serverl2/468/853/85378459-61. wmv?ct=IL&rg=Nv&aT
8858 RTSP @ Reply: RTSP/1.0 200 oK

8859 RTSP SETUP rtsp://sv666.castup.net/serverl2/468/853/85378459-61 wnv/audioRTSP/1.0

8860 RTSP @ Reply: RTSP/1.0 200 OK

8861 RTSP SETUP rtsp://sve66.castup.net/server12/468/853/85378459-61 wmv/vide®RTSP/1.0

8862 RTsSP @ Reply: RTSP/1.0 200 oK

8864 RTSP {PLM‘ rtsp://sve66 . castup.net/serverl? /468/853/85378459-61. wmvPct=IL&rg=Nv&aid=468815=
8866 RTSP @ Reply: RTSP/1.0 200 oK

8867 RTSP/ {SET_PARAMETER rtsp://sv666.castup.net/serverl2/468/853/85378459-61. wmv?ct=IL&rg=Nv&ail
8875 RTP PT=DynamicRTP-Type-96, SSRC=0x309C1F47, Seq=18490, Time=0, Mark

8881 RTP @{F"T:Dyrlam'icRTP—Type—QG, SSRC=0x309C1F47, Seq=18491, Time=40, mark

L-X-1-Bvd nTn o TN P o T ac CENANuINOrICAT Cam_,10AGD T 1OG Y 1)

The typical RTSP stream is processed in the following order:

1.

o o &~ w

A DESCRIBE request is sent to the server, asking to retrieve the description
of a presentation or media object identified by the request URL from that server,
and the server replies with 200 OK.

A GET_PARAMETER request retrieves the parameter value of a presentation
or stream specified in the URI.

A SETUP request is sent to open the audio stream and is confirmed with 200 OK.
A SETUP request is sent to open the audio stream and is confirmed with 200 OK.
A PLAY request is sent to the server to start playing the stream.

A SET_PARAMETER request is sent to the server to set a parameter value for a
presentation or stream specified by the URI.

The stream starts to play with RTP.
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In the following screenshot, we see how the stream is broken down:

Filter: | tcp.stream eq 111 and rtsp ‘_i Epremion... Clear Apply Save

N, Pretocol Info

10096 RTP PT=Dynam1cRTP-Type-96, SSRC=0x309C1F47, Seq=18684, Time=18983, Mark
10102 RTP PT=DynamicRTP-Type-96, SSRC=0x309C1F47, Seq=18685, Time=19099, Mark
10105 RTP PT=DynamicRTP-Type-96, SSRC=0x309C1F47, Seq=18686, Time=19355, Mark

10107 RTSP @_[SET_PARAMETER rtsp://svewm.castup.net/serverl?/468,/853/85378459-61. wmv7ct=1
10108 RTSP Reply: RTSP/1.0 200 oK
10111 RTSP/@{SET_PARAMETER rtsp://svéwm.castup.net/serverl2/468,/853/85378459-61. wmv?ct=]
10156 RTSP Reply: RTSP/1.0 200 oK
10446 RTSP @_[TEARDOWN rtsp://svewm.castup.net/serverl2/468/853/85378459-61. wmv?ct=IL&rg=
10447 RTSP Reply: RTSP/1.0 200 oK

The process for the breakdown of the stream is as follows:

1. SET_PARAMETER is sent to the server to set a parameter value for a presentation
or stream specified by the URI.
A second SET_PARAMETER request is sent to the server.

The TEARDOWN command is sent to close the connection.
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Troubleshooting
Bandwidth
and Delay Problems

In this chapter we have the following recipes:

» Measuring total bandwidth on a communication link

» Measuring bandwidth and throughput per user and per application over a
network connection

» Monitoring jitter and delay using Wireshark

» Discovering delay/jitter-related application problems

Introduction

When measuring communication lines, there are four major parameters that we should be
aware of: bandwidth, delay, jitter, and packet loss. While there are applications that require
high bandwidth, there are other applications that are more sensitive to delay and jitter. Packet
loss can influence all types of applications, but there are applications that are more sensitive
to it and some that are less.

In this chapter we will learn how to measure these parameters, how to check for network
problems caused by it, and how to solve them when possible.
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Measuring total bandwidth on a

communication link

In this recipe, we will see how to measure the total bandwidth over a communication line.
The first thing of course is to verify the communication line with the service provider. Check
whether it is a symmetric or an asymmetric line, and if it is asymmetric, check what the
bandwidth is in both directions.

Getting ready

There are two cases that you might need to test:

» When you measure a communication line between two offices: in this case connect
your laptop (or any PC on the network) to the LAN, and verify whether you have a
server or another PC on the other side of the line

» When you measure a communication line to the Internet, make sure you have a
testing server on the Service Provider (SP) side or on the Internet Service Provider
(ISP) side

How to do it...

To check the bandwidth on a communication line, follow these steps:

1. Ask for the following details:
1. Ask the SP what the line bandwidth is.

2. Ifitis aline to the Internet, in addition to the preceding step ask the ISP
what is the bandwidth to the Internet.

2. Locate a server, a PC, or a laptop on the remote location.

When using a PC or laptop for the test, don't forget that the PC
itself should be strong enough to generate the traffic. A standard
Windows 7 is able to generate around 200 Mbps per TCP
connection, and when opening several connections, you can get into

~" other limitations such as disk performance and so on. Therefore,
it is recommended to try the transfer first on a LAN, where there
are no bandwidth limits (practically), and only then to test the SP
or the ISP lines. If you are using FTP, use an efficient one (FileZilla,
for example). The best way of course is to use test equipment, if
it's available. Dedicated test equipments are available from many
vendors such as VeEX, Fluke Networks, and IXIA.
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o In case you want to test the bandwidth between two sites, download and
then upload a big file between nodes numbered as 1 and 2 or between
nodes numbered as 1 and 3. A file big enough should load the line for a
significant amount of time, that is, a minute or more. For example, if you
want to test a 10 Mbps (Megabits per second) line, use a file of at least 10/8
= 1.25 MB (Megabytes).

o In case you want to test your connection to the Internet, usually you can
perform the test on your service provider (numbered as 1 to 4 in the
following diagram), and then to your Internet service provider (numbered
as 1 to 5 in the following diagram).

\ If possible, it is better to use the IP or UDP test, since when you
~ copy a file, it is done over TCP, so you can get into TCP issues that
Q influence the test. For this purpose, use Iperf or another testing
tool that can generate IP or UDP traffic.

In the following illustration, you can see two local networks connected via a Service Provider
(SP) line. The site on the left is connected to the Internet through a firewall. The connection to
the Internet goes through the Service Provider (SP, Server 4) to the Internet Service Provider
(ISP, Server 5).

ISP Test
Server e
\ ISP
Network

-
SP Test
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Follow these steps to measure the bandwidth over the communication lines:

1. Use Wireshark Statistics | 10 Graphs for the test.

\ Don't forget that Wireshark has its own limitations when working
Ny with high bandwidth lines. In this case, you can configure it to use
Q multiples files. Personally, | prefer to use other tools (Omnipeek, for
example) when monitoring lines of 200-300 Mbps and higher.

2. When testing your enterprise network, you can use software tools such as Iperf
(http://sourceforge.net/projects/ipert/).

Following are the steps to measure network bandwidth with IPerf:

1. Install Iperf on both ends of the connection.
2. Configure one side as a client, and the other side as a server.

3. Start the test and use I/0 Graphs to verify that you have a stable bandwidth.

\ When downloading or uploading a file, do it with a single large
~ file and not a directory of multiple files. When transferring many
Q small-sized files, it will take time to open and transfer each one
of them, so the test will not give good results.

When getting less bandwidth than expected, perform the following steps:

1. When getting a value up to around 5% more or less than expected, it can be due
to the reasons mentioned in the There's more... section in this recipe. Check the
configurations and the technology that the line is running on (SDH/SONet, Carrier
Ethernet, and so on)

2. [If you test the line with file copy, and in the 10 graphs see sawtooth, there might
be errors on the line. Check TCP retransmissions, and then check for errors in the
switch/router port connected to the service provider.

To check switch or router port statistics, you can use console or
M telnet to connect to it and use the switch or router commands (for
Q example, show interface commands in Cisco). You can also use
SNMP management software or any MIB browser and browse the
IfInErrors and InOutErrors objects.
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3. If you see a degradation of 80 to 90 percent of what you had expected (for example,
you test a line of 100 Mbps and get 10 to 20 Mbps); in most of the cases, it is a
duplex-mismatch problem. As shown in the How it works... section of this recipe.

It isn't common, but it can also be that your service provider has a configuration
problem. Check it with them. If none of the preceding cases are true, it can be
that this is the reason.

First, there are two different definitions; it is important to distinguish between:

» Bandwidth: This is the total bits per second that can be transferred over a
communications line

» Throughput: This is the effective application bytes per second that is transferred
between the two ends of a connection

To check the bandwidth of a communication line, you can ask the service provider for the line
details, or you can simply transfer some traffic over it, use Wireshark or SNMP tool, and see
what you get.

Most of the cases in which a duplex mismatch problem occurs is when you connect
using Ethernet on one side with 100 Mbps full duplex, and the other side configured
to auto-negotiate.

ECTERETTEE

Port A Port A PortB  PortA Port B
100FD 100FD 100FD 100FD
100FD AUTO 100FD  100HD X
AUTO 100FD 100HD  100FD X
AUTO AUTO 1000FD 21000FD

X: Mismatch

Port B

B WN -

As you see in the diagram, when you connect a device (a router in this example) to a switch,
when both sides are manually configured, for example, to 100 Mbps Full Duplex (FDX), the
intended configuration will take place (numbered 1 in the preceding diagram).

When you configure both sides to auto-negotiation (numbered 4 in the preceding diagram), it
will also be fine, and will be automatically set to 1 Gbps (in the case of gigabit adapters).
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In the case when one side is configured to 100 FDX and the other side to auto negotiate, the
auto negotiate will be automatically set to 100 Mbps Half-Duplex (HDX). In this case, when
one side is set to HD and the other to FD, many packets will be lost, and you will experience
significant degradation in performance (numbered 2 and 3 in the preceding diagram).

There's more...

When we buy a line at a certain bandwidth, it can be that we'll get a little bit more or less
of what we've bought. For example, when we buy 10 Mbps line, and the line runs over the
Synchronous Digital Hierarchy (SDH) or Synchronous Optical Network (SONet) line; the
10 Mbps is made of 5 VC-12s, which is 5*2.176 Mbps, so the total bandwidth will be
10.88 Mbps.

On the other hand if, for example, we use site-to-site VPN over the Internet, and the line is

10 Mbps, even if we have a very good Internet connection (for example, when the two ends
are connected to the same ISP), the encryption mechanisms of the VPN itself can take 5 to
10 percent of the line, and when measuring it, you will get somewhere between 9.0 to 9.5
Mbps. In this case, for example, when you transfer a file over the line, you will see that the line
is loaded with 10 Mbps (that is, the bandwidth), while what is left for the file copy is usually
between 9.0 to 9.5 Mbps (that is, the throughput).

Measuring bandwidth and throughput per

user and per application over a network
connection

In many cases, we need to know not only the total bandwidth of a connection,
(communication line or on a server port), but also who exactly are the consumers,
that is from which IP addresses and port numbers the traffic is coming. In this recipe,
we will see how to measure it.

In order to see this, you can use proprietary tools that collect the data from the switch
(RMON1, RMON2, sFlow) or router (Cisco Netflow or Juniper Jflow), or to use Wireshark
with port mirror to the communication link, and this is what we'll learn in this recipe.

Getting ready

For using Wireshark to get traffic distribution, connect a laptop with a port mirror to the link
you wish to monitor and start packet capture. You can also use the Tshark command from
the CLI.
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How to do it...

For basic statistics on users and applications that are using the communications link,
perform the following steps:

» For general statistics:

1. From the Statistics menu, choose Conversations.

2. Inthe Conversations window, you see the statistics on the total number
of packets captured until now.

3. You can also use graphical tools such as Compass (Chapter 11, Analyzing
Enterprise Applications, Behavior).

» For flow analysis, use |0 graphs with filters on IP addresses and/or port numbers:
1. From the Statistics menu, select 10 Graphs.

2. Inthe 10 graphs window (Chapter 5, Using Advanced Statistics Tools),
configure IP and port numbers and display filters for the applications
that you wish to monitor.

» For continuous monitoring, use Wireshark with multiple files with ring buffer,
or use tools such as Netflow or Jflow for router monitoring.

With Wireshark, like we learned in Chapter 1, Introducing Wireshark, we capture data and
analyze it.

In Netflow, Jflow, and applications that collect data from the router, the router periodically
sends the collected data to the management console that analyzes it.

In Remote Monitoring 1 (RMON1) and Remote Monitoring 2 (RMON2), when the end switch
supports it, you access the data with the SNMP software that reads from the RMON1/RMON2
MIB. While RMON1 provides you layer 1 to 2 statistics, RMON2, when implemented provides
you layer 3 to 4 statistics. The main standards of RMON were published in RFCs 2613, 2819,
3577, and 4502. In various applications and devices such as firewalls, Intrusion Detection
Systems (IDS), Deep Packet Inspection (DPI) devices, and WAN Accelerators, you will get the
data from the monitored device.

373




Troubleshooting Bandwidth and Delay Problems

See also

Additional data on these applications can be found at:

Cisco Netflow: http://www.cisco.com/en/US/products/ps6601/products_ios_
protocol_group_home._html

http://www.ietf.org/rfc/rfc3954.txt
For Juniper Jflow:

http://www. juniper.net/techpubs/software/erx/junose82/swconfig-ip-
services/html/ip-jflow-stats-config2.html

sFlow:
http://www.ietf.org/rfc/rfc3176.txt
Various applications can be located in:

For switch monitoring;:
http://www.sflow.org/index.php

http://tools.ietf.org/html/rfc3176

Monitoring jitter and delay using Wireshark

Jitter and delay are characteristics that can significantly influence various network
applications. For monitoring jitter and delay on a communication line, you can use simple or
graphical Ping tools that will show you the line characteristics. Wireshark on the other hand
does not measure the end-to-end delay but the influence that it has on the network traffic,
that is inter-frame delay and how it influences applications.

In this recipe, we will see how to use Wireshark tools for monitoring these parameters,
and in the next recipe we will see how to discover problems caused by them.

Getting ready

For monitoring delay on a communication line, first use the ping command to get the feeling
of the line, and then configure port mirror to the port you want to monitor.
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How to do it...

To monitor inter-frame delay:

1. From Statistics, select 10 Graph.

2. For monitoring time between frames in a specific stream of data:
1. Click on a packet in the TCP or UDP stream.
2. Click on Follow TCP Stream or Follow UDP stream.

3. Copy the displayed filter string that showed up (numbered 1 in the next
screenshot).

3. From statistics open 10 Graph.

4. In 10 Graph, in the Y Axis part (bottom-right side of the window), select Advanced...
(numbered 2 in the following diagram).

5. Copy the TCP stream number (numbered 1 in the following diagram) to the Filter
field in the 10 Graph (numbered 3 in the following diagram).

£ - R~ ——— ——— = _
M 26-JUN-D212 Bat Yam Direct Connection 1o VCRpcap [Wireshark 1102 (SVN Rew 51934 from /trumk-L10] 11 (0 e —" = 2
| Ele Edt View Go Copture Anslyze Statistics Telephomy Tock |ntemals Help —— — — — ==

o @ 4 L EaXR AesaF 2 IEE Qe @#BmE @

2 o

[ Ay
[*] Bpression... Clear Appty save

No. o Destination Protocol  Info .
ik 10.10.108.100 10.10.108.20 TCP 23135 > x11 [AcK] seq=1 Ack=1 Win=64158 Len=0 |
> A_10 102 20 10 10 102 100 o w11 . 3212 e aciel con—1 ac ineO0e | o
3 M Wbk 10 Grpi 26-1UN 0212 B2 Yom Dirct Comectionto VCRpep s Wil B D bl e i) |
4 |
5 n=
6 Bn=
7 @ 3ms |fLe -
Fra|
Eth! Rb:8
I T T T T ——T—— - — 2 oms b.1c
s Int [ E 405 605 805 1005 =
= Tral. Ack
Graphs e o % Ais
[Grapn] cotor _ @ [ =] frametime._detta_displayed Style Line | =] [#] Smooth | Tickintervak:1 sec -
[Graph 2] Color [Finent 3 5 Style: | Line B % Smooth || Pt per ticke s[5
) G L View a of day
Graph3| Fiter: Cale: UM} B Style Line |=] [#] smectn - @
—_ —— is |
Graph 4 | Color | Filter: Calc: SUM(") E| Style: | Line E 4l Smooth || o [advanced. :I
(Graph 5| Cclo [Fitters Call: SUM(") =] Style|Line | =] [7] Smooth | Scale:  Aute =
Smooth: | No filter -
[ bee |[ corr | se | [ glose

Select AVG(*) (numbered 4 in the preceding diagram).

7. Configure the filter frame.time_delta_displayed (numbered 5 in the
preceding diagram).

8. Inthe graph (numbered 6 in the preceding diagram), you see the time between
frames in milliseconds.
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9. By navigating to Statistics | TCP Stream Graph | Round Trip Time Graph, you will

get the same results as shown in the following diagram:

10. In the diagram, we see that the Round Trip Time (RTT) varies between values that are

lower than 10 ms and up to 200-300 ms.

"\l TCP Graph 3: 26-1UN-0212 Bat Yam Direct Connection to VCRpeap 10.10.108.206036 -» 10.10.108.100:23135 el |
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4 o5
0.20— . &%
- : >
9 :- l;-
015— -
- a - ..
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A . - : . -
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- .-‘.' . F) . -"
0.10— - :,' . -: . " .. & HLY
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11. To measure delays in layer 4, use the TCP filter tcp.analysis.ack_rtt that will

give you the time that it takes to acknowledge every received packet.

The software simply captures packets over the line, and shows you the time difference
between them. It is important to notice that there is a delay or jitter, but we will not see where

it is coming from.

Delay is the time that it takes a packet to get from one end of the network to the other. It is
usually referred to as RTT. Delay can be measured with simple Ping or graphical Ping tools.
Delay is measured in seconds - milliseconds (ms), microseconds (us), and so on.
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Jitter in IP networks measure the variations in delay. For example, if we have an average delay
of 100 ms, and it varies between 80 ms and 120 ms, the jitter is 20 percent.

There's more...

Graphical Ping tools are available for free on many websites. You can use, for example,
http://www.colasoft.com/download/products/download_ping_tool _php.

Discovering delayl/jitter-related application

problems

Jitter and delay can influence various types of applications. In applications that run over TCP,
high delay reduces the effective throughput that can be sent and high jitter can cause packet
losses and retransmissions. In multimedia applications that run over RTP, which runs over
UDP, high jitter and delay can cause severe disturbances in the voice and video quality.

In this recipe, we will get into the details: the influence of behavior on TCP, and how it can
influence the application behavior. RTP over UDP behavior was discussed in Chapter 12, SIP,
Multimedia, and IP Telephony.

Getting ready

When you ping a remote site and get high delays, and in the Wireshark you see many
retransmissions, it can be because of high network or applications delay. Connect the
Wireshark to the network and configure port mirror to the link that you test.

The purpose of this recipe is to check whether the TCP retransmissions and duplicate ACKs
are due to delay and jitter or other problems.

How to do it...

When experiencing many TCP retransmissions, perform the following tests:

1. Check whether retransmissions are coming from the same application or from the
same IP address. In this case, it is a slow application or a slow device and probably
not a network delay issue.

If retransmissions are distributed between various applications and devices, it can be
because of unstable line that causes network delays.
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Troubleshooting Bandwidth and Delay Problems

2. Configure a display filter tcp-.analysis.retransmissions (numbered 1 in the
following diagram). A list of all retransmissions in the packet list will appear.

Filter] tcp.analysis.retransmission d ckgssinn Clear Apply  Save

# Ethernet II, Src: Netgear_40:ac:46 (2c:b0:5d:40:ac:46), Dst: HonHaiPr_c7:8e:73 (60:d8:19:c7:8e:7|
+ Internet Protocol Version 4, src: 92.123.203.139 (92.123.203.139), bpst: 10.0.0.103 (10.0.0.103)
Transmission Control Protocol, Src Port: http (80), Dst Port: orbix-cfg-ss1 (3078), Seq: 1, Ack:
Source port: http (80)
Destination port: orbix-cfg-ss1 (3078)
[stream index: 102]

Sequence number: 1 (relative sequence number)
[Next sequence number: 658 (relative sequence number)]
Acknowledgment number: 303 (relative ack number)

Header length: 20 bytes
# Flags: 0x010 (AcCK)

Window size value: 7836

[calculated window size: 15672]

[Window size scaling factor: 2]
# Checksum: 0xd592 [correct]

[SEQ/ACK analysis]

[Bytes in flight: 657]

[TcP Analysis Flags]
# [This frame is a (suspected) retransmission]
[[The RTO for this segment was: 0.225003000 seconds]|

[[RTO based on delta from frame: 1779
+ Hypertext Transter Protoco

3. Down the packet details pane, expand the TCP Analysis Flags, and you will get:

o The time since the original packet is retransmitted (numbered 2 in the
preceding diagram). In this case, 0.225003000 seconds.

o The packet that is retransmitted (numbered 3 in the preceding diagram).
In this case, packet number 1779.

4. Usually the Retransmission Time Out (RTO) timer will be around 0.2 seconds for
local connections, and up to 0.3 to 0.4 seconds for international connections. Start
with assuming 0.2 seconds. Refer to the How it works... section in this recipe for
explanation about the RTO mechanism.

5. To check TCP delay over a connection, use 10 Graphs with the following filters, as
presented in the next diagram:

o tcp.stream eq <the stream number> to get to the stream number
right-click on a packet and select Follow TCP stream.

o Tframe_time_deltato see the time difference between frames in the TCP
stream. This parameter actually shows inter-frame delta in layer 2, but since
it is shown only for the stream, it will show us inter-frame deltas in a specific
TCP stream.
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Troubleshooting Bandwidth and Delay Problems

In the following diagram, you see a graph which is an example for delays not due to
line delay issues:

[ Wireshark 10 Graghs: tep-bad-download-ag
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r = = ™ Yiew as time of day
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Smooth: | Mo filer j
Hep ||  Copy Seve Llose |

7. You can see here that I've configured:
o The Advance option in the Y Axis

o The Filter field: tep.stream eq 0 (numbered 1 in the preceding diagram)
to present a single stream

o The calculation AVG(*) to see the average (2)

o You can also configure MAX(*) and the filter tcp.analysis.ack_rtt
to see the time to acknowledge every TCP sequence

What we've got is the time that it took to acknowledge every TCP packet.

8. Now, let's configure 10 Graphs to see if there are TCP retransmissions, and why
they happen:

o Use the same 10 Graph with Advance in Y Axis, and configure the
second line.

o The Filter field: tep.stream eq 0 (numbered 1 in the preceding diagram) to
present a single stream.

o The calculation COUNT FRAMES(*) to see the average.

o Thefilter tcp.analysis.retransmissions to see the time to
acknowledge every TCP packet.
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. Wireshark IO Graphs: tcp-bad-download-again.pcap
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9. We can see from here that all retransmissions happened when there was a
significant increase in the delay, so it is a delay problem. We cannot say from here
if the delay is from the network, from the end device or from the application, so for
isolating the problem check how retransmissions are distributed (see Chapter 9,
UDP/TCP Analysis).

10. Retransmissions that are not due to increase in RTT are probably due to
packet losses.

TCP uses the retransmission mechanism to ensure data delivery in the absence of any
feedback from the remote data receiver. The duration of this timer is referred to as
Retransmission Time Out (RTO). This mechanism was first standardized in RFC1122 that
specified that the RTO should be calculated as outlined in the Jacobson V. and M. Karels,
Congestion Avoidance and Control, article from 1988. An update to this RFC came out in RFC
2988 in November 2000, and later in RFC 6298 Computing TCP's Retransmission Timer,
June 2011.
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There's more...

For delay variations, you can also navigate to Statistics | TCP Stream Graph | Round Trip
Time Graph.

When experiencing high delays, it also influences the throughput you can get from the network.
This is what is called as the bandwidth delay product as shown in the following figure:

Window Size [Bytes]

Throughput [Bytes/Sec] = RTT [Sec]

From here we can see that the higher the delay is, the lower the throughput becomes. In
networks with high delays, for example, old cellular networks, satellite lines, and long distance
international lines, we have several methods to improve the application's throughput. Among
these methods are applications that use multiple connections per application, usage of the
TCP increases the window size (comes as default in Window Vista and the higher versions,
along with various Linux versions).
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Understanding
Network Security

In this chapter, we will cover the following recipes:

» Discovering unusual traffic patterns

» Discovering MAC- and ARP-based attacks
» Discovering ICMP and TCP SYN/Port scans
» Discovering DoS and DDoS attacks

» Locating smart TCP attacks

» Discovering brute-force and application attacks

Introduction

Information security is one of the fascinating areas in information systems, and its purpose
is to secure the organization's systems against internal and external attacks that can come
in various patterns. These attacks can come from the Internet or from the internal network,
and as such, they all come through the network and therefore, can be monitored with
Wireshark (and other tools that will be mentioned later).

For monitoring the network against malicious traffic, we must first understand what
constitutes normal traffic. We can then try to find out how malicious traffic is short of
being normal traffic. Among unusual traffic, we might see an ARP, IP, or TCP scanning,
DNS responses without queries, unusual TCP flags, unknown IP addresses or port
numbers whose purpose is hot known to us, and so on.



Understanding Network Security

It is also important to understand the difference between security problems and networking
problems, and distinguish between them. For example, ICMP scan can be a malicious
software scanning the network but also a management software that discovers the network,
while TCP SYN scan can be a worm but also a software bug. We will elaborate on these in
each of the recipes.

In this chapter, we will start by differentiating between normal and unusual network traffic
and then understand the various types of attacks, where they come from and how to isolate
and solve them.

Discovering unusual traffic patterns

In this recipe, we will learn what are usual and unusual traffic patterns and how to distinguish
between them.

Getting ready

The first thing is to locate Wireshark. There are several options for this
(see the following diagram):

1. When you suspect an attack that comes from the Internet, locate Wireshark after the
firewall (1), and when you suspect that it crosses the firewall, locate it before (2).

2. When you suspect malicious traffic coming from a remote office, port mirror the traffic
coming on the central line before (3) or after (4) the router. In this case, you can filter
the suspicious traffic with IP networks to see patterns from different offices in order
to isolate the problematic office.

3. You can also port mirror the traffic in the remote office before (7) or after (6)
the routers.

4. When a PC or a server is the suspect, port mirror its port on the switch (5) or (8).
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Now, we will try to see what are the types of traffic that we should look out for, what are the
types of traffic that are normal, and what traffic should be followed.

Before starting with the tests, make sure that you have an updated topology of the network
that includes:

>

>

>

Servers' IP addresses and LANs' IP address ranges
Routers, switches, and other communications equipments' IP addresses and topology

Security devices—firewalls, Intrusion Detection Systems / Intrusion Prevention
Systems (IDSs/IPSs), Web Application Firewalls (WAF), database and application
firewalls, antivirus systems, and any other device that has an IP address and
generates, filters, or forwards network traffic

What are the applications that work over the network including TCP/UDP port
numbers and IP addresses of software
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How to do it...

When you monitor internal traffic in your organization, the following things should be checked:

1. Traffic that is generated from known addresses (in the organization):
o Normal: This is the traffic from known addresses and address ranges
o Suspicious: This is the traffic from/to addresses that you don't know

2. Applications and port numbers:

a Normal: This includes standard port numbers, 80 (HTTP), 137/8/9
(NetBIOS), 3389 (RDP), 20/21 (FTP), 25,110 (Mail), 53 (DNS), and so on. Be
sure of the applications that run over the network, and verify that these are
the only port numbers that you see.

o Suspicious: This includes unusual port numbers, that is, port numbers that
do not belong to applications that run on server (for example, RDP packets to
web server).

3. TCP patterns:

o Normal: TCP SYN/SYN-ACK/ACK that indicates a connection establishment,
single reset (RST) that indicates a fast connection tear-down, FIN/FIN-ACK
packets that indicate a regular tear-down of a connection, standard packets,
and acknowledgments

o Suspicious: Large amount of SYN packets that go to a single or multiple
destinations or coming from multiple sources (usually in a scan pattern that
will be described later in this chapter), unusual flags combination (RST/FIN,
URG), and so on

4. Massive traffic to a single or multiple sites that you don't know about:

o Normal: Traffic patterns are usually not of fixed bandwidth. When you save or
open files, browse the Internet, send or receive mails, or access a server with
RDP, you see ups and downs.

o Suspicious (in some cases): Fixed bandwidth patterns can indicate that
someone is connected to your device, but it can also indicate that someone
is listening to the radio over the Internet (100-150 Kbps), watching video
(in some cases), and so on. When you see a fixed bandwidth pattern of
traffic, check what it is. A fixed bandwidth pattern is illustrated in the
following screenshot:
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5. Broadcasts:

o Normal: NetBIOS broadcasts, ARP broadcasts (not too many), DHCP
(not too many), application broadcasts (usually once every several
seconds and more), and so on

o Suspicious: Tens, hundreds, or thousands and more broadcasts per
seconds per device
6. DNS queries and responses:
o Normal: A standard query-response pattern up to several tens per second
per client, occasionally

o Suspicious: Massive amount of DNS queries and/or responses, responses
without queries, and so on
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Network forensics is quite similar to what you see in police dramas on television.
Something is going wrong; so, you go to the crime scene (this is your network) and
look for evidence (these are the traces that are left in the network).

What you look for are the things that do not match the crime scene (your network),
things that are left behind (unusual traffic patterns), fingerprints, and DNA (patterns
that can identify the attacker).

In the following recipes, we will get to the details of various types of attacks and abnormalities
that can indicate that a crime was committed, and we will see how to isolate the problems
and solve them.

Some common attacks that can come from the network are:

>

Viruses: These are small programs that attack your computer and try to cause
damage. Viruses should be discovered and fixed by antivirus software.

Worms: These are usually programs that attempt to replicate themselves across the
network. There is a major impact on resource consumption, for example, bandwidth
consumption and CPU load. The important thing is that the moment you fix the
problem, everything will go back to normal.

Denial of Service (DoS) and Distributed DoS (DDoS): These are attacks that deny
access to network resources. These types of attacks are usually very easy to discover
since they have a distinct behavior that can be located easily.

Man-in-the-middle attacks: These are attacks in which the attacker intercepts
messages and then retransmits them. In this way, the attacker can eavesdrop on the
traffic or change it before it gets to the destination.

Scanning: There are various types of scans ranging from simple ICMP scans that
usually are a form of DDoS, TCP scans that send, for example, SYN requests on various
port numbers in order to try and open connections to services running on a server, and
also application scans that try to connect to applications running on your servers.

Application-layer attacks: These are attacks that target applications on your servers
by intentionally causing a fault in a server's operating system or applications.

In the following recipes, we will see each of them (and some more).
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There's more...

An important indication that something went wrong is when a server, a PC, a communication
link, or any other entity on the network becomes slow without any logical reason. For example:

>

When a server becomes slow, check for hardware and software issues, check for
network problems, but also check if someone is attacking it

When a link from a remote office to the center becomes slow, it can be because of
the load (constant or sudden), but it can also be because of an attack that blocks it
(usually DOS/DDoS)

When a PC becomes slow, it can be because it is doing something that you know
about, but there is not just one possibility, check for the things you don't know

It is important to mention here that there are various systems that can protect us from
attacks; a few of them are listed as follows:

>

Firewalls: They protect unauthorized traffic from getting into specific areas. Firewalls
can be located on the connection to the Internet, before the organization servers,
between organization areas, and even as personal firewalls on every PC.

Network Access Control (NAC): These systems allow only authorized users to
connect to the network. When connecting an unauthorized device to the network,
you will see that the link on the device will be turned on and immediately off, and the
unauthorized device will be blocked on the MAC layer.

IDS/IPS: These systems can identify intrusion patterns and block them. There are
usually two lines of defense here—one at the ISP network and one at the customer
premises. IDS/IPS can be a dedicated device located between the firewall and the
Internet or an additional software on the firewall.

Web Application Firewalls (WAF), Application Firewalls, Database Firewalls,
and other application protection devices: This group of products are layer-7
protection devices that look inside the applications and forward or block
application layer attacks.

Web Filters and Mail Filters: These are devices that scan mail and/or web
content and forward only those messages and traffic that are allowed.

The features mentioned above can come as different devices, software on Virtual Machines
(VMs), or features on the same device.
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See also

In this recipe, we talked about some security components. Some examples are:

» Firewalls: Checkpoint (www.checkpoint.com), Juniper SSG series (http://www.
Juniper.net/us/en/products-services/security/ssg-series/), Cisco
ASA series (http://www.cisco.com/en/US/products/ps5708/Products_
Sub_Category_Home.html), and many others.

» NAC: In this category, you have, for example, Forescout (http://www.forescout.
com/solutions/network-access-control/) and Enterasys (http://www.
enterasys.com/company/literature/nac-ds. pdf).

» IDS/IPS: In this category, we have, for example, the Juniper IDP device series
(http://www. juniper.net/us/en/products-services/security/idp-
series/) and the Check Point software blade for the firewall (http://www.
checkpoint.com/products/ips-software-blade/).

» WAF: Here we have, for example, Imperva (http://www. imperva.com/
products/wsc_web-application-firewall _html)and F5 (http://www.
T5.com/glossary/web-application-firewal 1/). Database firewalls are
available, for example, from Imperva (http://www. imperva.com/products/
dsc_database-firewall _html) and Oracle (http://www.oracle.com/
us/products/database/security/audit-vaul t-database-firewall/
overview/index._html).

» Web and mail filters: Here we have, for example, McAfee (http://www.mcafee.
com/au/products/emai l-and-web-security/index.aspx), Blue Coat
(http://www.bluecoat.com/security-policy-enforcement-center),
and Websense (http://www.websense .com/content/Home . aspx).

Discovering MAC- and ARP-based attacks

There are various types of layer-2 MAC-based attacks and layer-2/3 ARP attacks that can be
easily discovered by Wireshark. These attacks are usually caused by scanners (described

in the next recipe) and man-in-the-middle attacks (described in the Analyzing connectivity
problems with ARP recipe in Chapter 8, ARP and IP Analysis). In this recipe, we will see
some typical attack patterns and their meanings.

Getting ready

When viewing too many ARP requests on a network or when seeing non-standard MAC
addresses in the network, connect Wireshark with port mirror to their source and start
the capture.
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How to do it...

To look for ARP/MAC-based attacks, follow these steps:

1. Connect Wireshark to any port on the network.

2. Look for massive ARP broadcasts. Since ARP requests are broadcasts, they will be
distributed in the entire layer-2 network (that is, on a single VLAN). In the following
screenshot, you can see a typical ARP-scan pattern. It's important to note that this
ARP scan can be an application that works this way, for example, SNMP software that
discovers the network and router that uses gratuitous ARP. It is a problem only if it
comes from an unidentified source.

Filten: = | Expressio ear Apply Save
L TRV wv@._, @:-wa-:“@ PR Wy e w.v.w.@_ i
0.000217 |HonHaiPr_c7:B8e:73| |Broadcast ARP who has 10.0.0.2397 | Tell 192.168.43.191
0.000194 |HonHaiPr_c7:8e:73| |Broadcast ARP who has 10.0.0.2427 | Tell 192.168.43.191
0.000184 |HonHaiPr_c7:8e:73| |Broadcast ARP who has 10.0.0,2437 | Tell 192.168.43.191
0.000194 |HonHaiPr_c7:8e:73| |Broadcast ARP who has 10.0.0.2467 | Tell 192.168.43.191
0.000183 HonHaiPr_c7:8e:73| |Broadcast ARP who has 10.0.0.2477 | Tell 192.168.43.191
0.000412 |HonHaiPr_c7:8e:73| |Broadcast ARP who has 10.0.0.2407 | Tell 192.168.43.191
0.000067 |HonHaiPr_c7:8e:73| |Broadcast ARP who has 10.0.0.2417 | Tell 192.168.43.191
0.000116 HonHaiPr_c7:8e:73| |Broadcast ARP Wwho has 10.0.0.2447 | Tell 192.168.43.191
0.000385 |HonHaiPr_c7:8e:73| |Broadcast ARP who has 10.0.0.2507 | Tell 192.168.43.191
0.000092 |HonHaiPr_c7:8e:73| |Broadcast ARP who has 10.0.0.2457 | Tell 192.168.43.191
0.000044 HonHaiPr_c7:8e:73| |Broadcast ARP Who has 10.0.0.2487 | Tell 192.168.43.191
0.000264 |HonHaiPr_c7:8e:73| |Broadcast ARP who has 10.0.0.2497 | Tell 192.168.43.191
0.496923 |HonHaiPr_c7:8e:73| |Broadcast ARP who has 10.0.0.2127 | Tell 192.168.43.191

3. There are also some suspicious MAC patterns. You can identify them when you see:

o Two identical MAC addresses with different IP addresses. It can be two IP
addresses configured on the same network adapter, which is OK, but it can
also be an attack pattern in which someone has changed its MAC address to
the MAC address of a server (can be performed in every adapter).

a The case mentioned above can also indicate a man-in-the-middle attack as
mentioned in the ARP poisoning and man-in-the-middle attacks section in
Chapter 8, ARP and IP Analysis.

ARP sends broadcasts to the network asking for the MAC address of a specific IP destination.
Anything that is not according to this pattern should be considered malicious.

There's more...

ARP requests can also come from the SNMP software that discovers the network
(auto-discovery feature), the DHCP server that sends gratuitous ARP, and so on. Whenever you
see ARP scanning something, it is not necessarily a problem; the question is who sends them.
You can find more information on the ARP process in Chapter 8, ARP and IP Analysis.
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Discovering ICMP and TCP SYN/Port scans

Scanning is the process of sending packets to network devices in order to see who is
answering the ping requests, to look for listening TCP/UDP ports, and to find which types
of resources are shared on the network including system and application resources.

Getting ready

A scanning attack is usually detected by users complaining about slow network responses,
management systems that discover unusual load on servers or communication lines, and
when the attack is implemented also by Security Information and Event Management
Systems (SIEM) that identifies suspicious usage patterns. In these cases, locate the
Wireshark with port mirror as close as possible to the area that you suspect is infected,
and start capture.

How to do it...

To discover the problem, follow these steps:

1. Start Wireshark with capture on the interface that is close to the problem:
o Ifthe line to the Internet becomes slow, port mirror the line
o If a server becomes slow, port mirror the server

o If remote offices become slow, port mirror the lines to them

2. If you see that Wireshark does not respond, it is probably because you have a very
strong attack that generates thousands or more packets per second; so, Wireshark
(or your laptop) cannot process them. In this case, stop Wireshark (with Ctrl+Alt+Del
in Windows or with the ki Il command in Unix if necessary) and configure it to
capture multiple files (described in the Starting the capture of data recipe in
Chapter 1, Introducing Wireshark)

3. There are various patterns that you might see, all of them with the same
behavior— massive scanning, ICMP or TCP in most of the cases, but also
other types. The best way to understand all is to see them with some examples.
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4.

In the following diagram, you see a network that was under attack. Users from all the
remote sites complained about a very slow network. They were all accessing servers

on the center on the left-hand side of the diagram.

Laptop with
Wireshark

192.168.110.0/24

[m]

What | got when | connected Wireshark to a remote site (as illustrated below)
was many ICMP requests (3), coming from the LAN 192.168.110.0 (1) to

random destinations (2). Was it random?
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192.168.110.82

TANTY Aro Aaan ry

192.170.2.203
192.170.0.230
218.88.25.157
192.168.37.86
192.169.204.227
192.169.254.156
4192.170.6.10
192.170.2.185
192.166.52.9
192.166.2.180
192.166.2.165
192.166.252.185
192.169.214.11

e I e B e S S

192.169.221.203 |

request
request
reguest
request
request
request
request
request
request
request
request
request
request
request
request

1d=0x0200,
1d=0x0200,
1d=0x0200,
id=0x0200,
1d=0x0200,
1d=0x0400,
1d=0x0200,
id=0x0200,
1d=0x0200,
1d=0x0200,
id=0x0200,
1d=0x0200,
1d=0x0200,
id=0x0200,
1d=0x0200,

24 ne..nann
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[m]

[m]

Also, look at the time between packets. If scanned, it will usually
be very short.

When you go to Statistics | Conversations, you will see something interesting:

i Conversations: 6 - Ping Warm Atack.cap

Address A
192168.110.12

192168.110.12
192.168.110.12
192.168.110.12
192168.110.12
192168.110.12
192168.110.12
192.168.110.12
192.168.110.12
192168.110.12
192168.110.12

4nnarmaan 4
T

4 AddressB
192.169.204.227

192.169.204.228
192.169.204.229
192.169.204.230
192.169.204.231
192.169.204.232
192.169.204.233
192.169.204.234
192169.204.235
192.169.204.236
192.169.204.237

4nnara wna A

[¥] Name resolution

Hep ||

Copy |
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[ Ethemet: 27] Fibre Channel | FoDI| va: 26331 [1py6] x| 5x7a | ce [ Rsve scTp ] Tcp: 22] Token Ring] bp:a [ use] wian]

1Pv4 Conversations

4 Packets A~B 4 BytesA—B 4 Packets A—B 4 BytesA—B 4 RelSi ~
106 106

106
106
106
106
106
106
106
106
106
106

anr

106
106
106
106
106
106
106
106
106
106

4 me

o e e e e b e e e e e

| Limit to display filter

PO 0O 000000000
2P0 00 0O 0000000

Follow Stream Close

When we sort the table by address A (1), we see a pattern of ICMP requests
coming from various addresses on the network 192.168.110.0 (here, we see
a very small part of it, that is, 192.168.110.12 scans the network).

This worm simply scans the network with ICMP requests. The moment
someone answers, the worm infects him/her also, and after a few minutes,
all communication lines are blocked with ICMP requests going out of the

remote offices.

Conclusion

When you see a massive number of pings scanning on a communication
channel or link, that is, thousands and more pings, check for the problem.
It can be the SNMP software discovering the network, but it can also be a
worm that will flood your communications line or server links (or both).
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5. Another common type of scan is the TCP-SYN scan. In this case, the attacker scans
random TCP ports with TCP-SYN packets waiting for someone to answer with SYN-
ACK. The moment it happens, there are two options:

a The attacker will continue to send SYN packets and receive the SYN-ACKs,
thus leaving many half-open connections on the device under attack

o The attacker will answer with ACK, thus initiating the connection, and leave
it open as in DoS/DDoS attacks or try to harm the device under attack with
this connection

6. The TCP-SYN scan will look like one of the patterns in the following screenshots:

o You will see many SYN packets without any response from the node
under attack.

The Attacker Node under attack SYN Scan

Filter: ip-eddr==172104 86116 | Bpression.. [t Sove 57
Mo Time Sowice _ Deintion o~ Pretocel  dnfo

17984 0.000061 192.168.43.191 173.194.66.116 TCP 50991 > 714 [SYN] Seq=0 win=1024 Len=0 M

>
17985 0.000083 192.168.43.191 173.194.66.116 TCP 50990 > 11110 [sYN] seq=0 win=1024 Len=0
17986 0.000064 192.168.43.191 173.194.66.116 TCP 50990 > 1198 [sYN] segq=0 win=1024 Len=0
17987 0.000071 192.168.43.191 173.194.66.116 TCP 50990 > 50300 [synN] seq=0 win=1024 Len=0
17988 0.000067 192.168.43.191 173.194.66.116 TCP 50990 > 5002 [SYN] seq=0 win=1024 Len=0
17989 0.000070 192.168.43.191 173.194.66.116 TCP 50990 > 6002 [SYN] Seq=0 Win=1024 Len=0
17990 0.000063 192.168.43.191 173.194.66.116 TCP 50990 > 9081 [SYN] Seq=0 Win=1024 Len=0
18109 0.794487 192.168.43.191 173.194.66.116 TCP 50991 > 6788 [SYN] Seq=0 Win=1024 Len=0
18110 0.000160 192.168.43.191 173.194.66.116 TCP 50990 > 15742 [SYN] Seq=0 Win=1024 Len=0
18111 0.001761 192.168.43.191 173.194.66.116 TCP 50991 > 79 [SYN] Seq=0 Win=1024 Len=0 MS
18112 0.001911 192.168.43.191 173.194.66.116 50991 > 1805 [S¥N] Seq=0 wWin=1024 Len=0

o You will see many SYN packets when a TCP RST packet is sent as a response
to each one of them. This is usually when you have a firewall on the device
that is under attack or will be attacked.

Filter:  Inbng and fieenp and larp
. Prctocol
. 178676
.001176
.058867

Resets for back from
1 - = T s ports -ﬂS and 139
0.1.89 192.16 191 Tce i5 > 6 S :
7 4.90.1.105 192.168.43.191 TCP 445 > 6904 [RST, A Ack=1 win=C
: 921 .90.1.89 192.168. 191 TCP 139 > 6908 [ ] seq=1 Ack=1 win=0 Len=0
.004212 .168.43.191 194.90.1.37 TCP 6866 > 445 [sYN]-Seq=0 Win=8192 Len=0 MS55=1460
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o You can also have consecutive SYN and RST packets. When there is a
port number that is opened, you will see the complete SYN/SYN-ACK/ACK
when the scanner opens connection to the victim. This is illustrated in the
following screenshot:

Fiter: [v] Expression_.
Ho. Tirre Source Dettination Protocol Info
o0 SIULLSAL ada APL.100. 1.1V 1or 1410 > 11l
37 0.000153 192.168.1.103 192.168.1,101 TCP 111 > 1416 [RST,
188 0.000486 192.168.1.101 192.168.1.103 TcP 1417 > 113 [SwN]
189 0.000141 192.168.1.103 192.168.1.101 TCP 113 > 1417 [RST, ACK] sed Win=0 Len=0
150 0.001459 192.168.1.101 192.168.1.103 TCP 1418 > 118 [s¥N] sSeq=0| win=16384 Len=0 M55=1460
191 0.000161 192.168.1.103 192.168.1.101 TCP 118 > 1418 [RST, ACK] 5eq=1 Ack=1 Win=0 Len=0
192 0.001194 192.168.1.101 192.168.1.103 TCP 1419 > 135 [SYN] Seq=0|win=16384 Len=0 M55=1460
193 0.000179 192.168.1,103 192.168.1,.101 TCP 135 > 1419 [SYN, ACK] Bed Openport(135) n=17520 Lens
194 0.000024 192.168.1.101 192.168.1.103 TCP 1419 > 135 [AcK] sSeq=1] Ack=1 Win=17/520 Len=0
195 0.000608 192.168.1.101 192.168.1.103 TCP 1420 > 139 [sYN] seq=0] win=16384 Len=0 M55=1460
1%6 0.000170 192.168.1.103 192.168.1.101 TCP 139 > 1420 [SYN, ACK] Be¢open port(139) n=17520 Lens
197 0.000020 192.168.1.101 192.168.1.103 TCP 1420 > 139 [AcCK] Seqg=1| Ack=1 Win=1/520 Len=0
198 0.000955 192.168.1.101 192.168.1.103 TCP 1421 > 156 [SYN] seq-O’ \-n'n 16384 Len-O Mss-1460
0, 000195 9 68,1.103 8.1. L56 21
% ks g e 1422 > 179
0. =5 il 79 = ACF] 58 iin=0 Len=
s b il B 1423 > 371 Win= 16384 Len=0 Mss-l4ED
2 0.00013% 8.1. i 4 seq=1 Ack=1 Win=0 Len=0
204 0.001253 192.168.1.101 192.168.1.103 TCP 1424 > 443 [SYN] Seq=0 Win=16384 Len=0 M55=1460
7. Always look for unusual traffic patterns. Too many ICMP requests, for example, are
a good indication for scanning. Look for multiple ICMP requests to clients, ICMP
timestamp request, ICMP in ascending or descending order, and so on. These
patterns can indicate malicious scanning.

o When you suspect a scan, click on the title of the destination (address),
and you will get the packet list sorted by the destination address. In this
way, it will be easier to see the scan patterns.

o Inthe following screenshot, you see an example of this scenario:

e [iemp , . : sion  Ciear o TS

C143s  35w.039853  LU.u.U.L |Lf:'1"ii".e"s:.1. . sscending/descanding order | request 10=UKLB03, SEQ=U/V, TTI=4/
21595 536,943169 10.0.0.1 194.90.15.152 ICMP Timestamp request id=0x4eb7, seq=0/0, ttl=41
10749 524.213695 [10.0.0.1 194.90.15.153 ICMP Echo (ping) request| id=OxeScf, seq=0/0, ttl=46
11715 525.318336 10.0.0.1 194.90.15.153 IcMP  Echo (ping) request| id=0xec57, seq=0/0, ttl=44
25000 543.548790 10.0.0.1 194.90.15.153 ICMP Timestamp request id=0x12b7, seq=0/0, tt1=54
25112 544.107653 10.0.0.1 194.90.15.153 ICMP Timestamp request 1d=0xc371. sea=0/0. ttl1=38
10750 524.213751 [10.0.0.1 194.90.15.154 ICMP Echo (ping) request| id=8xa:Four ICMP requeststo 4
11716 525.318361 (10.0.0.1 194.90.15.154 ICMP Echo (ping) request| i ! each d i 30
28770 551.505402 10.0.0.1 194.90,15.154 ICMP Timestamp request 1+ 2 scho requests I5
2BE38 552.007147 10.0.0.1 194.90.15.154 ICMP  Timesta request * 2 timestamp request 37
10751 524.213802 10.0.0.1 194.90.15.155 ICMP Echo (ping) request =0x902e, seq=0/0, ttl=52
11717 525.318387 10.0.0.1 194.90.15.155 ICMP Echo (ping) request 0x25d4, seq=0/0, ttl=43
31470 ©560.457512 10.0.0.1 194.90.15.155 ICMP Timestamp request id=0xfb5a, seq=0/0, ttl1=49
31557 561.591617 10.0.0.1 194.90.15.155 ICMP Timestamp request 1d=0xb244, seq=0/0, tt1=42
10752 524.213836 10.0.0.1 194.90.15.156 IcMP  Echo (ping) request id=0xd657, seg=0/0, ttl=45
11718 525.321236 10.0.0.1 194.90.15.156 IcMP  Echo (ping) request id=0x28%e, seg=0/0, tt1=59
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8. Inthe case of application scanning, you can have various types of scans:
o NetBIOS scans: It looks for massive scanning of NetBIOS ports
o HTTP: It looks for SYN requests to HTTP port 80 with HTTP requests later on
o SMTP: It looks for massive scanning on the TCP port 25
a SIP: It looks for massive requests on port 5060

Other types of applications are scanned according to their port numbers

The majority of scanners work in several steps: ARP scanning, ICMP, and then TCP or UDP.
The principle is simple:

» If the scanner is on the LAN, it sends an ARP broadcast to the entire LAN.

» The scanner sends ICMP requests. Some of the ICMP requests will be answered.

» When someone answers the ARP or ICMP request, it goes up to TCP and UDP and
starts scanning the layer-4 ports. When the scanner finds out that a port is open, it
starts with application scanning.

» In application scanning, the scanner sends commands to the applications, trying to
get the application to answer, and in this way, try to break into it.

There's more...

Most of the modern intrusion detection/prevention systems (IDS/IPS) in the last several years
know how to deal with ICMP scans, TCP SYN scans, and various types of scans that generate
massive traffic of standard, well-known attack patterns. In case you have such a system and
you connect to the Internet with an ISP that has their systems, you are probably protected
from these simple types of attacks.

These systems usually work in two ways:

» NetFlow/Jflow-based IDS/IPS that identifies massive traffic coming from several
sources; they neutralize it by blocking it or changing the routing tables to disable
these packets from getting to the ISP network

» Content-based IDS/IPS that looks at the traffic patterns and accordingly decides
whether to forward it or not
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Attacks coming from the internal network are not filtered by the external devices, and
therefore, are even more common. There are more sophisticated types of attacks that
will be discussed in the Locating smart TCP attacks recipe later in this chapter.

The way to prevent attacks coming from the Internet is to connect through an ISP with efficient
IDS/IPS systems along with using one of your own. The way to prevent attacks coming from
the internal network is to implement organizational security policy along with appropriate
protection software such as antivirus and personal firewalls.

See also

In the previous section, I've mentioned the issue of organizational security policy, that is, how
to implement a set of rules for securing your organization. Further information on this subject
is widely available on the Internet. Some interesting websites that cover this area are:

» http://www.cert.org/work/organizational_security.html

» http://www_praxiom.com/iso-17799-4_htm

» http://www.sans.org/reading-room/whitepapers/policyissues/1331.
php
» http://www.sans.org/security-resources/policies/

Discovering DoS and DDoS attacks

Denial of Service (DoS) and Distributed Denial of Service (DDoS) are attacks that intend
to deny users from accessing network services. Services that can be denied to users can be:

» Communication lines: This will usually be done by generating traffic that floods
and blocks the communications line

» Applications and services (web services, mail services, and so on): This will
usually be done by loading a server to a point at which it will not be able to
serve clients' requests

DoS/DDoS attacks can be a result of scanning that we talked about in the previous recipe.
The difference is that DoS/DDoS is a scan that slows down a server or a network in a way
that denies user access.

In this recipe, we will see some common DoS/DDoS patterns, and learn how to identify
and block them.
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Getting ready

DoS/DDoS are usually discovered when one of the network resources, that is,
communications lines or servers becomes very slow and is also not functioning.

When you identify such a resource, connect Wireshark with port mirror to this device
and start packet capture. In this recipe, we will go through some common DoS/DDoS
attacks and their signatures.

How to do it...

Connect Wireshark to the network with port mirror to the port of the resource that

you suspect is exposed to DoS/DDoS. Usually, it will be a server that becomes very slow,

a communication line that becomes very loaded, or any other resource that stops functioning
or becomes very slow.

1. When a communication line becomes very slow, for example, a connection to the
Internet, connect Wireshark with port mirror to this line.
1. Try to locate where the traffic comes from.

2. I've port mirrored the server, and this is what | got:

- Asingle Internet (2 SYN packats are 3
Ascending source o destination nddrasss) [83,19(3“.1 to port 6000
Filter: sddvesses RO Ay Save

Time Source Destination Protocel Infe

(Mo,

1 0.000000 1.1.164.98 94.23.71.12 TCP 44129 > 6000 [SYN] seq=0 win=16384 Len=0
2 0.000011 1.1.164.99 94.23.71.12 TCP 44130 > 6000 [SYN] Seq=0 Win=16384 Len=0
3 0.000011 1.1.164.100 94.23.71.12 TcP 44131 > 6000 [SYN] Seq=0 win=16384 Len=0
4 0.000011 1.1.164.101 94.23.71.12 TCP 44132 > 6000 [SYN] Seq=0 Win=16384 Len=0
5 0.000012 1.1.164.102 94.23.71.12 TcP 44133 > 6000 [SYN] Seq=0 win=16384 Len=0
6 0.000011 1.1.164.103 94,23.71.12 TCP 44134 > 6000 [SYN] Seq=0 Win=16384 Len=0
7 0.000011 1.1.164.104 94.23.71.12 TcP 44135 > 6000 [SYN] Seq=0 win=16384 Len=0
8  0.000011 1.1.164.105 94.23.71.12 TCP 44136 > 6000 [SYN] Seq=0 Win=16384 Len=0
9 0.000011 1.1.164.106 94.23.71.12 TcP 44137 > 6000 [SYN] Seq=0 win=16384 Len=0
10 0.000012 1.1.164,107 94.23.71.12 TCP 44138 > 6000 [SYN] Seq=0 win=16384 Len=0
11 0.000011 1.1.164.108 94.23.71.12 TcP 44139 > 6000 [SYN] Seq=0 win=16384 Len=0

0.000011 1.1 .109  94.23.71.12 TcP 44140 > 6000 win=16384

3. We see source addresses in the ascending order, generating traffic to the
Internet address 94.23.71.12.

\ When you look at the time column that is configured with "time
~ since the previously displayed packet", you see that there are
Q 11-12 micro-seconds between frames. When you see TCP-SYN
coming at this rate, something is wrong. Check what it is!
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4. Since the source addresses are unknown, I've checked their MAC address.
What | got was:

Fg gy -
- Conversations: test _00009_2013080618593.

| Ethemet: 4 | Fibre Channel | 7001 1Pva: 11904 [ 1pv6 [ ox [ 1x7a ] nice [ Rsve ] scTe ] 7cp: 11001 | Token Ring | upe: 2] usa] wian]

Ethernet Conversations

s A 4 AddressB 4 Packets 4 Bytes ¢ =B ¢ =B ¢ Packets A—B ¢ Bytes A—B 4 RelStart ¢« C
Intel_10:35:7f Netgear_40:ac:46 11901 642654 11901 642654 0 0 0.000000000

Wistronl_ae:77:69 Broadcast 4 368 4 368 0 0 0.413813000
Intel_10:35:7f Broadcast 1 227 1 227 0 0 0.423689000
Intel_10:35:7f Wistronl_ae:77:69 2 148 1 74 1 74 0462937000

'l

m ¢

[T] Limit to display filter

] Follow Stream Close

5. The problem was that all source addresses came from a single MAC address;
so | checked their MAC addresses, and all IP addresses came from a single
MAC address, the MAC address of the server.

Conclusion

~ Check for SYN scans, and verify which IP and MAC addresses they are
coming from. It can be that a worm is generating source addresses
that are not the addresses of the host.

2. Another example can be a simple SYN scan that comes from a single attacker,
as seen in the next illustration. Look for SYN and watch the port numbers that
they are scanning. You might see:

a Noresponse
o Reset packet
o SYN-ACK response

3. There can be various consequences to this type of attack:

o In case of no response or reset response, the attacked server is functioning
well. In case the server answers with a SYN-ACK response, it might be a risk
to the server.
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o Therisk is that if too many connections will be opened (SYN/SYN-ACK/
ACK) or half opened (SYN/SYN-ACK), the server might get slow due to these
connections.

o You can see a typical TCP SYN attack in the following illustration. A SYN
attack becomes DoS/DDoS when it blocks a communication line or loads
a server to the point that it stops functioning.

Protecel

Time Source Destination

Denial of Service is an attack that denies the use of a network service. The way to do this is by
causing the device under attack to allocate hardware resources (CPU, memory, and so on) to
the attacker so that nothing is left for the users.

Denial of Service is when there is an attack on a network resource. Distributed DoS is when
the attack is coming from multiple sources.

There's more...

DoS/DDoS attacks are sometimes hard to discover since they can simulate a real situation.
For example:
1. Ping scans that can also come for management systems.

2. HTTP GET requests that are the normal requests that are accepted by web servers.
3. SNMP GET requests.
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These and many others should be monitored for their quantity and sources in order to
discover a problem. In the following screenshot, we see what we get when we follow a
specific TCP stream.

. — _ E=NACH
CEEEESE = = 0 = e
Stream Content i
GET / HTTP/1.1

connection: close

User-Agent: Mozilla/5.0 (compatible; Nmap Scripting Engine; http://nmap.org/] |
book/nse.html)

Host: www.ndi-com.com |

HTTP/1.1 200 OK \ﬁ HEsinclstatack ] Nmap scanner is the user agant
Connection: close that generates the request !!!

Date: Mon, 26 Aug 2013 10:40:22 GMT
server: Microsoft-IIS/6.0

X-Powered-By: ASP.NET

content-Length: 23527

Content-Type: text/html; Charset=UTF-8

Set-Cookie: ASPSESSIONIDQQQRRQRA=PCMPFEJBDILFFMHIOCNKCAEB; path=/
cache-control: private

Entire conversation (23958 bytes) "I ”

Eind Save As Brint Ascl EBCDIC Hex Dump C Arrays & Raw |

Help | Fiiter Out This Stream | Close J

\ |

Locating smart TCP attacks

Another type of attack is when you send unknown TCP packets, hoping that the device under
attack will not know what to do with them and hopefully pass them through. These types of
attacks are well known, and blocked by most of the modern firewalls that are implemented in
networks today; but still, | will tell you about them in brief.

Getting ready

What | usually do when | get to a new network is connect my laptop to the network and

see what is running over it. First, | just connect it to several switches and see the broadcasts.
Then | configure port mirror to critical servers and communications lines and look at what is
running over it.

To look for unusual traffic, port mirror communications links and central servers, and check
for unusual traffic patterns.
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How to do it...

The traffic patterns you should look for are:

» ACK scanning: Multiple ACKs are sent usually to multiple ports in order to break the
existing TCP connections.

Attack on multiple
10.0.0.138 existing connections

Fimer: -
N i Source Destination Protocel  Info pei = .
252 0.000032 192.168.43.191 10.0.0.138 TCP 51752 > 1503 [AcCK] Seq=1 Ack=1 Win=1024 Len=0
253 0.000023 192.168.43.191 10.0.0.138 TCP 51752 > 3128 [AcK] Seq=1 Ack=1 Win=1024 Len=0
254 0.000023 192.168.43.191 10.0.0.138 TcP 51752 > 19315 [Ack] seq=1 Ack=1 win=1024 Len=0
255 0.000033 192.168.43.191 10.0.0.138 TCP 51752 > 1580 [AcCK] Seq=1 Ack=1 Win=1024 Len=0
256  0.000026 192.168.43.191 10.0.0.138 TcP 51752 > 1066 [Ack] seqg=1 Ack=1 win=1024 Len=0
257 0.000025 192.168.43.191 10.0.0.138 TcP 51751 > 9595 [Ack] Seq=1 Ack=1 win=1024 Len=0
258 0.001317 192.168.43.191 10.0.0.138 TCP 51752 > 212 [AcK] Segq=1 Ack=1 win=1024 Len=0
259 0.000084 192.168.43.191 10.0.0.138 TCP 51752 » 512 [ACK] Seg=1 Ack=l win=1024 Len=0
260 0.000027 192.168.43.191 10.0.0.138 TCP 51752 > 10629 [ACK] Seq=1 Ack=1 Win=1024 Len=0
261 0.000027 192.168.43.191 10.0.0.138 TCP 51752 > 40193 [ACK] Seg=1 Ack=1l Win=1024 Len=0
2R? 0 DOONZ2R 192 1RAR 43 191 10 0 0 13R  Tep B1782 » 1083 lack] Sen=1 ark=1 Win=1024 | an=0

» Unusual flags combinations: This refers to anything with a URG flag, FIN and RST,
SYN-FIN, and so on. Unusual flags combinations are not the usual SYN, FIN or RST,
with or without ACK. In the following screenshot, you see an example of this scenario.
The operations FIN/PSH/URG are together called Xmas scan.

Fitar [=] Expression... Clemr a5ty Save
Mo, Time Source Destination Protocol  Info
2190 0.026411 192.168.43.191 10.0.0.138 TCP 51889 > 1
2191 0.025524 192.168.43.191 10.0.0.138 TCP 51890 > 1
2193 0.028932 10.0.0.138 2.168. TCP 1 > 51889 |HS1) Seq=L win=0 Len=0
2195 0.048204 192.168.43.191 10.0.0.138 UpDP  source port: 51930 Dpestination port: 30282
2196 0.029788 192.168.43.191 10.0.0.138 TCP 51888 > 1 =0 win=31337 Len=0 ws=1024 MssS
2197 0.024198 192.168.43.191 10.0.0.138 TCP 51890 > 1|[:|=m. PSH, URG] [Seq:l Win=2147450880 U
2200 0.078040 192.168.43.191 10.0.0.138 UDP Source port: ation port: 30282
2201 0.026694 192.168.43.191 10.0.0.138 TCP 51888 > 1 [S i Len=0 ws=1024 MS=
2202 0.024286 192.168.43.191 10.0.0.138 TCP 51890 > 1 Win=2147450880 u
2205 0.080907 192.168.43.191 10.0.0.138 UDP Source po port: 30282
2206 0.026051 192.168.43.191 10.0.0.138 TCP 51888 > 1 [S¥A q=0 Win=31337 Len=0 WS=1024 Msg
2207 0.025937 192.168.43.191 10.0.0.138 TCP 51890 > 1|[FIN, PSH, URG]|Seq=1 Win=2147450880 U

0 .0.0 TCP 21462 > 8U TATK] SEA=I ACk=1 Win=2401 Len=0

0.0 46 > B ACK BOa= o= B =1508 -
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TCP scans with all flags set to "0". This scan is called Null scan.

Filter: E Expression.. lesr ":‘-.,.-, Save

o, Time Source Destination Protocel  Info

1765 0.001671 10.0.0.1 212.143.212.143 TCP 47608 > 808 [<None>]
1766 0.006056 10.0.0.1 212,143.212,143 TCP 47608 > synchronet-db
1767 0.000166 10.0.0.1 212.143.212.143 TCP 47608 > snpp [<None>]

e Frame 1766: 54 bytes on wire (432 bits), 54 bytes captured (432 bits) on interface 0
« Ethernet II, Src: HonHaiPr_c7:8e:73 (60:d8:19:c7:8e:73), Dst: D-Link_16:09:78 (34:08;

s Internet Protocol Version 4, Src: 10.0.0.1 (10.0.0.1), Dst: 212.143.212.143 (212.143,
|= Transmission Control Protocol, Src Port: 47608 (47608), Dst Port: synchronet-db (610(
Source port: 47608 (47608)
Destination port: synchronet-db (6100)
[stream index: 987]
sequence number: 1 (relativ Al TCP flags set to 0
eade ength+—20 es

“ Flags: 0*060 (<None>)
2 o077

[calculated w%ndo@ size: 1024]
[window size scaling factor: -1 (unknown)]
s Checksum: 0xa3c9 [correct] _

» Massive FIN-ACK scanning: Large amount of packets with FIN and ACK flags
set to "1" are sent to multiple ports in order to cause them to be closed or just
to flood the network.

Fiten [+] Bpression_ ’

Ne. Time Source Dastation Pretocel Inte

1133 0.092435 10.0.0.1 212.143.212.143 TCP 50948 > 545 [FIN, ACK] Sdg=1 Ack=1 Win=1024 Len=0
1134 0.00019% 10.0.0.1 212.143.212.143 TCP 50948 > 2005 [FIN, ACK] Seg= in=1024 Len=0
1135 0.000156 10.0.0.1 212.143.212.143 TCP 50948 > 57294 [FIN, ACK] 5 n=1024 Len=0
1136 0.018944 10.0.0.1 212.143.212.143 TCP 50948 > 1455 [FIN, ACK] 3e flaze =1024 Len=0
1137 0.000237 10.0.0.1 212.143.212.143 TCP 50948 > 9040 [FIN, ACK] g=1 Ack=1 win=1024 Len=0
1138 0.000125 10.0.0.1 212.143.212.143 TCP 50948 > 25734 [FIN, AcK] |Seq=1 Ack=1 win=1024 Len=0
1139 0.000178 10.0.0.1 212.143.212.143 TCP 50948 > 20221 [FIN, Ack] |seq=1 aAck=1l win=1024 Len=0
1140 0.000108 10.0.0.1 212.143.212.143 TCP 50948 > 11110 [FIN, ACK] [Seq=1 Ack=1 Win=1024 Len=0
1141 A ANANTA 1N A A 1 919 142 313 142 Tro  CNOAR - ACIAN Feta  arvllcan=1 Arb=1 uwdn=10%4 1 an=n

There are many types of TCP scans based on the assumption that when we send target RST
or FIN flags (with or without an ACK) that scan various port numbers, we will cause the target
to close connections, and when we send unusual combinations of flags to it, it will make the
target busy. This will cause it to slow down and drop the existing connections.

Most of these scans are well known and well protected against firewalls and intrusion
detection/preventions systems.
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There's more...

You can also configure pre-defined filters to catch these types of attacks, but the best thing
to do while suspecting such an event is to go through the captured data and look for unusual
data patterns.

See also

For scan types, go to the Nmap .org web page:

http://nmap.org/book/man-port-scanning-techniques.html

Discovering brute-force and application

attacks

The next step in network attack is to understand the various types of brute-force attacks.
A brute-force attack is a trial-and-error method used to obtain information from the victim,
for example, trying to find organizational servers, user directories, and crack passwords.

Getting ready

Brute-force attacks usually will not produce non-standard loads on the network, and the way
they are discovered is usually by IDS systems or when there is a suspicion that someone is trying
to hack into the network. In this recipe, we will learn how to identify typical brute-force attacks.

How to do it...

When you suspect a brute-force on the network, follow these steps to locate it.

1. Connect Wireshark with port mirror to the port in the server that you suspect
is under attack.

2. For DNS brute-force attacks, look for DNS queries that are asking for common names
under your domain. For example, in the following illustration, you can see a scan for
ISP servers. We can see DNS queries to common names such as dns (1) and dns2—a
record for IPv4 (2) and a record for IPv6 (3), and intranet—a record for IPv4 (4) and a
record for IPv6 (5).

a. Inthe case of dns.icomm.co (1), we got a reply; in all other cases,
we did not.
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b. Many queries with no response can indicate a DNS brute attack, but also
indicate someone who is looking for a server that does not exist. Look at
the source address to see where it is coming from.

Ma. Time Source Destination Protocol Info

7749 0.127587 10.0.0.1 10.0.0.138 DNS  sStandard query 0x0001 AAAA sip.icomm.com

7750 0.023064 10.0.0.138 10.0.0.1 DNS Standard query response 0x0001

7751 0.128110 10.0.0.1 10.0.0.138 DNS |standard query 0x0001 A dns.1comm.com

7752 0.026680 10.0.0.138 10.0.0.1 DNS standard query response 0x0001 A 81.199.199.19
7755 0.124379 10.0.0.1 10.0.0.138 DNS Standard query 0x0001 AAAA dns.icomm.com

7756 0.023907 10.0.0.138 10.0.0.1 DNS Standard query response 0x0001

7757 0.127113 10.0.0.1 10.0.0.138 DNS |stanaara query 0x0001 A ns2.1icomm.com [
7758 0.023341 10.0.0.138 10.0.0.1 DNS Standard query response 0x0001 No such name
7759 0.005137 10.0.0.1 10.0.0.138 DNS Standard query 0x0001 AAAA corp.icomm.com
7760 0.0001%0 10.0.0.1 10.0.0.138 ©DNs standard query O0x0001 AAAA whois.icomm.com
7761 0.000640 10.0.0.1 10.0.0.138 DNs Standard query 0x0001 AAAA ns2.icomm.com

7762 0.001602 10.0.0.138 10.0.0.1 DNs/\|Standard query Ox0001 AAAA nsZ.icomm.com

7763 0.023563 10.0.0.138 10.0.0.1 DNS\_/|Standard query response 0x0001 No such name
7764 0.083002 10.0.0.1 10.0.0.138 DNs standard query Ox0001 A intranet.icomm.com
7765 0.024316 10.0.0.138 10.0.0.1 DNS'\_/|Standard query response Ox0001 No such name
7766 0.134785 10.0.0.1 10.0.0.138 DNS/.\|Standard query 0x0001 AAAA intranet.icomm.com
7767 0.023727 10.0.0.138 10.0.0.1 DNS dard query response Ox0001 No such name

3. Another brute-force attack to watch out for is HTTP trying to find resources
on the server.

a. To look for HTTP scanning, look for the scanner's signature in the packet
details, as seen in the following screenshot.

Fiter- | hatp [+] Bpression... clesr 2oy save
Soure Destination Prctocol Info

0.1 81.218.230.244 HTTP GET /level/l5/exec/-/contigure/http HTTP/1.1
0.1 81.218.230,244 HTTP OPTIONS / HTTP/1.1

.0.1 .218.230.244 HTTP

8.2

0.1

8991 0.038179 0
9010 0.037638 10.0,

.230.244 10.0.0.1 HTTP HTTP/l.1 404 Not Found (text/html)
81.218_230.244 HTTP GET /1eveif15fexecfj HTTP/1.1

s Frame 9017: 218 bytes on wire (1744 bits), 218 bytes captured (1744 bits) on interface 0
s Ethernet II, Src: HonHaiPr_c7:8e:73 (60:d8:19:c7:8e:73), Dst: D-Link_16:09:78 (34:08:04:16:09:78)
= Internet Protocol Version 4, Src: 10.0.0.1 (10.0.0.1), Dst: 81.218.230.244 (81.218.230.244)
+Transmission Control Protocol, Src Port: 42573 (42573), Dst Port: http (80), Seq: 1, Ack: 1, Len: 164
Hypertext Transfer Protocol

+ GET /wp-config.php~ HTTP/1.1\r\n

cennection: close\rin

user-agent: Mozilla/5.0 (compatible; Nmap Scripting Engine; http://nmap.org/book/nse.html)\r\n

Host: www.ndi.co.il\r\n

\rin

[Full request URI: http://www.ndi.co.i1/wp-config.php~1
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b. Also, look for too many HTTP error messages. Some examples are illustrated
in the following screenshot. Choose Statistics | HTTP | Packet Counter |

PC. If you get too many error messages, check for their source.

W) Wresherc HTTP Pocket Count.. (S pioh ol

(Filtec wl

Crestestat | | Cancat |

|
i

—————

=

|
i

[l HTTP/Packet Caunter with filtersip! MESICREN
|
Topic / Item Count Rate (ms) Percent
Total HTTP Packets 721 0.000569
# HTTP Request Packets 543 0.000433 76.14%
= HTTP Response Packets 172 0.000136 2386%
777: broken 0 0.000000 0.00%
1oc Informational 0 0000000 0.00%
W # 2w Success 64 0.000050 3721%
» 3we Redirection 0 0.000000 0.00%
= dxc Client Error 101 0.000080 58.72%
L 403 Forbidden 1 0.000001 0.99%
[ 404 not Found % 0000078 3.02%
400 Bad Request 1 0.000001 099%
| # Swc Server Error 7 0.000006 407%
I Other HTTP Packets 0 0.000000 0.00%
| Close I

Brute-force attacks are trial and error attacks that send requests to the destination, hoping
that some of them will be answered. Since most of these requests will be denied (if you've
configured your servers properly), a large amount of Not Found messages, forbidden
messages, and other error codes can be some of the syndromes for such an attack.

There's more...

For discovering HTTP error codes, configure the display filter http.response.code >=
40U. The same applies to SIP and any protocol that uses HTTP-like codes. To find known
scanners, you can simply use the Edit | Find packet feature and look for common scanner
names. In the following screenshot, you can see an example for Nmap, which is one of the
common ones. We chose the string nmap.org (1) in Packet bytes (2).

By: () Display filter Hex value @ String /;\
Filter 1rump‘erg =4 ]
SearchIn String Options Direction
| © Packetlist [Case sensitive Up
Packet details | Character set: @ Down
© Packet bytes | ASCIUnicode & Non-Unicode |
Help Eind i\ Cancel
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And this is what we got:

Filter: abprﬁsiunm Clesr ‘Apply Save
[No. Time Source Destination Protocol Info
11859 586.989249 i) 81.218.230.244 TCP 632 seq=1 Ack=1 |
586.989676 20051 81.218.230.244
11861 586.989864 81.218.230.244 10.0.0.1 TCP https—=63230—TFIN; ACK] Seq=1 |
11862 586.989914 10.0.0.1 81.218.230.244 TCP 63230 > https [ACK] Seq=253 Ack
A A1 O1 ™10 A DAA - /3990 o e~ Fre-ra AmirNl ;A

11089 Fos annsTe A

TGS S TVl SUITLIUT T IVLUNU ) D% Wl b Udeds \Voess); DSt Ul bs HEGp (OW/) SS9y &y AR &y &
Hypertext Transfer Protocol

- GET [nmap1mrchac‘13?7513643 HTTP/1.1\r\n
Connection: close\r\n

User-Agent: Mozilla/5.0 (compatible; Nmap Scripting Engine; http://nmap.org/book/nse.htm'l)l\r\n
Host: www.ndi-com.com\r\n
\r\n

[Full request URI: http://www.ndi-com.com/nmaplowercheck13775136431

0040 6f 77 65 72 63 68 65 63 6b 31 33 37 37 35 31 33 owerchec k1377513
0050 36 34 33 20 48 54 54 50 2f 31 2e 31 0d Oa 43 6f 643 HTTP /1.1..Co
0060 6e 6e 65 63 74 69 6f 6e 3a 20 63 6¢c 6f 73 65 0d nnection : close.
0070 0Oa 55 73 65 72 2d 41 67 65 6e 74 3a 20 4d 6f 7a  .User-Ag ent: Moz

0090 69 62 6¢ 65 3b 20 4e 6d 61 70 20 53 63 72 69 70 ible: ap scrip
00a0 74 69 6e 67 20 45 6e 67 69 6e 65 3b 20 68 74 74 ine; htt

Another important issue is brute force attack, that is, when the attacker tries to guess the
password in order to break into a server.

In the following screenshot, you'll see what happens when an attacker tries to break into
a well-protected FTP server.

e aAnm BEEAXD Aese T2 [EEe aqan sDR % B

Fier | #p [*] bpression. e soo o W WP @

Pio Source Dexbmsbon Protocel  Indo -
R 0052 Response: g5u0908.atlanta.hp.com FTP server (hp.com version

7034 10.0.0.2 15.192.40.12 FTP Request: USER anonymous

7035 15.192.40.12 10.0.0.2 FTP Response: 331 Guest login ok, send your complete e-mail address

7036 10.0.0.2 15.192.40.12 FTP Request: PASS mozilla@example.com

7037 15.192.40.12 10.0.0.2 FTP Response: 230 Guest login ok, access restrictions apph«.@

7038 10.0.0.2 15.192.40.12 FTP Request: SYST

7039 15.192.40.12 10.0.0.2 FTP Response: 215 UNIX Type: L8

7040 10.0.0.2 15.192.40.12 FTP Request: PWD

7041 15.192.40.12 10.0.0.2 FTP Response: 257 "/" is current directory.

7042 10.0.0.2 15.192.40.12 FTP Request: TYPE I

7043 15.192.40.12 10.0.0.2 FTP Response: 200 Type set to I.

7044 10.0.0.2 15.192.40.12 FTP Request: PASV

7045 15.192.40.12 10.0.0.2 FTP Response: 227 Entering Passive Mode (15,192,40,12,175,175)

7047 10.0.0.2 15.192.40.12 FTP Request: CwWD /

7050 15.192.40.12 10.0.0.2 FTP Response;: 250 CWD command successful. @

7051 10.0.0.2 15.192.40.12 FTP Request: LIST

7053 15.192.40.12 10.0.0.2 FTP Response: 150 Opening BINARY mode data connection for /bin/ls.

7070 15.192.40.12 10.0.0.2 FTP Response: 226 Transfer complete.

1. Since itis FTP, the first trial is with username anonymous (1), a password chosen by
the attacker (2), login is, of course, approved (3), and the attacker gets in (4).
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2. Inthe following screenshot, you see what happens when the attacker tries other
usernames that are not authorized.

— F— m—
e 4 m X Qe b

2 @R eaan @B8% 8

Filter: ftp |»| Expression.. Clear Apply Save SIP RTP  SOP

A

Protocol

: 221

You could a ast say goodbye.

FTP Request: USER root

FTP Response: 220 g9u0201.houston.hp.com FTP server (hp.com version

FTP Request: PASS

FTP Response: 331 Password required for root. (:)

Response: 530 Login incorrect.

TP window!| Response: 2

FTP Request: USER admin

FTP Response: 220 g9u0201.houston.hp.com FTP server (hp.com version

FTP Request: PASS <:)

FTP Response: 331 Password required for admin.

FTP Response: 530 Login incorrect.

[TCP Zerowindow] Response: 221 You could at

Request: USER administrator

FTP Response: 220 g9u0201.houston.hp.com FTP server (hp.com version

FTP Request: PASS

FTP Response: 331 Password required for administrator. (:)
Response: 530 Login incorrect.

LTCP Zerowindow] R

3. Here, you can see that the attacker is trying to login with the usernames root (1),
admin (2) and administrator (3).

4. The attacker is blocked, and the server sends a TCP Zero-Window message
and even answers by saying you could at least say goodbye.
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Links, Tools, and
Reading

In this appendix | would like to refer to some useful links from which you can get further
information about Wireshark: learning sources, additional software, and so on.

Useful Wireshark links

The main Wireshark link is of course http://www.wireshark.org. Here you can find:

>

>

>

The downloads page at http://www.wireshark.org/download._html.
The learning page at http://www.wireshark.org/docs/.

And what is called the Enhancement area at http://www.riverbed.com/
products-solutions/products/performance-management/wireshark-
enhancement-products/. This is a link to Riverbed, who acquired CACE
Technologies, the primary sponsor of Wireshark, and became the main sponsor;
they now develop and sell commercial add-ons.

As open source software, Wireshark development resources are located
under http://www.wireshark.org/docs/wsdg_html_chunked/
or http://www._wireshark.org/develop._html

Also some other useful links are:

>

The Wireshark graphical user interface was created using GTK+, or the
GIMP toolkit, an open source kit that can be found on the GTK+ project
web page at http://www.gtk.org/

For WinPCap (the Windows capture driver), go to www.winpcap.org, and for
remote monitoring go to http://www.winpcap.org/docs/docs_40_2/html/
group__remote._html#Config
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tepdump is free Unix-based software that runs under the Unix/Linux command line.
Some of the useful resources for it are:

» The tcpdump website: http://www.tcpdump.org/

» The Windows version of tcpdump (Windump): http://www._winpcap.org/
windump/default_htm

» Afriendly tutorial: http://danielmiessler.com/study/tcpdump/
» The official man page: http://www.tcpdump.org/tcpdump_man.html

Wireshark can open tcpdump files, so when you capture packets with tcpdump, you can
later open it with Wireshark or any other graphical tool.

Some additional tools

Although Wireshark is by far the most common network analysis tool on the market, there
are also many other network troubleshooting tools that | use a lot. Before getting into the
details, | would like to go back some years to one of the funniest network problems I've ever
had. The case itself was very simple, but it comes with an important lesson. It had to do

with a network in a warehouse of a big hospital. The warehouse workers were equipped with
wireless terminals, taking medication as needed and conveying it to the various departments
of the hospital. The problem was that all the terminals worked very slowly. They called an
integration company to help them with the problem, and these guys came in with every
piece of troubleshooting equipment ever made. They came with Wireshark, Sniffer, wireless
analyzers, spectrum analyzers, and many other boxes. | went there, and when | saw what
they were doing, | told them that they forgot to bring one important thing, their heads. If they
had used them, they would have discovered that the problem was a bad RJ45 cable from the
warehouse to the hospital's main network 50 meters from there.

The conclusion is very simple of course. Tools are just tools. Without the knowledge of
networking and where to use them, they will not help you. In this section | would like to
bring in some additional tools, and where to use them.

What | bring here, along with other examples in the book, are devices
and software tools that I've worked with over the years. Some of them

%\ are freeware and some are commercial products. It is important to note
that their descriptions come from my own experience. | don't have a
commercial or any other interest in any of them.




SNMP tools

The first sets of tools that | usually use to solve a problem are SNMP tools. There are tools
with strong mapping capabilities, there are some with good statistical capabilities, and there
are some with good logging and events capabilities.

First, in order to just monitor SNMP counters, you can use simple free MIB browsers and

graphical tools such as:

basic scanners
and more.

Vendor Software name Where to download Notes License

Manage engine  MibBrowser http://www. Very friendly Free
manageengine. with minimal
com/products/ configuration.
mibbrowser-
free-tool/

Open source MRTG http://0ss. Requires time Free with
oetiker.ch/ and knowledge upto 10
mrtg/ to install and Sensors

configure. (*1);
Good for long- Commercial
term statistics.  from 11
Commonly sensors
used by ISPs
as a console
for their
customers.
SolarWinds Network device  http://www. Solarwinds Free
monitor solarwinds. is one of
com/products/ the leaders
freetools/ in network
network-device- management
monitor/ tools, and
along with the
commercial
stuff, you can
find many free
tools.

SolarWinds Engineer's http://www. Various tools Free with

Engineering Toolset solarwinds. for network limited

toolset com/engineers- monitoring, capabilities;
toolset.aspx discovery, Commercial

SNMP, with full
configuration, capabilities
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SNMP platforms

SNMP platform are pieces of software that provide a central console that shows a map of the
network, collects information and presents statistical reports, and collects SNMP events and
presents them by severity and other parameters.

Some of the common tools in this category are:

Vendor

Software name

Where to download

Notes

License

Castlerock SNMPc

Computing

SolarWinds Assorted

Manageengine Assorted

http://www.
castlerock.com/

http://www.
solarwinds.
com/network-
management-
software.aspx

http://www.
manageengine.
com/network-
performance-
management.html

This is one of

the friendliest
SNMP tools that |
have worked with
for more than a
decade. The SNMP
management
platform is very
easy to use and is
great for network
debugging.

SolarWinds has
various tools that
provide monitoring,
mapping,
configuration
management and
other network
management
capabilities. These
are some of the
best options
available but are
expensive.

Various tools that
provide monitoring,
mapping,
configuration
management and
other network
management
capabilities. One
of the best but
expensive.

Commercial

Commercial

Commercial
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Vendor Software name Where to download Notes License
HP IMC, NNM, http://h17007. This is a great Commercial
and so on wwwl_hp._com/us/ platform. HP made
en/networking/ it much friendlier
solutions/ than previous
network- Network Node
management/ Manager (NNM)
index.aspx#. software. It is
UkggGT8Yhyl definitely worth
checking out.
OpenNMS OpenNMS http://www. It is open source Free
opennms.org/ but requires
know-how of how
to configure it.
Nagious Nagious http://www. It is open source Free
nagios.org/ but requires a
knowledge to
configure it.

There are many others tools, such as:

>

>

>

>

The open source Cacti (http://www.cacti.net/)
Zabbix (http://www.zabbix.com/)
MRTG (http://oss.oetiker.ch/mrtg/)

Some others (some under the GNU public license).

There are the "heavyweight" suites, such as:

>

The HP OpenView suite of management applications (http://www8.hp.com/us/
en/software-solutions/software._html?compURI=1174702#tab=TAB1)

CA Unicenter (http://www.ca.com/us/network-performance-management.
aspx)

There are also other medium-sized platforms, various tools from Plixer
(http://www.plixer.com/), and many others.

For network monitoring and troubleshooting you will need the very basic tools,

while as

a platform you will need a more sophisticated one. You can find a nice

comparison of management platform on http://en._wikipedia.org/wiki/

Compar

ison_of_network_monitoring_systems.
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The NetFlow, JFlow, and SFlow analyzers

NetFlow from Cisco (www .cisco.com/go/netflow) and JFlow from Juniper
(http://www. juniper.net/techpubs/software/erx/junose82/swconfig-ip-
services/html/ip-jflow-stats-config2._html) provide a method for collecting
TCP/IP traffic flow statistics on your routing devices.

SFlow (http://en.wikipedia.org/wiki/Sflow and http://www.sflow.org/
index.php) is an industry standard technology for monitoring high-speed switched networks.

The differences between them are:

» NetFlow applies to Cisco routers and L3 switches. In layer-3 switches make sure that
they support NetFlow (depends on software version and hardware). In some cases,
you will need additional software/hardware for this. It was standardized by RFC3954
(http://www. ietf.org/rfc/rfc3954. txt).

» JFlow applies to Juniper routers and L3 switches.

» SFlow is a standard for monitoring LAN switches and was standardized by RFC3176
(http://tools.ietf.org/html/rfc3176).

» IPFIX (RFCs 5101 and 5102) is a standard developed from NetFlow v9, and
standardized by the IETF.

All Flow/IPFIX technologies are based on the communications device that collects the flow
data from the interfaces and sends them to the management station. They require a simple
configuration on the router or switch and software to collect the data and present it.

This software can be used for monitoring which users are causing a load on the network
(displayed according to IP addresses or DNS names), on which applications (HTTP, SMTP, and
so on, displayed according to their port numbers), web pages (displayed according to their IP
addresses, translated to DNS names), and other such criteria. While Wireshark is usually used
for this purpose in short-term monitoring (the Conversations feature), these tools can be used
for long-term monitoring as well.

Some common software options include:

» http://www.plixer.com/Scrutinizer-Netflow-Sflow/scrutinizer-
flow-analyzer_html from Plixer

» http://www.sevone.com/technologies/NetFlow-analysis from SevOne
There are freeware tools, and there are commercial tools with free limited capabilities

versions (usually limited by the number of interfaces they can monitor); in commercial
SNMP platforms, you usually have a free license for two to five interfaces.
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HTTP debuggers

HTTP debuggers are tools that provide statistical and detailed data about HTTP. Here are

some tools for this:

Vendor

Software name Where to download

Notes

Eric Lawrence Fiddler

and Telerik

Simtec Limited HTTPWatch

http://fiddler2.
com/

http://www.
httpwatch.com/

The most common freeware
HTTP debugging tool, this works
as a separate software that
captures packets and analyzes
them (such as Wireshark).

This is available in basic limited
and commercial editions.
Available as an add-on to
Firefox or Internet Explorer.
Files can be opened with HTTP
Watch Studio. Available also for
iPhone iOS.

What you will get with these tools is HTTP statistical and performance information,
for example, how much time it took to open a web page, the reasons for delays,

and error summaries.

Syslog

Syslog (https://tools.ietf.org/html/rfc5424) is a protocol for message

logging. There are many parameters on communication devices that can be configured,

so in cases where a problem occurs, a message will be sent to the Syslog server. These
are usually hardware- and- software- based problems that are not always covered by SNMP.

A great Syslog server (that receives the messages and presents them) can be found at
http://www._kiwisyslog.com/free-edition.aspx. There are many other tools,
and they are available for free in many management platforms.

Some other tools you might need to get for working with networks are:

» A neat tool, Xplico, for extracting application data contained in capture files:
http://www.xplico.org/about (freeware)

» Nmap security scanner: http://nmap.org/

» Netcat (nc) for Linux: http://ncl110.sourceforge.net/
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Network analysers

While Wireshark is by far the most common network analysis tool, there are also some other
tools that can be used in times of trouble. Some of them are:

» Riverbed Cascade suite of tools: This is developed by the Wireshark guys and
provides a graphical analysis of Wireshark files. It can be found at http://
www . riverbed.com/products-solutions/products/performance-
management/

» WildPackets OmniPeak: |'ve used this in some cases for heavily loaded networks,
which my laptop with Wireshark couldn't handle. It has great statistics tools and
works well under heavy loads. It can be found at http://www.wi ldpackets.com/
products/omnipeek_network_analyzer.

There are probably more, but these are the two I've worked with and both do a great job.

There is a simple analysis tool in some Cisco devices that comes as a part of the I0S. Cisco
calls it Mini Protocol Analyzer, and you can find it at https://www.cisco.com/en/US/
docs/routers/7600/i0s/12.2SR/configuration/guide/mpa.html.

Interesting websites

Here are some interesting websites that | use a lot:

» First and most useful is http://www.cisco.com, from where you can learn the
technologies along with how to configure them in Cisco

» Many Wireshark files, exercises, and challenges can be found at http://www.
honeynet.org/

» Asummary table of Wireshark filters can be found at http://packetlife._net/
media/Zlibrary/13/Wireshark_Display_Filters.pdf

» Captured and filed examples can be found at http://wiki .wireshark.org/
SampleCaptures

» Another interesting Wireshark filter page is http://www.packetlevel .ch/html/
tepdumpf.html

» Some Perl stuff can be found at http://perldoc.perl.org/perlre._html, and
Perl regular expressions can be found at http://perldoc.perl.org/perlre.
html#Regular-Expressions and http://www.regular-expressions.
info/perl_html




Appendix

Books

Here is a list of some of the books I've used over the years:
» To understand TCP/IP basics: TCP/IP lllustrated, Volume 1: The Protocols
(Second Edition) (by Addison-Wesley Professional Computing Series)

» A comprehensive, illustrated internet protocol reference, free on the Internet:
The TCP/IP Guide (http://www_tcpipguide.com/)

» Many books from Cisco press are worth reading, both the technology and
certifications books: http://www.ciscopress.com/

» Cisco design guides: Just Google the subject you're looking for
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Symbols

$, modifier 82

1xx codes 337

2xx codes 338

3xx codes 338

4xx codes 339, 340

5xx codes 341

6xx codes 342

32-bit source and destination
IP addresses 79

% Bytes field 91

I, C-like Syntax 65

=, C-like Syntax 64

&&, C-like Syntax 65

<, C-like Syntax 65

<=, C-like Syntax 65

==, C-like Syntax 64

>, C-like Syntax 65

>=, C-like Syntax 65

|1, C-like Syntax 65

A, modifier 82

?, modifier 82

(), modifier 82

* modifier 82

+, modifier 82

|, modifier 82

{n,m}, modifier 82

{n,}, modifier 82

{n}, modifier 82

% Packets field 91

Index

A

access_denied 282
ACK 56, 228
acknowledgement number field 80
ACK scanning 403
Active mode (ACTV) 293
Address Resolution Protocol (ARP) filter 71
Allow sub-dissector option 92
application attacks

discovering 405-409
application-layer attacks 388
ARP based attacks. See MAC-based attacks
ARP

amount 187

configuring 71

connectivity problems, analyzing

with 182-184

poisoning 185
ARP filters 73
arp.opcode == <value> 71
ARP replies 186
ARP requests 186
arp.src.hw_mac == <MAC Address> 71
ARP sweep 186
Automatic Private IP Addressing (APIPA)

addresses 315

Autonomous System (AS) 193
AVG (*) 121



bad_certificate 282
bad_record_mac 281
bandwidth
about 371
measuring, per application over network con-
nection 372-374
measuring, per user over network connection
372-374
Berkeley Packet Filter (BPF) 47
Bladeserver
about 290
Bladesystem 290
Border Gateway Protocol version 4 (BGPv4)
193
Bridge Protocol Data Units (BPDUs) 161
broadcast 52
broadcast domains 154
Broadcast MAC address 72
broadcast storm
about 154
discovering 155
working 159
brute-force attacks
discovering 405-409
byte offset
configuring 59-61
bytes field 91

C

calculating conversations timestamps 214
capture
configuration, changing 37
data capturing, starting 14, 15
interface, configuring 17, 18
interface, selecting 16
capture filters
about 43
configuring 44-48
C Arrays to Packet Bytes (*.c) 32
Cascade Pilot package
URL 106
Castlerock Computing SNMPc
URL 414
CA Unicenter
URL 415

certificate_expired 282
certificate_revoked 282
certificate_unknown 282
chats tab 142
Checkpoint
URL 390
checksum errors 147
checksum field 79, 80
Cisco
URL 416
Cisco Netflow
URL 374
Cisco press
URL 419
Citrix communications
issues, analyzing 310-313
Citrix Metaframe Independent Computing
Architecture (ICA) 310
client codes 271-273
client error codes 339, 341
C-like Syntax 64, 65
close_modify 281
coloring rules 28-30
Command Line Interface (CLI) 204
Comma Separated Values 32
communication link
total bandwidth, measuring on 368-372
Compass (for Windows)
URL 292
Compile BPF button 47
complex filters 74
compound filters
configuring 57, 58
CONNECT 264
connectivity problems
analyzing, with ARP 182-190
Content Delivery Network (CDN) 192
Contributing source identifiers list (CSRC)
352
Conversations tool
using, from statistics menu 92, 94
Conversations window 157
COUNT FIELDS (*) 120
COUNT FRAMES (*) 120
Create Stat button 102
CSRC count (CC) 351
C-Tag (802.1Q) 174
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D

data
capturing, starting 14
part of file, saving 31, 32
printing 34
saving, in different formats 32, 33
whole file, saving 31
Database Administrator (DBA) 196
database traffic
issues, analyzing 320-323
Datagram distribution service (port 138) 313
Date and Time of Day 27
DDoS
about 388
attacks, discovering 398-401
decode_error 282
decompression_failure 282
decrypt_error 282
decryption_failed 281
Deep Packet Inspection (DPI) 373
delay
about 376
monitoring, Wireshark used 374-377
problems, discovering 377-381
DELETE 264
Denial of Service. See DOS
details tab 142
DHCP
about 207
problems, analyzing 207-210
DHCP Ack 209
DHCP Discover 209
DHCP Offer 209
DHCP Request 209
Differentiated Services (DiffServ) 40, 78
Dir (direction) qualifiers 47
displayed data
saving 70
display filters
about 43, 63
configuring 64-67
parameter, selecting in packet pane 68, 69
syntax, writing 68
display filter toolbar 22
Display window 89

Distributed DoS. See DDoS
DNS
about 245
issues, analyzing 254-261
namespace 251, 252
operations 250, 251
operations, analyzing 249, 250
servers, using 252
slow responses 257, 258
traffic, filtering 246-249
DNS Benchmark
from GRC, URL 253
DNS display filters 81
Domain Name System. See DNS
DoS
about 388
attacks, discovering 398-401
dst host <host> filter 51
dst net <net> filter 52
dst net <net>/<len> filter 52
dst net <net> mask <netmask> filter 52
dst port <port> filter 54
duplicate ACKs 232-234
duplicate IPs
finding 203-207
Dynamic Host Configuration Protocol. See
DHCP

e-mail traffic
issues, analyzing 298-309
End Bytes field 91
End Mbit/s field 91
End Packets field 91
Endpoints tool
using, from statistics menu 96-98
Enhancement area
URL 411
Enterprise Resource Planning (ERP) 312
Eric Lawrence and Telerik
URL 417
error codes filters 263
error events 147,148
error storms
about 154
discovering 155
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errors tab 140,141
eth.addr == <MAC Address> 71
eth.dst == <MAC Address> 71
Etherape (for Linux)

URL 292
ether broadcast filter 49
ether dst <Ethernet host> filter 48
ether host <Ethernet host> filter 48
ether multicast filter 49
Ethernet

about 291

configuring 71
Ethernet broadcasts 74
Ethernet conversations statistics 94, 95
Ethernet filters

about 73

configuring 48-50
Ethernet (MAC) address 72
ether proto <protocol> filter 49
ether src <Ethernet host> filter 48
ETHER-TYPE codes

URL 51
eth.src == <MAC Address> 71
eth.type == <Protocol Type (Hexa)> 71
expert.group

categories 145
Expert Infos window

about 139-143

chats 142

details 142

errors 141

expert.message 146

expert.severity 146

notes 142

packet comments 142

starting 140

warnings 142
expert.message 146
expert.severity 146
export_restriction 282
Extension bit (X) 351
Exterior Gateway Protocols (EGPs) 193
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F

Fiddler
about 275
URL 104
field appearances
monitoring 124, 125
field name pane 67
filtering 9
filters
byte offset filter 59-61
capture filters 44
configuring 113
Ethernet filters 48
hosts filters 51
10 Graphs, configuring with 112-115
network filters 51
payload matching filter 59-61
TCP port filter 54-57
UDP port filter 54-57
filters menu
field name pane 67
predefined values pane 67
range (offset: length) pane 67
relation pane 67
selecting from 66
value pane 67
FIN 56
FIN-ACK scanning 404
firewall
about 389
monitoring 12
fixed pattern broadcasts 158, 159
flags field 80
figs 79
Flow Control mechanism 237
Flow Graph
configuring, to view TCP flows 105, 106
Flow Graph window 105
Follow TCP Stream 277-280
fragmentation
issues 195-200




Fragment offset 79
frame.time_delta 71
frame.time_delta_displayed 71
FTP
Active mode (ACTV) 293
issues, analyzing 292-298
Passive mode (PASV) 293
FTP display filters 82
Full Duplex (FDX) 371

G

gateway <Host name or address> filter 51
generated broadcast storm
characteristics 156-158
GeolP
about 40
URL 42, 193
using, to lookup physical locations 193-195
GET 263
global failure code 342
Google web page
accesses, graphing 119
Graphical Ping tools
URL 377
gratuitous ARP 186
gtk
URL 411

H

H.225 331
H.323 331
Half-Duplex (HDX) 372
handshake_failure 282
HEAD 263
Header length (HL) 78, 80
host

configuring 51-54, 71
host <host> filter 51
HP IMC

URL 415
HP OpenView

URL 415

HTTP
about 245
client codes 271-273
informational codes 270
issues, analyzing 269, 270
redirect codes 271
server errors 274
success codes 270
HTTP debuggers 417
HTTP display filters 81
HTTP filters
error codes filters 263
HTTP methods 263, 264
name based filters 262
request methods filters 263
status codes 264
HTTP headers fields
custom 266, 268
HTTP methods
about 263
CONNECT 264
DELETE 264
GET 263
HEAD 263
OPTIONS 263
POST 264
PUT 264
TRACE 264
HTTP objects
about 275
exporting 276, 277
HTTP preferences
configuring 265
HTTPS 245
HTTPS sessions
monitoring 280-284
HTTP tool
using, from statistics menu 99-102
HTTP traffic
filtering 262, 263
hubs 11
Hyper Text Transfer Protocol. See HTTP
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ICMP 392
ICMP filters 73
icmp[icmptype]==<identifier> filter 52
IDS/IPS
about 389
URL 390
IETF 331
illegal_parameter 282
IMAP4 298
information

retrieving, through TCP stream graphs (Round

Trip Time window) 134, 135
retrieving, through TCP stream graphs
(Throughput Graph window) 132-134
retrieving, through TCP stream graphs
(Time-Sequence (Stevens) window)
126-128
retrieving, through TCP stream graphs (Time-
Sequence (tcp-trace) window) 129-132
retrieving, through TCP stream graphs (Win-
dow Scaling Graph window) 136, 137
informational codes 270
information security 383, 384
inSSIDer 177
insufficient_security 283
inter-frame time delta statistics
monitoring 121-123
internal_error 283
Internet Assigned Numbers Authority (IANA)
195
Internet Group Management Protocol (IGMP)
12
Internet Message Access Protocol. See
IMAP4
Internet Protocol Version 4 291
Internet Service Provider (ISP) 368
Intrusion Detection Systems (IDS) 373
Intrusion Detection Systems / Intrusion Pre-
vention Systems (IDSs/IPSs) 385
INVITE method 336
10 Graphs
application throughput, measuring 118
configurations, with advanced Y Axis
parameters 120, 121
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configuring, with filters 112, 113
inter-frame time delta statistics, monitoring
121, 123
throughput measurements 116
throughput measurements, between end
devices 117
tool 112
ip6 proto <protocol> filter 52
ip.addr == <IP Address> 71
IP-based statistics
creating 106, 107
IP conversations statistics 95, 96
IP destination statistics
retrieving 108, 109
ip.dst == <IP Address> 72
Iperf
URL 370
IP filters 73
IPFIX
URL 416
IP geographical location databases
URL 195
ip.len < <value> 72
ip.len = <value>, ip.len > <value> 72
ip or IP6 filter 51
IP packet
16-bit identifier 79
32-bit source and destination IP
addresses 79
checksum field 79
Differentiated Services (DiffServ) 78
factors 78, 79
flgs 79
Fragment offset 79
Header length (HL) 78
length field 79
options field 79
Time to live (TTL) 79
Type of Service (ToS) 78
upper layer 79
ver 78
ip proto <protocol code> filter 52
ip.src == <IP Address> 72
IP statistics tools 191
IP traffic
analysis tools 190
IP statistics tools 191




working 192
ip.ttl > <value> 72
ip.ttl == <value>, ip.ttl < value> 72
IPTV applications
scenarios, troubleshooting 358, 359
IPv4 host address 72
IPv4 multicasts 74
IPv4 network address 72
IPv4 preferences
configuring 40
IPv6 host address 72
IPv6 multicasts 74
IPv6 network address 72
IPv6 preferences
configuring 40
ip.version ==<4/6> 72
iterative mode 254
ITU-T 331

J

JFlow 416
URL 416
jitter
monitoring, Wireshark used 374-377
problems, discovering 377-381
Juniper
URL 416
Juniper Jflow
URL 374

L

LAN switch 9, 12

Layer 4 filters 54

length field 79

Libpcap
URL 20

live capture
auto scrolling 26

LOAD (*) 121

Load Distribution
viewing, on specific website 103
viewing, on Web 103

lookup physical locations
GeolP, using 193-195

MAC-based attacks

discovering 390, 391
macros

configuring 84, 85
Mail Filters

about 389

URL 390
main toolbar 22
main window

configuring 24
malformed packets 147
Manageengine

URL 414
Man-in-the-Middle attacks 185, 388
Marker (M) 352
MAX (*) 121
Maximum Segment Size (MSS) 80, 220
Mbit/s field 91
methods 334
Microsoft Terminal Server. See MS-TS
MIN (*) 121
Mini Protocol Analyzer

URL 418
modifiers

N 82

? 82

() 82

* 82

+ 82

| 82

$ 82

{n,} 82

{n} 82

{n,m} 82
MRTG

URL 415
MS-TS

issues, analyzing 310-312
multicast 52
multimedia applications 325
Multiple Input Multiple Output (MIMO) 179
Multiple Spanning Tree (MST) 160
Multi Protocol Label Switching (MPLS) 290
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Nagious
URL 415
Namebench
URL 253
name resolution
about 25
changing 38
Name service (port 137) 313
NetBIOS 313
NetBIOS Datagram Distribution Service
(NBDS) 317
NetBIOS Name Service (NBNS) 159
NetBIOS protocols
application, freezing 318
broadcast storm 319
Datagram distribution service (port 138) 313
general tests 314, 315
issues, analyzing 313-318
Name service (port 137) 313
services 313
Session service (port 139) 313
specific issues 316-318
NetBIOS Server Message Block (SMB) 159
NetBIOS Session Service (NBSS) 317
Netcat (nc)
for Linux, URL 417
NetFlow 416
net <net> filter 52
net <net>/<len> filter 52
net <net> mask <netmask> filter 52
network
issues, analyzing 290-292
Network Access Control (NAC)
about 389
URL 390
Network Basic Input/Output System. See
NetBIOS
network connection
bandwidth, measuring over 372-374
throughput, measuring over 372-374
network filters
configuring 51-54
Network Interface Card (NIC) 170
NetworkMiner
URL 277

Network Time Protocol (NTP) 19, 159

Nmap.org web page
URL 405

Nmap security scanner
URL 417

no_renegotiation 283

notes events 151, 152

notes tab 142

0

offset filter

structure 59, 60
OpenNMS

URL 415
open source Cacti

URL 415
OPTIONS 263
options field 79, 80
Outlook Web Access (OWA) 298
out-of-order packet 235
out-of-order segments 235

P

packet comments tab 142
Packet Counter statistics 100
packet list
colorizing 25, 26
packets field 91
Padding (P) 351
parameter column
adding 70
parameter we filter 70
Passive mode (PASV) 293
payload matching filters
configuring 59-61
Payload type 352
Pcap drivers
URL 20
PDML (*.pdml) 32
Plain text (*.txt) 32
Plixer
URL 415
POP3 298-300, 305
port mirror 14
port monitor 14
port <port> filter 54
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port-range matching filters
tcp dst portrange <p1>-<p2> or udp src
portrange <pl>-<p2> 55
tcp portrange <p1>-<p2> or udp portrange
<pl>-<p2> 55
tcp src portrange <pl>-<p2> or udp src
portrange <pl>-<p2> 55
port states
blocking 167
disabled 167
forwarding 167
learning 167
listening 167
POST 264
Post Office Protocol version 3. See POP3
PostScript (*.ps) 32
predefined values pane 67
preferences menu
capture configuration, changing 37
columns, adding 36, 37
columns, changing 36, 37
name resolution, configuring 38, 39
user interface, configuring 35, 36
previous segment loss 235
previous segment lost 235
previous segment not captured 235
protocol field 91
protocol filters
configuring 80, 81
DNS display filters 81
FTP display filters 82
HTTP display filters 81
Protocol Hierarchy tool
using, from statistics menu 90-92
Protocol Hierarchy window
% Bytes field 91
% Packets field 91
bytes field 91
End Bytes field 91
End Mbit/s field 91
End Packets field 91
Mbit/s field 91
packets field 91
protocol field 91
protocol preferences
configuring 39
IPv4 preferences, configuring 40

IPv6 preferences, configuring 40
TCP, configuring 41
UDP, configuring 41
protocol_version 283
Proto (protocol) qualifiers 47
provisional/informational codes 337
proxy server 343
PSH 56
PSML (*.psml) 32
PSTN 342
Public Switched Telephone Networks. See
PSTN
PUT 264

range (offset: length) pane 67
Rapid Spanning Tree Protocol (RSTP) 160
Rcvr window size field 80
Real Time Protocol See RTP
Real-time Transport
Control Protocol. See RTCP
Real Time Streaming Protocol. See RTSP
Received Signal Strength Indicator (RSSI)
175
record_overflow 281
recursive mode 253
redirect codes 271
redirection codes 338
redirect server 343
registrar server 343
relation pane 67
relative sequence numbers 214
Remote Desktop Protocol (RDP) 310
request methods filters 263
res field 80
retransmission
about 221, 222, 230
due to delayed variations 227, 228
due to non-responsive application 226
on single connection 223-225
patterns 225, 226
to multiple destinations 222, 223
Retransmission Time Out (RTO) 378, 381
RFC 2246, errors
access_denied 282
bad_certificate 282
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bad_record_mac 281
certificate_expired 282
certificate_revoked 282
certificate_unknown 282
close_modify 281
decompression_failure 282
decrypt_error 282
decryption_failed 281
export_restriction 282
handshake_failure 282
illegal_parameter 282
insufficient_security 283
internal_error 283
no_renegotiation 283
protocol_version 283
record_overflow 281
unexpected_message 281
unknown_ca 282
unsupported_certificate 282
user_canceled 283
Riverbed Cascade
URL 418
root servers
URL 251
Round Trip Time Measurement (RTTM) 215
Round Trip Time (RTT) 376
Round Trip Time window
TCP stream graphs, retrieving 134, 135
router
monitoring 11
routing problems
analyzing 200-203
RPC over HTTPs 298
RST 56
RTCP
about 326, 332, 333
connectivity, analyzing 346-350
operation, principles 353, 354
RTP
about 326, 332
connectivity, analyzing 346-350
operation, principles 351, 352
RTSP
about 326
stream 365, 366
troubleshooting 362-364
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SACK 220
scanning 388
scenarios
troubleshooting, for IPTV applications 358,
359
troubleshooting, for video and surveillance
applications 354-358
troubleshooting, for video conferencing ap-
plications 360, 361
SCTP 56, 215
SDP 331-333
Second Level Domains (SLDs)
URL 251
Seconds Since Beginning of Capture 28
Seconds Since Epoch 28
Seconds Since Previous Captured Packet 28
Seconds Since Previous Displayed Packet 28
Secured HTTP. See HTTPS
Security Information and Event Management
Systems (SIEM) 392
sequence number field 80, 352
server
monitoring 10
server error codes 341
server errors 274
Server Message Block (SMB) 318
Service Provider (SP) 11, 198, 368
Service Set Identification (SSID) 175
Session Description Protocol. See SDP
Session Initiation Protocol. See SIP
Session service (port 139) 313
SET_PARAMETER 366
Sevone
URL 416
SFlow
URL 374, 416
Simple Mail Transfer Protocol. See SMTP
Simple Network Management Protocol
(SNMP) 11
Simtec Limited
URL 417
SIP 332
SIP connectivity
1xx codes (provisional/informational codes)
337




2xx codes
3xx codes

success codes) 338
redirection codes) 338
4xx codes (client error codes) 339-341
4xx codes (server error codes) 341
6xx codes (global failure codes) 342
analyzing 333-337
analyzinmg 333
SIP servers
proxy server 343
redirect server 343
registrar server 343
Sliding Window mechanism 237
SMB Mailslot Protocol 158
SMPP (Short Message Peer to Peer protocol)
119
SMS messages
by specific subscriber, graphing 119
SMTP
about 298-304
status codes 306-309
status codes, URL 302
SNMP platform 414, 415
SNMP tools 413
Socket Layer/Transport Layer Security (SSL/
TLS) 280-288
SolarWinds
URL 413, 414
SolarWinds Engineering toolset
URL 413
source and destination ports 80
Spanning Tree Protocols. See STP
SPAN (Switched Port Analyzer) 14
SPOOLS 318
src host <host> filter 51
src net <net> filter 52
src net <net> mask <netmask> filter 52
src port <port> filter 54
SSL. See Socket Layer/Transport Layer Secu-
rity
S-Tag (802.1ad) 174
start window
configuring 20, 21
display filter toolbar 22
main toolbar 22
status bar 23

— o~ —~ —

statistics menu
Conversations tool, using from 92, 94
Endpoints tool, using from 96-98
HTTP tool, using from 99-102
Protocol Hierarchy tool, using from 90-92
Summary tool, using from 88-90
statistics tool
about 87
using 87
status bar 23
status codes
about 264
URL 264
storm-control action {shutdown | trap}
command 160
STP
about 156, 160
analyzing 160, 161
frame fields 165, 166
package examples 168
port states 167
topology change 162
version types 161
working 163
STP frame, fields
Bridge ID 166
flags 165
Forward Delay 166
Hello Time 166
Max. Time 166
Message Age 166
Message Type 165
Port ID 166
Protocol ID 165
Root Path Cost 166
Version 165
Stream Control Transport Protocol. See SCTP
string calculator
URL 61
substring operator filters
configuring 83
success codes 270, 338
SUM (*) 120
Summary tool
using, from statistics menu 88-90
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Summary window 88, 90
switch monitoring

URL 374
SYN 56
Synchronization source (SSRC) 352
Synchronous Digital Hierarchy (SDH) 372
Synchronous Optical Network (SONet) 372
Syslog

URL 417

T

TAPs 11
TCP
about 212
configuration 212-215
configuring 41
connection issues 215-220
out-of order packet events 235, 236
parameters 214
resets 241
resets, issues 242
retransmission 221
retransmission, due to delayed variations 227
retransmission, due to non-responsive ap-
plication 226
retransmission, on single connection
223-225
retransmission, patterns 225, 226
retransmissions 230, 231
retransmission to multiple destinations 222
Sequence/Acknowledge mechanism 228,
229
Sliding Window mechanism 239, 240
Window Full 238, 239
Window Update 238
Zero Window 237
Zero Window Probe 237
tcp.analysis 76
tep.analysis.duplicate_ack 76
tcp.analysis.retransmission 76
tcp.analysis.retransmissions 118
tcp.analysis.zero_window 76,118
TCP attacks
discovering 402-405
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TCP conversations statistics 96
TCP destination statistics
retrieving 108, 109
tcp dst portrange <p1>-<p2> or udp src por-
trange <p1>-<p2> filter 55
tep.dstport == <value> 75
tecpdump
about 412
man page, URL 412
tutorial, URL 412
website, URL 412
Windows version, URL 412
TCP filters
types, example 77
tcp.flags 76
tep.flags.fin==1 76
tcep.flags.reset==1 76
TCP flows
viewing, Flow Graph configured for 105, 106
TCP/IP Guide
URL 419
TCP packet
acknowledgement number field 80
checksum field 80
flags field 80
header length field 80
options field 80
Revr window size field 80
res field 80
sequence number field 80
source and destination ports 80
TCP port filter
configuring 54-56
tcp portrange <p1>-<p2> or udp portrange
<p1>-<p2> filter 55
tep.port == <value> 75
TCP retransmissions
in stream, monitoring 123
tcp src portrange <p1>-<p2> or udp src por-
trange <p1>-<p2> filter 55
tep.srcport == <value> 75
TCP stream 77
tcp.streameq 2 118
TCP SYN/Port scans
discovering 392-398




TCP/UDP filters
configuring 75-80
tep.window_size_value < <value> 76
TEARDOWN command 366
telephony and multimedia analysis 327-332
Test Access Point. See TAPs
throughput
about 371
measuring, per application over network con-
nection 372-374
measuring, per user over network connection
372-374
Throughput Graph window
TCP stream graphs, retrieving 132, 133
Throughput measurements
about 118
between end devices 117
with |10 Graph 116
time format
configuring 27, 28
Time-Sequence (Stevens) window
TCP stream graphs, retrieving 126-129
Time-Sequence (tcp-trace) window
TCP stream graphs, retrieving 129-132
timestamp 352
Timestamps options (TSopt) 220
Time to live (TTL) 79, 80, 152, 201
TLS. See Socket Layer/Transport Layer
Security
toolbars
configuring 23
using 192
Top Level Domain servers (TLDs)
URL 251
total bandwidth
measuring, on communication link 368-372
TRACE 264
Transmission Control Protocol. See TCP
Transport Layer Security (TLS) 26
Type Of Service (ToS) 40, 78
type qualifiers 47

U

ubP
about 211, 212
configuration 212, 213
configuring 41
parameters 213
UDP conversations statistics 96
UDP destination statistics
retrieving 108, 109
udp.dstport == <value> 75
UDP port filter
configuring 54, 56
udp.port == <value> 75
udp.srcport == <value> 75
unexpected_message 281
unknown_ca 282
unsupported_certificate 282
unusual traffic patterns
discovering 384-389
upper layer 79
User Agent Client (UAC) 343
User Agent Server (UAS) 343
User Agents (UAs) 333, 335
user_canceled 283
User Datagram Protocol. See UDP
user interface

configuring, in preferences menu 35, 36

UTC Date and Time of Day 28

\'}

value pane 67

ver 78

Version (V) 351

video and surveillance applications
scenarios, troubleshooting 354-358

video conferencing applications
scenarios, troubleshooting 360, 361

Virtual LAN. See VLAN

Virtual Routing and Forwarding

servers. See VRFs
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viruses 388
VLAN
about 169
internal traffic, analyzing 171
VLAN tagged port
tagged frames, viewing through 171-174
VLAN tagging issues
analyzing 170
vlan <vlan_id> filter 49
VRFs 290

W

warning events 149, 150
warnings tab 142
Web Application Firewalls (WAF)
about 385, 389
URL 390
Web Filters
about 389
URL 390
Websense
URL 390
WIFi Locator 176
WildPackets OmniPeak
URL 418
Window Full, TCP 238, 239
Window Scaling Graph window
TCP stream graphs, retrieving 136, 137
Windows Size (WSopt) 220
Window Update, TCP 238
WinPcap
URL 20
WinPCap (Windows capture driver)
URL 411
Wireless LAN standards
working 179
Wireless LAN (Wi-Fi)
about 174
problems, analyzing 174-178
Wireshark
capture of data, starting 14, 15
coloring rules, configuring 28-30
Expert Infos window 143
firewall, monitoring 12
for multimedia analysis 326-332
for telephony 326-332
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locating 8-10
open source software, URL 411
protocol preferences, configuring 39
router, monitoring 11
server, monitoring 10
stable release, URL 10
start window, configuring 20, 21
statistics tool 87
time format, configuring 27, 28
updated version, URL 10
used, for monitoring delay 374-377
used, for monitoring jitter 374-377
user interface in preferences menu,
configuring 35, 36
Wireshark: Capture Filter window 47
Wireshark filter page
URL 418
Wireshark filters
URL 418
Wireshark links
downloads page, URL 411
learning page, URL 411
URL 411
worms 388

X

X Axis

configuring 113
XML Packet Details (*.pdml) 32
XML Packet Summary (*.psml) 32
Xplico

URL 277, 417

Y

Y Axis
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Thank you for buying
Network Analysis Using Wireshark Cookbook

About Packt Publishing

Packt, pronounced 'packed', published its first book "Mastering phpMyAdmin for Effective MySQL
Management" in April 2004 and subsequently continued to specialize in publishing highly focused
books on specific technologies and solutions.

Our books and publications share the experiences of your fellow IT professionals in adapting and
customizing today's systems, applications, and frameworks. Our solution based books give you the
knowledge and power to customize the software and technologies you're using to get the job done.
Packt books are more specific and less general than the IT books you have seen in the past.

Our unique business model allows us to bring you more focused information, giving you more

of what you need to know, and less of what you don't.

Packt is a modern, yet unique publishing company, which focuses on producing quality,
cutting-edge books for communities of developers, administrators, and newbies alike.
For more information, please visit our website: www . packtpub . com.

About Packt Open Source

In 2010, Packt launched two new brands, Packt Open Source and Packt Enterprise, in order

to continue its focus on specialization. This book is part of the Packt Open Source brand, home
to books published on software built around Open Source licenses, and offering information to
anybody from advanced developers to budding web designers. The Open Source brand also runs
Packt's Open Source Royalty Scheme, by which Packt gives a royalty to each Open Source project
about whose software a book is sold.

Writing for Packt

We welcome all inquiries from people who are interested in authoring. Book proposals should

be sent to author@packtpub.com. If your book idea is still at an early stage and you would like to
discuss it first before writing a formal book proposal, contact us; one of our commissioning editors
will get in touch with you.

We're not just looking for published authors; if you have strong technical skills but no writing
experience, our experienced editors can help you develop a writing career, or simply get some
additional reward for your expertise.
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Instant Wireshark Starter
ISBN: 978-1-84969-564-0 Paperback: 68 pages

A quick and easy guide to getting started with network
analysis using Wireshark

1. Learn something new in an Instant! A short,
fast, focused guide delivering immediate results

2. Documents key features and tasks that can be
performed using Wireshark

3. Covers details of filters, statistical analysis,
and other important tasks

4. Also includes advanced topics such as
decoding captured data, name resolution,
and reassembling

Abhinav Singh

Instant Traffic Analysis with
Tshark How-to
ISBN: 978-1-78216-538-5 Paperback: 68 pages

Master the terminal-based version of Wireshark for
dealing with network security incidents

1. Learn something new in an Instant! A short, fast,
focused guide delivering immediate results

Short | Fast | Foctused

Traffic Analysis with 2. Terminal-based version of Wireshark for dealing
Tshark How-to with network security incidents

3. Useful filters to quickly identify and limit network
problems derived from malware and a variety of
network attacks

Borja Merina

Please check www.PacktPub.com for information on our titles
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GNS3 Network Simulation

Guide
ISBN: 978-1-78216-080-9 Paperback: 154 pages

Acquire a comprehensive knowledge of the GNS3
graphical network simulator, using it to prototype your
network without the need for physical routers

1. Develop your knowledge for Cisco certification
(CCNA, CCNP, CCIE), using GNS3

2. Install GNS3 successfully on Windows, Linux,
or OS X

3. Work your way through easy- to- follow exercises
showing you how to simulate your test network
using Cisco routers, Ethernet switches, and
Virtual PCs

Network Graph Analysis and

Visualization with Gephi
ISBN: 978-1-78328-013-1 Paperback: 116 pages

Visualize and analyze your data swiftly using dynamic
network graphs built with Gephi

1. Use your own data to create network graphs
displaying complex relationships between

Network Graph Analysis and several types of data elements

Visualization with Gephi 2. Learn about nodes and edges, and customize your

graphs using size, color, and weight attributes

3. Filter your graphs to focus on the key information
you need to see and publish your network graphs
to the Web

Please check www.PacktPub.com for information on our titles

~wamR@~
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