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Preface

The goal ofthis book is to provide &oncise butlucid explanation andieriva-
tion of the fundamentalsf spread-spectrumommunicatiorsystems.Although
spread-spectrumommunication is a stapl®pic in textbooks on digitatom-
munication, itstreatment is usually cursory, ankde subject warrants more
intensive exposition. Originally adopted inmilitary networks as aneans of
ensuring secure communicatiswhen confrontedvith the threats ofamming
and interception, spread-spectr@ystems are now the core of commercial ap-
plications such asnobile cellular and satelliteommunication. Thdevel of
presentation in this book is suitable fimaduate students with a prigraduate-
level course indigital communication and for practicirangineerswvith a solid
background in the theory dfgital communication. As the titlmdicates,this
book stressegprinciplesratherthanspecific current oplanned systemsyhich
are described in mangther books. Although theexpositionemphasizeshe-
oretical principles, thechoice ofspecific topics igempered by myudgment of
their practical significance and interest both researchers anslystemdesign-
ers. Throughout tle book,learning isfacilitated bymany newor streamlined
derivations of theclassicaltheory. Problems at the end e&chchapter are
intended toassistreaders in consolidatindpeir knowledge and to providerac-
tice inanalyticaltechniques. Theook islargely self-containednathematically
because of théour appendiceswhich give detailedderivations ofnathematical
resultsused in themain text.

In writing this book, Ihave reliedheavily on notes andocuments prepared
and the perspectivegainedduring mywork at the US ArmyResearch Labo-
ratory. Many colleaguescontributedindirectly to thiseffort. | amgrateful to
my wife, Nancy, whoprovided me nobnly with herusual unwavering support
but alsowith extensiveeditorial assistance.
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Chapter 1

Channel Codes

Channelcodes arevital in fully exploiting thepotential capabilities of spread-
spectrum communication systemsAlthough direct-sequenceystemsgreatly
suppressnterference, practicadystemsrequire channelcodes to deal with the
residual interference and @mnel impairmentsuch as fading. Frequency-
hopping systems aralesigned to avoidnterference, but the hopping into an
unfavorablespectralregion usually requires a channebde tomaintain ade-
quate performance. In this chapteome of thefundamentakesults of coding
theory [1], [2], [3], [4] arereviewed and themsed to derive theorresponding
receiver computations and the errgrobabilities of the decodehformation
bits.

1.1 Block Codes

A channel codéor forward error control or error correction is a set@fiewords
that areused to improveommunicatiorreliability. An (n, &) block code uses a
codeword oh codsymbols to represeitinformationsymbols. Eachsymbol is
selectedfrom an alphabet af symboland there arg* codewords. Ifg = 2™,
then an(n, k) code ofg-ary symbols isequivalent to arfmn,mk) binary code.
A block encoder can hienplemented by usinpgic elements omemory to map
a k-symbol informationword into ann-symbol codeword. After the waveform
representing @aodeword is received andemodulated, theecoderuses the de-
modulatoroutput todetermine thenformation symbolscorresponding to the
codeword. If thedemodulatomproduces aequence of discregymbols and the
decoding ishased orthese symbols, thdemodulator is said tmake hard deci-
sions. Conversely, if the demodulator produces analog or multilevel quantized
samples of thevaveform, the demodulator said to make soft decisions. The
advantage of softlecisions is that reliability or quality information is provided
to the decodenwhich can usehis information to improve & performance.

The number o$ymbol positions irwhich the symbol of onsequencaliffers
from the corresponding symbol ainotherequal-lengthsequence isalled the
Hamming distance between the sequences. The minimum Hamming distance
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Figure 1.1: Conceptualrepresentation ofi-dimensional vector space of se-
guences.

between any two codewords dalled theminimum distancef the code. When
harddecisions are made, tllemodulatoroutputsequence igsalled thereceived
sequenceor the received word. Hard decisionsimply that theoverall channel
between theoutput and thedecoderinput is the classicalbinary symmetric
channel. If the channel symbol error probability is less than one-half, then the
maximum-likelihood criterion implies that the correct codeword is the one that
is the smallest Hamming distance from the received wordomplete decoder
is a device that implements the maximum-likelihood criterion.idgomplete
decoderdoes nofattempt tocorrect allreceivedwords.

The n-dimensional vector space &equences isonceptually represented as
a three-dimensionaspace inFigure 1.1. Each codeword occupies the center
of a decoding spheravith radiust in Hamminglistance wheret is apositive
integer. Acompletedecoder has decision regiodsfined byplanar boundaries
surroundingeachcodeword. Areceivedword is assumed to be eorruptedver-
sion of the codeword enclosed by theundaries. Abounded-distance decoder
is an incomplete decodehat attempts to errect symbolerrors in areceived
word if it lies within one of thedecodingspheres. Sincenambiguousdecod-
ing requiresthat none of thespheres mayntersect, themaximum number of
random errorghat can becorrected bya bounded-distancdecoder is

t={(dm —1)/2] (1-1)

whered,, is theminimum Hammingdistance betweenodewords andz| de-
notes thdargestintegerlessthan orequal toz. Whemmore thart errorsoccur,
the receivedvord may liewithin a decodingspheresurrounding arnincorrect
codeword or it may lién the interstices (regiongutside thedecoding spheres.
If the receivedword lies within a decoding sphere, théecoderselects the in-
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correctcodeword at the center of tlsphere and produces awtputword of
informationsymbolswith undetected errors. If theceivedword lies in the in-
terstices, thalecodercannot correct therrors, butrecognizesheir existence.
Thus, the decoder fails wecode theeceived vord.

Sincethere are(})(g — 1)* words atexactly distancei from thecenter of
the sphere, thaumber ofwords in a decoding sphere reidius¢ is determined
from elementary eambinatorics to be

V= i()q—l (1-2)

Since a block code hag codewords,g*V words areenclosed in somephere.
The number opossiblereceivedwords isq” > ¢*V/, whichyields

k>Z(>q—1 (1-3)

i=0

This inequality implies anupper bound on andwenced,,. Theupper bound
on d,, is called theHamming bound.

A block code is called dnear block code if its codewords fornkalimensional
subspace of theectorspace of sequencesth n symbols. Thus, the vector sum
of two codewords or the vectdifferencebetweenthem is a codeword. If a bi-
nary blockcode islinear, thesymbols of acodeword arenodulo-twosums of
information bits. Since alinear block code isa subspace of a vector space,
it must contain the afitive identity. Thus, theall-zero sequence is always a
codeword in any linear block codeSince nearly all practical blockcodes are
linear, henceforthblock codes are assumed to leear.

A cyclic code is a linear block code which acyclic shift of the symbols
of a codeword producesnothercodeword. Thischaracteristicallows the im-
plementation oencoders andecoders that usénear feedback shiftegisters.
Relatively simple encoding ankard-decision decoding teciques are known
for cyclic codes belonging to the class of Bose-Chaudhuri-Hocquenghem (BCH)
codes, which may be binary or nonbinary. A BCH code has a length that is
a divisorof g™ — 1, wherem > 2, and igesigned to have agrror-correction
capability oft = |(6 — 1)/2], whered is thedesign distance. Although the
minimum distance mayexceed the desigdistance, thestandard BCHdecod-
ing algorithmscannotcorrectmore thant errors. The paramete(s,k,t) for
binary BCH codeswith 7 < n < 127 arelisted in Table 1.1.

A perfect code is a blockode suchthat every n-symbol sequence is at a
distance of aimostt fromsomen-symbol codeword, and theets of all sequences
at distancet ofessfrom eachcodeword are disjoint. Thus, theHamming
bound is satisfiedvith equality, and a complete decoderalso abounded-
distance decoder. Thanly perfectcodes are thbinary repetitioncodes of odd
length, the Hammingodes, thebinary Golay (23,12) code, and theernary
Golay (1,6) code. Repetition codes represerdchinformation bit byn binary
code symbolsWhenn isodd, the(n, 1) repetitiorrodeis a perfect codevith
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Table 1.1: Binary BCH codes.

n k t Dy n k t Dy n k t Dp

7 4 1 1 63 45 3 0.1592 | 127 92 5 0.0077

7 1 3 1 63 39 4 00380 | 127 85 6 0.0012
15 11 1 1 63 36 5 00571127 78 7 1.68-107%
15 7 2 04727 | 63 30 6 0.0088 | 127 7L 9  2.6610"%
15 5 3 05625 | 63 24 7 00011 | 127 64 10 2481075
15 1 7 1 63 18 10 0.0044 | 127 57 11 2.08-10"8
31 26 1 1 63 16 11 0.0055 | 127 50 13 1.42.10-8
31 21 2 04854 | 63 10 13 0.0015 | 127 43 14 9.11-10"8
31 16 3 01523 | 63 7 15 00024 | 127 36 15 542.107°
31 11 5 01968 | 63 1 31 1 127 29 21 2.01-10"%
31 6 7 0.1065 | 127 120 1 1 127 22 23 3.56-1077
31 1 15 1 127 113 2 04962 | 127 15 27 7.75-1077
63 5 1 1 127 106 3 0.1628 | 127 & 31 8.10- 107
63 12 04924 | 127 99 4 00398 | 127 1 63 1

Table 1.2: Code words of Hamming (7,4) code.
0000000 | 0001011 | 0010110 | 0011101
0100111 | 0101100 | 0110001 | 0111010
1000101 | 1001110 | 1010011 | 1011000
1100010 | 1101001 | 1110100 | 1111111

dn =n andt = (n - 1)/2. A hard-decisio decoder makes decision based
on the state of thenajority of the demodulategsymbols. Although repetition
codes are nogfficient for the additive-white-Gaussian-noise (AWGdHannel,
they can improve the systemrfermance for fadinghannels if thexumber of
repetitions isproperly chosen. AHamming(n,k) code is a perfect BGidde
with d,,, = 3 and
qn—k -1

n= P (1-4)
Sincet = 1, aHammingcode is capable aforrecting all singleerrors. Binary
Hammingcodeswith n < 127 are found inTable 1.1. The 16codewords of a
Hamming (7,4)code are listed ifable1.2. Thefirst four bits ofeachcodeword
are the informatiorbits. The Golay (23,12)code is a binargyclic code that
is a perfecttode withd,, = 7 and = 3.

Any (n, k) linear blockcodewith an oddvalue ofd,, can be converted
into an(n + 1, k) extended code by adding a parstymbol. Theadvantage of
the extended code sterfrem thefact that the minimundistance of theélock
code is increased byne, which improves thegerformance, but the deding
complexity andcode rate areusually changedinsignificantly. The extended
Golay (24,12) code is formed by adding an overall parity symbol to the Golay
(23,12) codetherebyincreasing the minimurdistance tod,, = 8. As aesult,
some received sequencesth four errors can be correctedith a complete
decoder. Thg?24,12) code isoften preferable to th€23,12) codebecause the
code rate, which is defined as the rakitn, exactlyone-half, which simplifies
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the systentiming.

The Hamming weighof a codeword is thaumber ofnonzerosymbols in a
codeword. Fom linearblock code, the vectodifferencebetween two codewords
is anothercodewordwith weight equal to thelistancebetween the two origi-
nal codewords. By subtracting the codewardo all the codewords, we find
that the set of Hamming distances from any codewoid the same as # set
of codeword weightsConsequently, in evaluatirdecoding erroprobabilities,
one can assumeithout loss ofgeneralitythat theall-zero codeword was trans-
mitted, and te minimum Hamminglistance is equal to th@inimum weight
of the nonzeracodewords. For binarplock codes, thédlammingweight is the
number of 1es in @odeword.

A systematic block code is a codewhich theinformation symbolsappear
unchanged in theodeword, whiclalso hasadditional paritysymbols. Interms
of the word error probability fohard-decisiondecoding,every linear code is
equivalent toa systematidinear code[l]. Therefore,systematidlock codes are
the standarcthoice and are assumédnceforth. Somesystematiccodewords
haveonly one nonzerinformationsymbol. Sincethere are amostn — & parity
symbols, theseodewordshaveHammingweightsthat cannot eseedn — & + 1.
Since the minimundistance of the code is equal to thmnimum codeword
weight,

dm <n—k+1 (1-5)

This upperbound is called theSingleton bound. A lineablock codewith a
minimum distance equal to the Singlettound is called a maximum-distance-
separable code

Nonbinary block codes canaccommodate high datates efficiently be-
causedecodingoperations are pormed at thesymbol rate rther than the
higher information-bit rate. Reed-Solomon codes are nonbinary BCddles
with n = g~ 1 and aremaximum-distance-separabtedeswith d,, = n—~k+1.
For convenience inmplementationg is usuallghosen sdhatg = 2™, wherem
is the number dbits per symbol. Thusp =2™ -1 and tlwede providescor-
rection of2™-ary symbols. Most Reed-Solomodecoders arbounded-distance
decoderswith ¢ = |(d,, — 1)/2].

The mostimportantsingledeterminant of theodeperformance is itsveight
distribution, which is dist or function thatgives the number afodewordswith
each pssible weight. The weight distributions of theGolay codes ardisted
in Table 1.3. Analytical expressions for theveight distribution are known in
a few cases. Le#l, denote thenumber of codewords witlveight .. For a
binary Hammingcode, eachA; can beeterminedfrom theweight-enumerator
polynomial

1
n+1

A(z) = ZAlxl =

=0

(14 2)" +n(1+2)" D201 - 2)™HD2] (1)

For example,the Hammin(y,4) codegives A(z) = §[(1+ )7 + 7(1 + z)3(1 —

z)4] =1+ 723 + 7z* + 27, which yields Ag=1, A3=7, A4=7, Ar=1, and A;=0,
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Table 1.3: Weight distributions of Golay codes.

Number of Codewords
Weight (23,12) (24,12)

0 1 1
7 253 0
8 506 759
11 1288 0
12 1288 2576
15 506 0
16 253 759
23 1 0
24 0 1
otherwise. For a maximum-distance-separable cagde;l and [2]

n O P N
a=(Pa-0 L (e da<icn o)
1=0

The weightdistribution ofothercodes can bdetermined byexamining allvalid
codewords if thenumber ofcodewords is not too large forcamputation.

Error Probabilities for Hard-Decision Decoding

There are twaypes of bounded-distanagecoders: erasindecoders and re-
producingdecoders. Theyiffer only in their actions following the detection
of uncorrectableerrors in areceivedword. An erasing decoder discards the
receivedword and mayinitiate anautomatic retransmission request. F@ys-
tematicblock code, areproducing decoder reproduces tinéormationsymbols
of the receivedvord as itsoutput.

Let P, denote thechannel-symbol error probability, which is tipeobability
of error ina demodulatedode symbol. It is asumedthat the channel-symbol
errors are stéstically independent anilentically distributed,which isusually
an accuratemodel for systemsvith appropriatesymbol interleaving (Section
1.3). Let P, denote theword error probability, which is the probabilitthat
a receivedword is not decodedcorrectly dueto both undetected errors and
decoding failures. There ar€) distinct ways inwhich i errors may occur
amongn symbols. Since a receivedequence may haweore thant errors but
no information-symbol errors,

P, < }n: C,L)Psi(l — Py (1-8)

i=t+1

for a reproducinglecoder thatorrectst or few errors. For amasing decoder,
(1-8) becomes apquality. Forreproducinglecoderst¢ igiven by(1-1) because
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it is pointless tamake the decoding sptes smallethan themaximumallowed
by the code. However, & blockcode isused for botherrorcorrection and error
detection, arerasing decoder isften designedwith ¢ lessthan themaximum.
If a block code is used exclusively f@rror detection, theh = 0.

Conceptually, acompletedecodercorrectly decodeswhen the number of
symbol errorsexceeds if theeceivedsequencdies within the planarbound-
aries associatedvith the orrect codeword, as depicted figure 1.1. When a
received sequence igj@idistantfrom two or more codewords, a complete de-
coder selects one a@hem according tosomearbitrary rule. Thus, the word
error probability for ecomplete decoder satisfi€$-8). If P, < 1/2, a complete
decoder is anaximum-likelihood decoder.

Let P,q; denote theprobability of anundetected error, and le®s  denote
the probability of adecoding failure. For a bounded-distarderoder

Rutry= 3 (T)ria- Ry (19)

i=t+1

Thus, it iseasy tocalculate P, once P,,; isdetermined. Mce the set of
Hammingdistancedrom agiven codeword to thethercodewords is theame
for all given codewords of a linear blockode, it islegitimate to assume for
convenience irevaluating P,y that theall-zero codeword wadransmitted. |If
channel-symboerrors in aeceivedword are statistically independent and occur
with the sameprobability P;, then the probability ain error in a specific set
of ¢ positions thatesults in a specific set éferroneous symbols is

P.(i) = (fl)i (1 Py (1-10)

For an undetected error txcur at theoutput of abounded-distance decoder,
the number oeérroneous symbols musiceed: and theeceivedword must lie
within an incorrect decodingphere ofradiust. LetN(l,%) isthe number of
sequences dflamming wéght i that lie within adecoding sphere of radius
associatedvith a paticular codeword of weight. Then

n min(i+t,n)
Pu= S RG S AN
i=t4+1 l=max(i—t,d,.)

n P i . min(i+t,n)
= Z (qj1> (1 - Pyt Z AN(,1) (1-11)

i=t-4+1 l=max(i—t,d)

Considersequences afeight: that areat distance from aparticularcodeword
of weight!{, wherejl — {] < s <t sothat the sequences areithin the decoding
sphere of the codeword. Byountingthese sequences and then summnoner
the allowed values of, we cahetermineN(l,7). The aunting isdone by
consideringchanges in theomponents of this codewottiat canproduce one
of these sequences. Lgtlenote the number ofonzerocodewordsymbolsthat
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are changed to zeros, thember ofcodeword zeroshat arechanged to any
of the (¢ — 1) nonzersymbols in thealphabet, angg thaumber ofnonzero
codeword symbol¢hat arechanged to any of thether(g—2) nonzero symbols.
For a sequence alistances taesult, it isnecessanthat0 < j < s. The number
of sequencethat can bebtained bychanging any; of thé nonzero symbols
to zeros is(;.), where (Z) =0 ifa > b. For aspecified value of, it is necessary
that o = j +¢ — [ to ensure @equence of weight Theumber ofsequences
that resultfrom changing anya of then — [ zeros to nonzero symbols @%;’)

(g —1)*. For a specifiedzalue ofj and hence, it isecessanthat =s—j—
a=s+1—1—27to ensure aequence atlistances. Therumber ofsequences
that resultfrom changing8 of theé —j remainingonzerocomponents i:{’;j)

(g — 2)?,where0® =0 ifr #0 andd)® = 1. Summing over trelowed values
of s andj, we obtain

weo= 3 S0 () ()

x (q— 1 (g -2yt (1-12)

Equations(1-11) and (1-12@llow the exactcalculation ofPyq.

Wheng = 2, the onljterm in theinner summation ofl-12) that isnonzero
has the indexji = (s + ! — ©)/2 provided that this index is an integer and
0 <(s+!1-1)/2 < s. Using thisresult, wefind that for binary codes,

o= 3 (L) =2

s=|l—1} 2

Where(’g) =0 for any nonnegative integer Thgl, ) =1 Bl <) =
for |l —i| >t + 1.

The worderror probability is a performance measure that is impogent
marily in applications for which only decodedvord completelywithout symbol
errors isacceptable.When theutility of a decodedvord degrades in propor-
tion to the number of informatiobits that are in error, thénformation-bit
error probability is frequently used as a performance measure. To evaluate it
for block codes that may be nonbinary, firest examine thénformation-symbol
error probability.

Let P;;(j) denote the probability of arror in information gmbol j at the
decodemutput. Ingeneral, it cannot bassumedhat P;,(j) is independent gt
The information-symbol error probability, which is defined as theconditional
error probability withoutregard to the symbol position, is

k
ZP‘LS(]) (1'14)

?rl'—‘

The random varlablesZ], j=1,2, ...,k araefined sothat Z; = 1 if infor-
mation symbol; is in error anﬂ =0 ifit is correct. Taepectednumber
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of information-symbol errors is
k
> %
j=1

where E[ ] denotes the expected value. The information-symbol error rate is
defined asE[I]/k. Equations(1-14) and (1-15§mply that

k k

=Y ElZj)=)_Pi() (1-15)

J=1 F=1

E[Il=E

p, -l (1-16)
k
which indicatesthat the information-symbaoérror probability is equal to the
information-symbol error rate.
Let P;,(7) denote theprobability of an error irsymbolj of the codeword
chosen by the deder or symbof of theeceivedsequence if alecodingfailure
occurs. Thedecoded-symbol error probability is

1 e ,
Py = E;Pds(ﬂ (1-17)

If E[D] is the expecteciumber ofdecoded-symbol errors, derivation similar
to the preceding one yields

P, = 20 (1-18)
which indicates thiathe decoded-symbelrror probability issqual to thedlecoded-
symbol errorrate. It can bshown [5] that forcyclic codes, therror rate among
the informationsymbols in theoutput of abounded-distancdecoder issqual
to the error rateamong all thedecoded symbolsthat is,

Py = Py, (1'19)

This equation, vhich is atleastapproximatelyvalid for linear block codessig-
nificantly dmplifies the calculation oP;; becauseéPy; can bexpressed in terms
of the code weightlistribution, whereas amxactcalculation ofP;; requires ad-
ditional information.

An erasingdecoder makes aerror only if it fails to detect oneTherefore,

Py, = P,y and (1-11) implieghat thedecoded-symbol error rate for an erasing
decoder is

n P i min(i+t,n) I
Py, = Z ( 31> (1— P,)nt Z AN(l,3)— (1-20)
im1 N T t=max(i—t,dm) n

The number ofsequences of weight that lie in theintersticesoutside the
decoding spheres is

min(i+t,n)

L() = (g - 1)’ (?) - > AN, ixt+1 (1-21)

I=max(i—t,dm)
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where thefirst term is thetotal number obequences afieighti, and the second
term is the number afequences of weighitthat lie within incorrect decoding
spheres.When ¢ symbol errors in thereceivedword cause aecodingfailure,
the decodedsymbols in the output of eeproducing demder contairn: errors.
Therefore, thedecoded-symbol error rate for a reproducing decoder is

Py = i ( P >i(1—Ps)”‘i

imtp1 N9 T 1

min(i+t,n)

> AlN(l,i)% + L(4)

l=max(i—t,d,,)

(1-22)

)
n

Even if P, = P45, twomajor problems stilkrise incalculatingP;; from (1-20)
or (1-22). The computationatomplexity may beprohibitive whenn and are
large, and the weighdistribution is unknown for maniinear or cyclic block
codes.

The packing density is defined as the ratio of the numberasfls in the
q* decodingspheres to théotal number ofsequences dengthn. From (2), it
follows that the packinglensity is

DLy ()~ (1-23)

For perfectcodes,D, = 1. IfD, > 0.5, undetectecerrorstend to occur more
often then decodingpilures, and th&ode is consideretightly packed. IfD, <
0.1, decodingfailures predominate, and theode is consideretbosely packed.
The packing densities dfinary BCH codes are listed in Tabl#l. Thecodes
are tightly packed ifn = 7 or 15. Fok > 1 andn = 31, 63, or 127, theodes
are tightly packedonly if £ = 1 or 2.

To approximateF;, for tightly packed codes, led(i) denote theevent that
i errors occur in aeceivedsequence oft symbols at the decodénput. If the
symbolerrors areindependent, the probability dfis event is

Plaw) = ()P - (1-24)

Given eventA(:) for ¢+ suchthatd,, < i < n, itis plausible to assume that
a reproducingbounded-distancéecoderusually chooses acodewordwith ap-
proximately i symbol errors. Farsuchthatt+ 1 < i < d,,,, itis plausible
to assume that the decodesually selects acodeword at the minimundis-
tanced,,. Theseapproximations,(1-19), (1-24), andthe identity(?) < = (77})
indicate that P;; for reproducinglecoders i@approximated by

dm

e S A LR S D S (A TS S ey

i=t41 i=d,+1

The virtues otthis approximation are iteck ofdependence on the code weight
distribution and itgyenerality. Computations for specificodesindicatethat the
accuracy othis approximation tends tmcrease withP,4/Ps. Theight-hand



1.1. BLOCK CODES 11

side of (1-25) gives anapproximateupperbound on forerasing bounded-
distancedecoders, for looselpacked codesvith bounded-distancelecoders,
and for complete decodeb®cause some received sequengés ¢t + 1 or more
errors can be correcteahd, hence,produce no information-symberrors.

For a loosely packed code, itptausiblethat P;, for a reproducing bounded-
distance decodemight be accurately estimatdry ignoring undetecteérrors.
Dropping the term@volving N(l,%) in (1-21) and (1-22) and using (1-1§ives

The virtue of thislower bound as an approximatiois its independence of
the code weighdistribution. The bound isight when decodingfailures are
the predominant erromechanism. For cycliReed-Solomon codesumerical
examples [5]indicate that theexact P;,;, and theapproximatebound arequite
close for allvalues ofP, whent > 3, a resulthat is not surprising imiew of the
paucity ofsequences in théecoding spheres forReed-Solomon codeith ¢ >
3. A comparison of(1-26) with (1-25) indicatesthat the latteroverestimates
P, by a factor oflessthand,,/(t + 1).

A g-ary symmetric channel or uniform discrete channel is one in which
an incorrectly decoded information symbol is equally likely to be any of the
remainingg — 1 symbols irthe alphabet.Consider ainear (n, k) block code
and ag-ary symmetric channel such thatis a power of 2 and the schannelZ
refers to the transmissiarhannelplus thedecoder.Among theg — 1 incorrect
symbols, aiven bit is incorrect ig/2 instances. diefore, thanformation-bit
error probability is

Let » denote the ratio adhformation bits to transmittedhannelsymbols. For
binary codes,r is the codeate. For blockcodeswith m = log, g information
bits persymbol, » = mk/n. Whencoding is used but the flarmation rate is
preserved, theluration of achannel symbol ixhanged relative tohat of an
information bit. Thus, the energy peaeceivedchannel symbol is

-

£ —wf — £. (1.09)
(- ]

where&, is the energy pénformation bit. Whenr < 1, acode is pantially
beneficial if its error-control capability is sufficient dwercome the degradation
due to the reduction in thenergy per receivesymbol. For the AWGN channel
and coherenbinary phase-shift keyingPSK), theclassicaltheoryindicatesthat
the symbol error probability at thdemodulatoroutput is

(L2rEN .
2

py— J

Q) = % /:o exp ( - %)dy _ % erfc(%) (1-30)

where
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and erfc( ) is thecomplementary errofunction. Consider thenoncoherent
detection ofg-ary orthogonalsignals over an AWGN channel. Thechannel
symbols for multiplefrequency-shift kging (MFSK) modulation areeceived
as orthogonal signals. It shownsubsequently thaP, at the demodulator

output is
g—1 ; ,
_ (-1)* /g1 imréy
P U)o coom (30

which decreases ag increases $uoifficiently large values of€,/No. The or-
thogonality of the signalensuregshat at least théransmission channel igary
symmetric, andhence,(1-27) is at leasapproximatelycorrect.

If the alphabetsof the codesymbols and théransmittedchannel symbols
are the samethen thechannel-symbokrror probability P., equals the code-
symbolerror probabilityPs. If notthen theg-ary code symbols may bmapped
into g;-ary channel symbols. i =2" angl = 2™, then choosingm/m; to
be an integer istrongly preferred for implementatigimplicity. Shce any of
the channel-symbarrors carcause arerror in the correspondingpdesymbol,
the independencef channel-symbokrrorsimplies that

Py=1-(1-Pg)m™™ (1-32)

A common application is to maponbinary codesymbols intobinary channel
symbols(m; = 1). Inthis case,(1-27) is nolonger valid because thteansmis-
sion channelplus thedecoder isnot necessarily-ary symmetric. Sincethere is
at least one bierror for every symbolerror,

P qF;
— <P < -
m = 2(¢q-1) (1-33)

This lower bound is tight wherP.; is lowecausehen there tends to besigle
bit error percode-symbolerror before decoding, and the aeler isunlikely to
change an informatiosymbol. For coherenbinary PSK, (1-29) and(1-32)

imply that
. 27‘8() "
Py=1- \:1~Q(’/TO)1\ (1-34)

Error Probabilities for Soft-Decision Decoding

A symbol issaid to beerasedvhen thedemodulatorafter deiding that asym-

bol is unreliable,instructsthe decoder to ignor¢hat symbol during thedecod-
ing. The simplestpractical soft-decisiondecodinguses erasuresto supplement
hard-decision decoding. H code has aninimum distanced,, and aeceived
word is assignede erasuresthen allcodewordsdiffer in at leastd,, — ¢ of the
unerased symbols. Hencegerrors can be corrected2f +1 < d,, —e. If d,, Or

more erasures a@ssigned, a@ecodingfailure occurs. LetP, denote thproba-
bility of an erasure. Fdndependent symbarrors anderasuresthe probability



1.1. BLOCK CODES 13

that areceivedsequence haserrors andj erasures i€:PJ(1 — P, — P.)""'J,
Therefore, fora bounded-distancdecoder,

P, < i;()( >P1P3(1—P Py

j=0
io = max(0, [(dm — 1)/2]) (1-35)

where[z] denotes thesmallest integegreaterthan or gual toz. This in-
equality becomes arequality for anerasing decoder. For th®WGN channel,
decodingwith optimal erasures provides ansignificantperformancemprove-
mentrelative tohard-decisiordecoding, buerasures areften effectiveagainst
fading orsporadicinterference.Codes for whicherrors-and-erasures decoding
is most #ractive arethosewith relatively largeminimum distances such as
Reed-Solomorcodes.

Soft decisions are made bgssociating anumber called the metric with
each possiblecodeword. Themetric is afunction of both the codeword and
the demodulatobutput samples. A soft-decision decodselects theeodeword
with the largestmetric andthen poduces thecorrespondingnformation bits
as itsoutput. Lety denote ther-dimensional vector ofnoisy output samples
¥t = 1,2,..., n, produced by a demodulatdhat receives a sequence af
symbols. Letx; denotéhelth codeword vectawith symbolszy;,i =1,2,...,n
Let f(y|x;) denote thdikelihood function,which is the conditionaprobability
densityfunction ofy given that x, wastransmitted. Thenaximume-likelihood
decoderfinds the value of, 1 < I < ¢*, for which the likelihood function is
largest. If this value i%), the decodedecideghat codewordl, wadransmitted.
Any monotonicallyincreasingunction of f(y|x;) mayserve as thenetric of a
maximume-likelihood decoder. Aonvenientchoice is ofterproportional to the
logarithm of f (y]x;), which iscalled thelog-likelihood function.For statistically
independentdemodulatoroutputs, theog-likelihood function for each of the
¢* possiblecodewords is

lnf y’xl Zlnf szCUlz ) l:1)27"'aqk (1_36)

where f{y;|z;;) is the conditional probability densfiynction ofy; given the
value of z;;.

For coherent binary PSKommunicationover the AWGN channel, ifode-
word [ is transmitted, then thesceivedsignal representing symbal is

= 28z (t) cos2n fot +mi(t), 0<t<T,, i=1,2,...,n (1-37)

where & isthe symbolenergy, T, is the symbdluration, f. is thecarrier
frequency,z;; = +1 when binaryymbol < is a 1 andz;; = —1 when binary
symbol ¢ is a0,(t) is thenit-energy symbol waveform, and,(¢) is indepen-
dent, zero-meanwhite Gaussiamoise. Sincey(t) hasnit energy andranishes
outside[0, T%],

Ty
/ hp(e)[Pdt = 1 (1.38)
0
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For coherentdlemodulation, a frequendyanslation tobaseband is provided by
multiplying r;(t) by cos2r f.t. After discarding anegligible integral, we find
that thematched-filter demodulatoryhich is matchedo (t), produces the
output saples

Ty
¥ =/ Es /2y + / ni(t)Y(t)ycos2nftdt, i=1,2,...,n (1-39)
0

Theseoutputsprovide sufficientstatisticsbecause)(t) cos 27 f..t is the sole basis
function for the ginal space.Sincen;(t) isstatisticallyindependent of(t)
when: #£ k, the{y;} are statisticallindependent.

The autocorrelation afach vhite noise process is

No;
2

whereNy;/2 is thetwo-sided powerspectraldensity of n;(t) andi(r) is the
Dirac deltafunction. A straightforwaraalculation using1-40) andassuming

that the spectrum af(t) nfined to|f| < f. indicatesthat thevariance of

the noiseerm of (1-39) isNy; /4. Therefore, theonditionalprobability density

function ofy; given thatz;; was transmitted is

(yi — VEs/2z1i)?

—————exp | — ,
TNoi/2 p[ Noi /2

En;(t)n(t+7)] = §(r)y, i=12,...,n (1-40)

fyilzw) =

i=1,2,...,n (1-41)

Sincey? andz? =1 aréndependent ofhe codeword, termsinvolving these
guantities may beliscarded in the log-likelihooflinction of (1-36). Therefore,
the maximum-likelihoodnetric is

= Tl k
U(l) = —, I=12,...,2 1-42
® ; . (1-42)
which requireknowledge ofNy;,: = 1,2,...,n.

If each Np; = Np, a constant,then this constant is irrelevant, and the
maximume-likelihood metric is

n
U(Z)ZZ&CM% , 1=1,2,...,2% (1-43)
i=1

Let P (4) denote the probabilitghat the metric for anincorrect codeword
at distanced from the correcbdewordexceeds themetric for the correct
codeword.After reordering the saples{y;}, thalifferencebetween the metrics
for the correctcodeword and the imerect one may bexpressed as

§ §

D(s) = Z(mu — @)y = 229011.% (1-44)

t=1 i=1

wherethe sumincludes onlythe § termsthat differ, z;; refersto the correct
codeword,zy; refers to the incorrect codeword, and= —=z;;. Then Px(4)
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is the probabilitythat D(§) < 0. Since each of itserms is independenf)(s)
has a Gaussiadistribution. A straightforwardcalculation using(1-41) and
&, =ré&, yields

Py(6) = Q( Z(j\fb)

which reduces to(1-29) when asingle symbol isconsidered and = 1.

A fundamental property of probability, called countable subadditivity, is
that the probability of a finiter countable union oéventsB,, n =1, 2, ...,
satisfies

(1-45)

P[UnB,] < P[By] (1-46)

In communication theory, &ound obtainedfrom this inequality is called a
union bound. To determineP, forinear block codes, itsuffices to assume
that theall-zero codeword wasransmitted. Theunion bound andhe relation
between weights andistancesmply that P,, forsoft-decisiondecoding satisfies

P, <

AP (D) (1-47)

1

!

Let 3, denote theotal information-symbol wight of thecodewords ofveight
{. The union bound angl-16) imply that

Z % (1-48)

To determing3; for angyclic (n,k) code, consider theetS; of4; codewords
of weight!. Thetotal weight of all thecodewords inS; Ay =[A4;. Letx and
B denote any two fixed positions the codewords. Bylefinition, anycyclic
shift of acodewordproducesanothercodeword of thesame weght. Therefore,
for every codeword ir$; that has a&ero ina, there is someodeword inS; that
resultsfrom acyclic shift of thatcodeword and haa zero ing. Thus, among
the codewords of;, théotal weight of all thesymbols ina fixed position is
the same regardless of the position and is equal . tdtaé weight of
all the informationsymbols inS; isB, = kAr/n = klA;/n. Therefore,

US|
< N —APR( (1-49)
l=d,,, n

Optimal soft-decision decoding cannot lficiently implementedexcept
for very short blockcodes, primarily because the number ebdewords for
which the metrics musbe computed is prohibitivelyarge, butapproximate
maximume-likelihood decodingalgorithms areavailable. TheChase algorithm
[3] generates a small sef candidate codewordsat will dmost alwaysinclude
the codeword with thdargest netric. Test patterns aregenerated by first
making hard decisions on each of the receiggmhbols andthen altering the
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least reliable symbols, which aredetermined from the demodulatoutputs
given by (1-39). Hard-decision decoding efchtestpattern and théiscarding
of decodingfailuresgenerate the candidate codewords. The decselects the
candidatecodewordwith the largestmetric.

The quantization o$oft-decisioninformation tomore than twolevels re-
guires analog-to-digitatonversion of thedemodulatoroutput samples. Since
the optimallocation of thelevels is afunction of thesignal, thermalnoise, and
interferencepowers,automaticgain control is oftemecessary. For thaWGN
channel, it is found that aright-level quantizationrepresented byhree bits
and a uniformspacingbetween threshollbvelscause nanorethan a fewtenths
of a decibelloss relative to whatcould theoretically be achievedith unquan-
tized analog voltages anfinitely fine quantization.

The coding gainof one codecomparedwvith asecondone is thereduction in
the signalpower or value of;, /Ny required to produce specifiedinformation-
bit or information-symbokrror probability. Calculations for specific commu-
nication systems andodesoperatingover theAWGN channelhave showrthat
an optimalsoft-decision decoder providescading gain ofapproximately 2 dB
relative to ahard-decision decoder. Howevenft-decision decoderare much
more complex tamplement and may be too slow for theocessing ohigh in-
formationrates. For given level ofimplementationcomplexity, hard-decision
decoders camccommodate muclonger block codesthereby atleastpartially
overcoming thenherentadvantage o$oft-decision decoders. Ipractice, soft-
decisiondecoding othethanerasures iseldom usedvith block codes ofength
greater than 50.

Performance Examples

Figure 1.2 depicts thmmformation-bit errorprobability P, = P;, versus,/Ny
for variousbinary block codeswith coherent PSKover the AWGN channel.
Equation (1-25) is used t@omputeP, for theGolay (23,12) codavith hard
decisions.Since the packing densi#®, s$snall for thesecodes,(1-26) isused
for the BCH (63,36) codevhich carectst = 5 errors, and the BCH127,64)
code,which corrects = 10 errors. Equatior(1-29) is used fo;. Inequality
(1-49) andTable 1.2 are used toompute theupper bound onP, = P;, for
the Golay (23,12) codwith optimal softdecisions. Thegraphsillustrate the
power of thesoft-decisiondecoding. For théSolay (23,12) code, soft-decision
decodingprovides an approximatel2-dB codinggain for P, = 107> relative
to hard-decision decodingdnly whenP, < 10~% does the BCKL27,64) begin
to outperform theGolay (23,12) codevith soft decisions. 1€,/Ny < 3 dB, an
uncoded system with coherent PSK providdewer P, than asimilar system
that uses one ofhe blockcodes of thdigure.

Figure 1.3illustrates the performance lofbsely packedReed-Solomorodes
with hard-decision decoding over t#&VGN channel. The lowebound in (1-
26) is used tcwompute theapproximateinformation-bit error probabilities for
binary channelsymbolswith coherent PSK and famonbinarychannelsymbols
with noncoherenMFSK. For the nonbinary channgymbols, (1-27) and(1-31)
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Figure 1.2: Information-bit erromprobability for binaryblock (n, &) codesand
coherent PSK.
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Figure 1.3: Information-bit error probability for Reed-Solomorn(n, k) codes.
Modulation iscoherent PSkor noncoherenMFSK.
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are used. For theinary channel symbols(1-34) and the lowebound in (1-33)
are used. For the chosemlues ofn, the besperformance atP, = 10~°% s
obtained if the codeate isk/n =~ 3/4. Further gains result frormcreasingn
and hence thémplementationcomplexity. Although thefigure indicates the
performanceadvantage of Reed-Solomaodeswith MFSK, there is amajor
bandwidthpenalty. Let Bdenote theébandwidthrequired for an uncoded bi-
nary PSKsignal. Ifthe samedata rateis accommodated by using uncoded
binary frequeny-shifkeying (FSK), therequiredbandwidth for demodulation
with envelopedetectors isapproximately B. For uncoded MFSK using= 2™
frequencies, theequiredbandwidth is2™B/m because eachymbol represents
m bits. If aReed-Solomor{n,k) code issedwith MFSK, therequired band-
width become™nB/mk.

Code Metrics for Orthogonal Signals

Forg-ary orthogonal symbol waveforms(t), sa(t), ..., sq(t), ¢ matched filters
are needed, and the observatigctor isy = [y; y2... yq), Whereeachy, is

an n-dimensional row vector of matched-filter output samples for #lter  with
componentsy;,i = 1,2,...,n. Supposehat symbol: of codeword usesunit-
energywaveforms, (t), where the integerv  is afunctionef ahd If codeword

[ is transmitted over thAWGN channel, theeceived signal fosymbol: can

be expressed icomplexnotation as

ri(t) = Re [Jzessu(t)eﬂ”fc*”i] +ni(t), 0<t<Ts, i=12,...,n (1-50)
wheren;(t) is independengero-mean, whé Gaussiamoise with two-sided

power spectral densityNy;/2, f. is thearrier frequency, and; is thghase.
Since the symbol energy fail thewaveforms isunity,

Ty
/ se@®)2dt =1, k=1,2....q (1-51)
0

The orthogonality of symbolaveforms implieghat

/ s (it =0 . km (1-52)
0

A frequency translation odownconversion to basebandfidlowed by matched
filtering. Matched-filter k, which ismatched tosk(t), produces theoutput
samples

Yki = / ri(t)e_ﬂ"f“ts",;(t)dt , i=1,2...,n, k=1,2,...,q (1-53)
0

The substitution of1-50) into (1-53), (1-52), and thessumptiornthat each of
the {sx(¢t)} has a spectrueonfined to|f| < f. yields

Yki = /Es /267981y, + g (1-54)
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whered,, = 1 ifk = v ands,, = 0 otherwise, and

Mg = / na(t)e 2o 52 (1) dt (1-55)
0

Since thereal andimaginarycomponents ofi,; arpintly Gaussian, this
randomprocess is @aomplex-valued Gaussian random variabtraightforward
calculations using1-40) and theconfined spectra of thés,(t)} indicates that
the real and arémaginary omponents ofi,; areincorrelatedand, hence,
independent antlave the samearianceNy; /4. Since the density af complex-
valuedrandom variable islefined to be thpint density of itsrealand imaginary
parts, the conditional probabilityensityfunction ofy,; giveng; is

. 2
0 1 ‘yk:i RV 55/269916,“/'
flyki ] 6:) = TNo2 P T Noil? ;
i = 1,2,...,n, k=1,2,...,¢q (1-56)

The independence of thehite Gaussian{n;(t)}, therthogonality condition
(1-52), and the spectrally confined symbol waveforms ensure that both the real
and imaginary parts af; are independent dfoth the real antmaginaryparts
of ymp unlessk=m and=p. Thus, the likelihoodunction of theobservation
vectory is the product of then densities specified by (1-56).

For coherentsignals, the6;} ar&racked by the phasg/nchronizatiorsys-
tem and, thusideally may be set tmero. Forminghe log-likelihoodfunction
with the{8;} set taero, andeliminatingirrelevantterms that aréndependent
of I, we obtainthe maximume-likelihood metric

Z Nm (1-57)

whereVi; = y,; is the sampledutput: of thefilter matched tos,(t), the signal

representing symbal afodeword!. Ifeach Ny; = Ny, then the maximum-
likelihood metric is

U(l) =Y Re (Vi) (1-58)

and the common valud, does maged to bknown to g@ply this metric.
For noncoherentsignals, it is assumetthat eachd; isindependent andni-
formly distributedover [0, 27), which preserves the independence of {hg} .
Expanding the argument tfe exponentialunction in (1-56), expressingy; in
polarform, andintegratingover 8;, weobtain theprobability densityfunction

fyri) =

[” lywil” + Eséku/le I <\/@ |yl 5ku>

1-59
Noi/2 Noi (1-59)

TNoi/2 P
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wherely( ) is the modifie@esselfunction of thefirst kind and order zero;This
function may be represented by

2w
Iy(z) = ﬂ/o exp(x cos u)du

-SaGr =
0

Let Ri;; = |y.:| denote the sapled envelopgroduced by thdilter matched to
s,(t), the signal representireymboli of codeword. We form thdog-likelihood
function andeliminateterms and factorshat do not depend on tlewdeword
[, thereby obtaining the maximum-likelihoadetric

Ul)=>"InIy (\/—’jvg—oRl> (1-61)
i=1 *

If each Ny; = Np, then the maximume-likelihoodhetric is
~ V8E,Ry;
l = ——— e - 2
Ul ;:1 1nI0< N ) (1-62)

and+/&€;/No must be known tapply thismetric.
From theseriesrepresentation afp(z), itollows that

1172
Io(z) < exp <—4‘> (1-63)
From theintegral representation, webtain

Io(z) < exp(| z |) (1-64)

The upper bound if1-63) istighter for0 < z < 2, while theupper bound in
(1-64) istighter for2 < z < oo. If we assumehat R;; /Ny, is often less than 2,
then the approximation df(z) baxp(z?/4) is reasonableSubstitutioninto
(1-61) anddropping anirrelevant constant gives thmetric

n

v =3 (1-65)

i=1 "~ 0

If each Ny; = Ny, then thevalue of Ny isirrelevant, and webtain theRayleigh
metric

U= Y R (1-66)
=1

which is suboptimal for thA\WGN channel but is the maximume-likelihood
metric for theRayleighfading channelwith identical statistics for each of the
symbols (Sectiorb.6). Similarly, (1-64) can be used tmbtain suboptimal met-
rics suitable for largevalues ofRy; /No;.
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To determine the maximum-likelihoomhetric for making a hard decision
on eachsymbol, we set: = 1 androp thesubscripti in(1-57) and (1-61).
We find that themaximum-likelihoodsymbol metric is Re(V;) for coherent
MFSK andln [Io(v/8&sR;/No)] for noncoherent MFSKiyhere theéndex! ranges
over thesymbol alphabet. Since the lattefunction increasesnonotonically
and +/88,/Ny is a constant, optimal symbol metricsdecisionvariables for
noncoherent MFSK ar&, &7 fdr=1,2,...,q

Metrics and Error Probabilities for MFSK Symbols

For noncoherenMFSK, basebandnatched-filter] ismatched to thenit-energy
waveforms;(t) = Aexp(j2n fit), 0 < t < Ts, whereA = 1//Ts. If r(t)is the
receivedsignal, a downconversion to baseband angarallel set of matched
filters and envelope detectors provide thlecisionvariables

2

TS . .
R} = A® / r(t)e 2 Ietem It it gy (1-67)
0

The orthogonality conditior(1-52) is satisfied if theadjacentfrequencies are
separated by /T, wherek is anonzero integerExpanding(1-67), weobtain

- R4 R, (1-68)
R = A/ Ycos 2m(fe + fi)t] dt (1-69)
Rie = A /0 r(t)sin [2(fo + fi)8] dt (1-70)

Theseequations imply the correlatstructuredepicted in Figurel.4, where the
irrelevart constant Ahas been omitted. The comparator decides what symbol
was transmitted by observing which comparatgiut is thelargest.

To derive an alternative implementation, alEservehatwhen the waveform
iss;(t) = Acos2n(f.+ fi)t, 0 <t < Ty, theimpulseresponse of a filtematched
to itis Acos2n{f.+f1)(Ts—t), 0 <t < T,. Therefore, thenatched-filteroutput
at timet¢ is

yi(t) = A/o r(T)cos 2n(fe + fi)(7 — t + Ts)] dr
= a{ [ vty costents + forlar f oo + £ - T

+A {/0 r(7)sin 27 (f. + fi)7] dT} sin [27(fe + fi)(t — T%)]
= AR(t)cos 2n(fe + fi)(t —Ts) + #(t)] , 0<t < Ty (1-71)
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Figure 1.4: NoncoherentMFSK receiver using correlators.

where theenvelope is

2

Ri(t) = A{ [ | " r(r) cos 2 (. + fo)7] ar|
+ [/: r{T)sin {27 (f. + f1) 7) dTr }1/2 (1-72)

Since R,(Ts) = R, givenby (1-68), we obtain thereceiverstructuredepicted
in Figure 1.5, where the irrelevant constaAt has beeromitted. A practical
envelopedetectorconsists of a peak detectmllowed by alowpassfilter.

To derive thesymbolerror probability forequally likely MFSKsymbols, we
assumethat the gjnal s4(t) was tranmitted over the AWGN channel. The
received signal has therm r(t) = \/2&s/Ts cos 27 (f. + fi1)t + 6] +n(t), 0 <
t < T,. Sincen(t) iswhite,

Eln(t)n(t +7)] = %@5(7) (1-73)

Using the orthogonality of the symbol waveforms &h¥3) andassuminghat
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Figure 1.5: NoncoherentMFSK receiverwith passbandnatchedfilters.

fe+ fi>>1/Ts in (1-69) and (1-70), webtain

E[R1] = \/&s/2cos8, E[Ris)=+/Es/2sinb (1-74)
E[RZC]ZE[RIS]ZO; l:277q (1—75)
var(Ri) = var(Ris) = No/4, 1=1,2,...,¢ (1-76)

Sincen(t) isGaussian,R,, and?;; ageintly Gaussian.Since the covariance
of R, and R;; is zerothey aremutually statisticallyindependent.Therefore,
the joint probabilitydensityfunction of R, andR;s is

gl(rlc; rls) =

exp {ﬁ (Tie — mlc)2 + (115 — st)z] (1-77)

7TNO/2 N0/2

wherem,. = E[R;] andm,;, = E[R;].

Let R, and®,; be implicitiydefined byR,. = R, cos®; andR;s = R, sin ©,.
Since the Jawbian of the transformation is  wend that the jointdensity of
R, and©, is

7TNO N0/2
r> 07 IOI <7 (1"78)

2 2 _ -2 in6@ 2 2
0 (r,0) = r exp {~r 2rmye cos§ — 2rmy siné + mj;, + mls}

The density othe enveloper; isbtained by integration ¢fL-78) overd. Using
trigonometry and théntegral representation of tHgesselfunction, weobtain
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the density

ar 72 +m2 +m \/T—“‘
g3(r) = N &P ( TN Iy (4r M + My u(r) (1-79)

whereu(r) =1 ifr > 0, andu(r) = 0 ifr < 0. Substituting(1-74), weobtain
the densities for th&;, [ = 1,2, ..., q:

r2 4+ & ST
filr) = Jexp (~ ——;%)Io(ﬁ]fo—) u(r) (1-80)
fi(r) = %exp(—r?‘oﬂ) u(r), 1=2,...,q (1-81)

The orthogonality of theymbol waveforms angll-73) imply that the random
variables{R,;} arendependent. A symbarror occurs wher;(t) was trans-
mitted if Ry is not thelargest of the{R;}. Since the{R,} arddentically
distributed for! = 2,--- ,q, the probabilityof a symbolerror whens;(t) was

transmitted is
g—1
P=1- " [/ e dy] fi(r)dr (1-82)

Substituting (1-81) into the inner integral gives

/f2 dy-l—exp( 1\;2/2) (1-83)

Expressing théq — 1)th power ofthis result as @inomial expansion andhen
substitutinginto (1-82), theremainingintegration may be done by using the
fact that for A > 0,

o0 r? X 2 A
/0 T exXp < - '2—b§>10(7>d7‘ = b® exp <%2-> (1-84)

which follows from the factthat thedensity in(1-80) mustintegrate to unity.
The final result is the symbeirror probability fomoncoherent MFSKwver the
AWGN channel:

q—-1 .
1)”’1 g—1 1Es
P, = Z; 1 ( . )exp {————~<i+1)No] (1-85)

Wheng = 2, this equatiomeduces to the classiciirmula for binaryFSK:

1 Es
P, = 5 €XP (— 2No) (1-86)
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Chernoff Bound

The Chernoff bounds an uppebound on theprobability that arandom vari-
able equals oexceeds a constant. Thsefulness of th€hernoffboundstems
from the fact that itis oftenmuch moreeasily evaluatedthan theprobability
it bounds. Themoment generating functioof the randomvariable X with
distribution functionF'(z) is déned as

o0

M(s)=E[e*X] = / exp(sz)dF(z) (1-87)

—o

for all real-valueds fomvhich theintegral isfinite. For all nonnegatives, the
probability thatX >0 is

PIX >0] = / ~ aF(z) < / ” exp(s2)dF(2) (1-88)
0 0
Thus,
PIX>0<M(s), 0<s<s; (1-89)

where s, is the upper limit of aapen interval in whichM (s) islefined. To
makethis bound adight as possible, wehoose thesalue of s that minimizes
M(s). Therefore,
>0] < mi -
P[X,_O]_Og;glslM(s) (1-90)
which indicates theipperboundcalled the Chernoff bound. From (1-90) and
(1-87), weobtain the generalization

PX 2 < Ogli<n M (s) exp(—sb) (1-91)

Since the moment generatifignction isfinite in some neghborhood ofs =
0, we may differentiateinder thentegralsign in (1-87) toobtain thederivative
of M(s). The result is

M'(s) = /_00 zexp(sz)dF(z) (1-92)

which implies that M*(0) = E{X]. Differentiating(1-92) gives the secorntkriv-
ative

M"(s) = /_00 z? exp(sz)dF(x) (1-93)

which implies that A" (s) > 0. ConsequentlyM(s) isanvex in itsinterval of
definition. Consider aandom wariable is suchhat

E(X)<0, P[X>0>0 (1-94)
The first inequalityimplies that M’(0) < 0, and thesecondinequality implies

that M(s) — oo as s — oo. Thus, since M(0) = 1, the convexXunction M (s)
has a minimum valughat is lessthan unity at somepositive s = sg. We
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concludethat (1-94) issufficient toensure thathe Chernofbound islessthan
unity andsgy > 0.
The Chernoff bound can hgghtened ifX has a densitjunction f(x) such
that
f(-z) 2 f(z), >0 (1-95)
For s € A, whered = (sg,s;) is the@pen intervabverwhich M {(s) isdefined,
(1-87) implies that

00 0
M(s):/0 exp(sm)f(m)dw—l—/ exp(sz) f(z)dz

— 00

> / [exp(sx) + exp(—sz)] f(z)dz = / 2 cosh(sz) f(z)dx
0 0
> 2/ f(z)dz = 2P[X > 0] (1-96)
0
Thus, we obtain the followingersion of theChernoff bound:
1
> = mi -
P[X >0 < 5 ggEM(s) (1-97)

where the minimunvaluesg is notrequired to be nonnegative. However, if
(1-94) holds, then thebound is lesshan 1/2, s, > 0, and

1
>0 < = -
PIX >0 < 021<ns] M(s) (1-98)
In soft-decision decoding, trencodedsequence or codewovdth the largest
associatedmetric is convertednto the decodedoutput. LetU/(j) denote the
value of the metriassociatedvith sequence ofength L. Consideradditive
metricshaving theform

L
U@G) =>_m(9) (1-99)
i=1

wherem(4,) is thesymbol metric associatedith symbol i of the encoded se-
quence. Letj =1 label the correct sequencejagrd label an incorrect one.
Let P,(l) denote theprobability that the metric for amcorrect codeword at
distance {from the correct codewordxceeds the metric for therrect code-

word. By suitably relabeling thel symbol metrics that may differ for the two
sequences, webtain

P(l) < PIU2) >2U(1)]
[Z [m(2,%) — m(1,4)] > 0] (1-100)
i=1

where the inequality results becausé)J= U(1) does not necessarily cause
an error if it occurs. In all practicaases, (1-94) isatisfied for therandom
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variable X = U(2) ... ). Therefore, the Chernoff bound implies that

!
exp {s > m(2,i) - m(1,z‘)]H (1-101)

i=1

S
B <e mp B

wheres; is the uppelimit of the interval over which the expected value is
defined. Depending on whictversion of theChernoff bound isvalid, either
a=1o0ra=1/2. If m2,i)-m(1,7),:i=1,2 ..., [, are independent,
identically distributedrandomvariables and welefine

Z = Oélrsli<ns1 E [exp {s [m(2,4) — m(1,%)]}] (1-102)

then
Py(l) < aZt (1-103)

This bound isoften muchsimpler tocompute than thexact P ({). Asl in-
creases, the central-limit theorem implies that the distribution of X = U(2) ...
U(1) approximates the Gaussian distribution. Thus, for large enugh  (1-95)
is satisfiedwhenE[X] < 0, and we can set = 1/2 in (1-103). For small (1-
95) may be difficult to establish mathematically, but is often intuitively clear;
if not, settingae =1 in(1-103) isalwaysvalid.

Theseresults can bepplied tohard-decision decoding, hich can be re-
garded as apecial case ofsoft-decision decodingvith the fllowing symbol
metric. If symbol: of acandidatebinary sequencej agreeswith the corre-
spondingdetected symbol at thdemodulatoroutput, then m(4,4) = 1; oth-
erwisem(j,7) = 0. Therefore,m(2,7) — m(1,3) in(1-102) isequal to +1with
probability P, and ...1 with probability — P;).  Thus,

Z = r0n<1r81 [(1 —P)e* + Pses]

= [4P, (1~ P)]'"? (1-104)

for hard-decisiordecoding.Substitutingthis equation intd1-103)with o = 1,
we obtain

Py(l) < [4P.(1 - P.)]? (1-105)

This upper bound is not alwaygght but hasgreatgenerality since napecific
assumptionhave beermmadeabout the modulation ocoding.

1.2 Convolutional Codes and Trellis Codes

In contrast to &lock codeword, a convolutionabdewordrepresents an &ne
message oindefinite length. A convolutional encoder converts an inputkof
information bits into an output of code bits that areBooleanfunctions of
both thecurrentk input bits and the preceding informatidnits. After k bits
are shiftedinto a shiftregister andk bits areshiftedout, » codebits are read
out. Each code bits a Boolearfunction of the outputs cfelectedshift-register
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Figure 1.6: Encoders ofionsystematiconvolutionalcodeswith (a) K = 3 and
rate = 1/2 and (bK = 2 and rate = 2/3.

stages. Aconvolutionalcode islinear if eachBooleanfunction is amodulo-2 sum
because the superpositiggroperty applies to the input-output legions and
the all-zero codeword is a membertloé code. For linearconvolutionalcode,
the minimum Hamminglistance between codewords is equal torttieimum
Hamming wéght of a codeword. Theconstraint length K of a convolutional
code is themaximumnumber ofsets ofn output bits that can be affected by
an inputbit. A convolutional code isystematic if the information bits appear
unaltered ineachcodeword.

A nonsystematic linear convolutional encodath k =1, n =2, andK = 3
is shown inFigure 1.6(a). Theshift registerconsists of 3 stages, eachwdiich
is implemented as a bistableemoryelement. Information bits enter the shift
register in response to clogulses. After eachclock pulse, themost recent
information bit becomes theontent andutput of thefirst stage, therevious
contents of the first twstages arshifted to the right, and thgreviouscontent



1.2. CONVOLUTIONAL CODES AND TRELLIS CODES 29

Time ——

00

10

01

Figure 1.7: Trdlis diagram corresponding to encoderFijure 1.6(a).

of the third stage isshifted out of the register. Thautputs of themodulo-2

adderg(exclusive-ORgates) provide two code bits. Thgenerators of the output
bits are thesequenceg; = [101] ang, = [111], which indicate thestages
that are connected to the adders. In oftain, the twogeneratorsequences
are represented by (5, 7). lencoder o& nonsystenta convolutional code
with &£ = 2, n = 3, andK = 2 is shown inFigure 1.6(b). Inoctal form(e.g.,

1101 — 13), its generators arél3, 12,11).

Sincek bits exit from the shift register ask new bits enter it, only the
contents of the firsfK — 1)k stages prior to the arrival of new bits affect the
subsequenbutput bits of a convolutional encodeiherefore, the contents of
these(K — 1)k stages fire the state of the encoder. The initial state of the
encoder is generally thall-zero state. After the message sequence hasen
encoded(K — 1)k zerofnust beinsertedinto the encoder to complete and
terminate thecodeword. If thenumber ofmessageits is much greatethan
(K — 1)k, theseterminal zeros have a negligibleffect and thecode rate is
well approximated byr = k/n. However, the need for theerminal zeros
renders the convolutionaodesunsuitable forshort messages. Fagxample,
if 12 information bits ar¢o be transmitted, th&olay (23, 12) codeprovides
a better performancthan thesameconvolutionalcodesthat aremuch more
effective whenl000 ormore bits are to bansmitted.

A trellis diagram corresponding to thencoder ofFigure 1.6(a) isshown
in Figure 1.7. Each of the nodes in eolumn of atrellis diagram represents
the state of theencoder at apecific time prior to aclock pulse. The first
bit of a state represents thentent ofstage 1while the second bitepresents
the content oftage 2.Branchesonnectingnodes represengossible changes of
state.Eachbranch idabeled with th@utputbits orsymbolsproduced following
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a clock pulse and thdormation of a newencoder state. lthis example, the
first bit of a brancHabelrefers to the uppesutput of theencoder. Theipper
branchleaving anode corresponds to aifiput bit, while the lowerbranch
corresponds to a 1. Evepathfrom left to rightthrough thetrellis represents
a possible codeword. If thencoder begins in the all-zestate, not all of the
other states can be reachautil theinitial contents have beeshiftedout. The
trellis diagram therbecomesidentical from column to column until théinal
(K - 1)k input bits force theencoderback to thezero state.

Eachbranch of the trellis imssociatedvith abranchmetric, and the metric
of a codeword igdefined as thesum of thebranchmetrics for thepath associ-
atedwith the codeword. Amaximum-likelihooddecoder selectthe codeword
with the largestmetric (or smallestmetric, depending on hovibranchmetrics
are defined). TheViterbi decoder implementmaximume-likelihooddecoding
efficiently by sequentiallyeliminatingmany of the possiblpaths. At any node,
only the partial path reachinbat nodewith the largestpartial metric is re-
tained, for any partial path stening from the node will add the sanfwanch
metrics toall pathsthat merge atthat node.

Since the decoding complexity agvs exponentiallywith constraintlength,
Viterbi decoders are limited to usédth convolutionalcodes ofshort constraint
lengths. A Viterbi decoder for a rate-1/2, K7&=convolutional code has ap-
proximately thesamecomplexity as aReed-Solomon(31,15) decoder. If the
constraintlength is ircreased tK = 9, the complexity of th&/iterbi decoder
increases by &actor ofapproximately 4.

The suboptimakequential decoding of convolutioneddes [2] does not in-
variably providemaximume-likelihooddecisions, but itdmplementationcom-
plexity only weakly depends on the constraint length. Thuery low error
probabilities can be attainday usinglong constraintlengths. Thenumber of
computationsneeded to decodefeame of data ifixed for theViterbi decoder,
but is a randonvariable for thesequential decoderWhen strong interfer-
ence ispresent, thexcessivecomputationaldemands andonsequenmemory
overflows of sequential decodimguallyresult in a higheP, than for Viterbi de-
coding and a much longer decodidglay. Thus, Viterbidecoding ispreferable
for mostcommunicatiorsystems and is assumiedthe subsequermierformance
analysis.

To boundP, for the Viterbdecoder, weaassumehat the convolutionatode
is linear andthat binarysymbols are transmitted. Witheseassumptions, the
distribution ofeither Hammingor Euclideandistances is invariant to thehoice
of a referencesequence Consequentlywhether thedemodulatomakeshard or
soft decisions, theassumptionthat theall-zero sequence iBansmittedentails
no loss ofgenerality in the derivation of therror probability. Leta(l,¢) denote
the number opathsdiverging at a node from the the correetth, eachhaving
Hammingweight! and: incorrectinformationsymbolsover theunmergedseg-
ment of thepath before itmergeswith the correctpath. Thus, the unmerged
segment is at Haming distancel from the correct all-zerosegment. Letls
denote thaninimum free distance, which is the minimudistancebetween any
two codewords. Although theencoder followsthe all-zeropath through the
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trellis, the decoder in theaeceiveressentially observes aessivecolumns in
the trellis, eliminating pathsand therebysometimedntroducingerrors at each
node. The decoder magelect anincorrect path that diverges atode; and
introduces errorsver its unmergedegment. LeF[N,.(j)] deote theexpected
value of the number of errorstroduced atnodej. It is knownfrom (1-16)
that theP, equals theinformation-bit error rate, which is defined as the ratio
of the expectechumber ofinformation-bit errors tahe number of information
bits applied tothe convolutionalencoder. Therefore, there areN branches
in a completepath,

1 N
Py = 1 ZE[Ne(j)J (1-106)

Let B;(l,7) denotethe eventthat the pathwith the largest metric diverges
at node; and has Haming weght [ and: incorrect irformation bits over its
unmergedsegment.Then,

E[N.(j Z

whenE[N,(j)|B;(l,)] istheconditional expectation d@f.(j) given eventB;(l,1),
P[B,(l,1)] is the probability othis event, and; anf?; are the maximunval-
ues of; and, respectivelyhat areconsistentwith the position ofnodej in
the trellis. WhenB;(l,¢) occurs, bierrors areintroducedinto the decoded
bits; thus,

NNB; (L] P[B;(,7)] (1-107)

gmp

E[Ne(7)|B;(1,1)] = 4 (1-108)

Since thedecoder maylreadyhavedepartedrom the correctpath before node
J, the unionboundgives

PB;(1,9)] < a(l,5)Pa(0) (1-109)

wherePs,(l) is theprobability thatthe correcipathsegment has a smalleretric
than an unmerged padegment thatiffers in{ code symbols. Substituting
(1-107) to (1-109)into (1-106) andextending the two summations te, we

obtain o oo
<=0 ia(li)R(l) (1-110)
i=1 l=dy

The information-weight spectrum adistribution is defined as

?r-l»—‘

B(l) =

I~

ia(l,i), 1>dy (1-111)

il

i=1

In terms ofthis distribution, (1-110) becomes

x| =
Nk

P, < B(D)Py(l) (1-112)

o~
il
N

Iy
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For coherentPSK signalsover an AWGNchannel and soft decision§l-45)

indicatesthat
21
P()=Q ( Tg") (1-113)
Ny

When the demodulatomakeshard decisions and a ceect path segment
is comparedwith an incorrect one, correct decodimgsults if the number of
symbol errors in the demodulator output is less than half the number of symbols
in which thetwo segmentsdiffer. If the number ofsymbolerrors is &actly half
the number of differingymbols,then éher of the twosegments ishoserwith
equalprobability. Assuming theéndependence of symbelrors, itfollows that
for hard-decision decoding

4
N (l) Pi(1- P, lis odd
Py(l) = i=(l-}l-1)/2

S <l) Pi(1-P) " +1 < l ) [P, (1 - P)Y%,  liseven

i=l/2+1 \! l/2
(1-114)

Soft-decision decodingypically provides a 2 dB power savings Bf = 10~°
compared to hard-decision decoding éommunication®ver the AWGNchan-
nel. Since thdoss due to evethree-bit quantization usually is 0.2 to 0.3 dB,
soft-decisiordecoding is highlyreferable.

Among the convolutionatodes of agiven code rate andonstraint lagth,
the one giving themallestupper bound ir(1-112) carsometimes beetermined
by a completecomputersearch. Thecodeswith the largestvalue ofd; are
selected, and theatastrophic codes, for which finite number ofdemodulated
symbolerrors can cause an infinite numberdetodednformation-bit errors,
are eliminated. All remainingodesthat do not have the minimunalue of
B(dy) are eliminated. If more than ormderemains,codes areeliminated
on the basis of the minimal ks ofB(d; + 1), B(ds +2), ..., until one code
remains. Fombinary codes of rated/2, 1/3, and 1/4codeswith thesefavorable
distancepropertieshave been determinef®]. For thesecodes andconstraint
lengths up to 12Tables1.4, 1.5, and 1l.ist the correspondingvalues ofd;
and B(dy +14),¢ =0, 1, ..., 7. Also listed in octal form are the generator
sequencethat determine hich shift-register stagdsed themodulo-twoadders
associatedwith each code bit. For example, thebest K = 3, rate-1/2 code
in Table 1.4 has generatsequences 5 and Which specify the connections
illustrated in Figurel.6(a).

Approximateupperbounds onp, for rate-1/2,rate-1/3, andate-1/4con-
volutional codeswith coherentPSK, soft-decisiondecoding, andnfinitely fine
gquantization arelepicted in Figures 1.8 tb.10. Thegraphs are computed by
using (1-113),k = 1, andTables 1.4 to 1.6 ir{l-112) andthen truncating the
seriesafter seventerms. This truncationgives atight upperbound inP, for
P, < 10~2. However, thetruncation may excludsignificant contributions to
the upper bound wheR, > 1072, and the bounitself becomes looser &  in-
creases. Thedures indicate that theodeperformancémproveswith increases
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Table 1.4: Parameter values of rate-1/2 convolutional codes with favorable
distance properties.

Bldy+é)fori=0,1,..,6

K d;y Generators 0 1 2 3 4 5 6

3 i) 5,7 1 4 12 32 80 192 448
4 6 15, 17 2 7 18 49 130 333 836
5 7 23, 35 4 12 20 72 225 500 1324
6 8 53, 75 2 36 32 62 332 701 2342
7 10 133, 171 36 0 211 0 1404 0 11,633
8 10 247, 371 2 22 60 148 340 1008 2642
9 12 561,763 33 0 281 0 2179 0 15,035

10 12 1131,1537 2 21 100 186 474 1419 3542
11 14 2473,3217 56 0 656 0 3708 0 27,518
12 15 4325,6747 66 98 220 788 2083 5424 13,771

Table 1.5: Parameter values of rate-1/3 convolutional codes with favorable
distance properties.

B(d;+i)fori=0,1,...,6

K dy Generators 0 1 2 3 ! 5 6
o 8 T s 0 15 0 08 U 201
4 10 13, 15, 17 6 O 6 0 58 0 118
5 12 25, 33, 37 12 0 12 0 56 0 320
6 13 47, 53, 75 1 8 26 20 19 62 86
7 15 117, 127, 155 7 8 22 44 22 94 219
8 16 225, 331, 367 1 0 24 0 113 0 287
9 18 575, 673, 727 2 10 50 37 92 92 274
10 20 1167,1375,1545 6 16 72 68 170 162 340
11 22 2325,2731,3747 17 0 122 0 345 0 1102
12 24 5745,6471,75563 43 0 162 0 507 0 1420

Table 1.6: Parameter values of rate-1/4 convolutional codes with favorable
distance properties.

B(dy +1i) fori=0,1,...,6

K dy Generators 0 1 2 3 4 5 6
3 10 5,8, 7,7 1 0 4 0 12 0 32
4 13 13, 13, 15, 17 4 2 0 10 3 16 34
5 16 25, 27, 33, 37 8 0 7 0 17 0 60
6 18 45, 53, 67, 77 5 0 19 0 14 0 70
7 20 117, 127, 155, 171 3 0 17 0 32 0 66
8 22 257, 311, 337, 355 2 4 4 24 22 33 44
9 24 533, 575, 647, 711 1 0 15 0 5 0 69

10 27 1173,1325,1467,1751 7 10 O 28 54 58 54
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Figure 1.8: Information-biterror probability for rate = 1/2onvolutionalcodes
with different constraint lengths and coherent PSK.

in the constraint length and as tbederate decreases i > 4. The decoder
complexity is almost exclusiveldependent ork becauseahere are2¥—! en-
coder states. However, as the codtedecreasesnorebandwidth anda more
difficult bit synchronization are required.

For convolutionatodes ofatel/n, twotrellis branches enterachstate. For
higher-ratecodeswith k informationbits perbranch,2* trellis branchesnter
eachstate and theamputationakcomplexity may bdarge. Thiscomplexity can
be avoided byusing punctured convolutional codes. These codes are generated
by periodically deleting bitsfrom one or moreoutput streams of an encoder
for an unpuncturedate-1/n code. For aperiod-p puncturedcode, p sets of
n bits arewritten into a buffer fromwhich p 4+ v bits are readut, where
1 <v < (n-1)p. Thus, apunctured onvolutionalcode has aate of theform

__»p
r=
p+v

 1<u<(n-1)p (1-115)

The decoder of puncturedcodeuses the same decoder and trellis as the parent
code, but usesnly the metrics of thenpuncturedits as itproceedghrough

the trellis. Theupper bound orP, igiven by (-112) with £ = 1. For most
coderates, there arpuncturedcodeswith the largestminimum freedistance

of any convolutionaktodewith that coderate. Punctured onvolutional codes
enable the efficienimplementation of avariable-rateerror-control systemwith

a single encoder and decoder. However, the periodic character of the trellis of
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Figure 1.9: Information-biterror probability for rate= 1/3 convolutional codes
with different constraintlengths and coherent PSK.
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a punctured code requires that the decoder acquire frame synchronization.

Codednonbinarysequences can be produceddmyverting the outputs of a
binary convolutional encodeinto asingle nonbinarysymbol, butthis procedure
does notoptimize the nonbinary codetdamming distanceproperties. Better
nonbinarycodes,such as theual-k codes, are possible [3] but do rpybvide
as good a performance #se nonbinaryReed-Solomorcodeswith the same
transmissionbandwidth.

In principle, B(l) can be determineffom the generating function, T(Dl),
which can be déved for someconvolutionalcodes bytreating thestatediagram
as a signal flow @aph [1], [2]. The generating foction is a polynomial irD
and | of the form

T(D,I) = i i a(l,i) D't (1-116)
i=1 l=dy

wherea(l,7) represents the numh#rdistinct unmergedegmentsharacterized
by i andi. The derivative at = 1 is

8T (D, I) i i ia(l,5)D" = i B()D! (1-117)

I=1  i=11=d; l=dg

oI
Thus, the bound o, given by (1-112), isddetermined by dustituting Px(!)
in place of D' in the polynomial expansion of the derivative @, T) and

multiplying theresult byl/k. In manyapplications, it ipossible to establish
an inequality of thdorm

Py(l) < aZ' (1-118)
wherea andZ are independent @f It thefollows from (1-112), (1-117), and
(1-118) that
a 8T(D, I)
k oI I=1,D=2Z

For soft-decision decodingnd coherenPSK, P (l) is given by (1-113).
Using thedefinition ofQ(z) given by (1-30), changing variablesand comparing
the two sides of théollowing inequality, weverify that

QVrTB) = o= [ o |-+ Vi E) |

\/12—7Te><p<~ —g—) /ooexp [~%(y+\/3)2] dy, v>0,8>0
0
(1-120)

P, < (1-119)

<

A change of variables yields

Qv+ pB) <exp <~— —‘;—)Q(ﬁ) , v>0, >0 (1-121)

Substitutingthis inequality into(1-113) with the appropriatehoices for and

B gives
P < Q(—————“A{Z]C\l;;r&;) exp [— (I — df)r&/No) (1-122)
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Figure 1.11: Encoder for trellis-codednodulation.

Thus, theupper bound oP;(l) may expressed in the formiven by (1-118)
with

v/ 2d
o= Q(——Nﬁ) exp(dgr&y/No) (1-123)
0
Z = exp(—TEb/No) (1—124)
For other channelsgodes, andnodulations, an upper bound d@n(!) in the

form given by (1-118) can often be derived from the Chernoff bound.

Trellis-Coded Modulation

To add an error-contradode to acommunication systemwhile avoiding a band-
width expansion, one maincrease theaumber ofsignal constellationpoints.
For example, if a rate-2/8ode is added to a systeusing quadriphase-shift
keying (QPSK), then the bandwidth @eserved if the wdulation is changed
to eight-phase PSK8-PSK). Since eactsymbol of thelatter modulationrep-
resents 3/2 as manlyits as aQPSK symbol, the channel-symbaohte is un-
changed. The pblem is that thehangefrom QPSK to the more compact
8-PSK constellationcauses atincrease in the channel-symbairor probability
that cancels most of the decrease due toaheoding. This problem isavoided
by usingtrellis-coded modulation, whicintegrates thenodulation andcoding
processes.

Trellis-codedmodulation isproduced bya systemwith the form shown in
Figure 1.11. Fork > 1, eachinput of £ information bits is dividedinto two
groups. Ongyroup ofk; bits is applied to aconvolutional encodewhile the
othergroup ofky = k — k; bits remains uncoded. Thg + 1 output bits of the
convolutionalencoder select one af:1+! possiblesubsets of the points in the
constellation of thenodulator. Thek, uncoded bitsselectone of2*2 points in
the chosersubset. Ifk; == 0, there are naincodedbits and the convolutional
encoderoutput bits select theconstellationpoint. Eachconstellationpoint is a
complexnumberrepresenting an aptitude and phase.

For example, suppose thiat = k; =1 andn = 2 in the encoder of Figure
111, and ar8-PSK modulator produces an outpfitom a constellation of 8
points. Each of thefour subsetghat may beselected by the twoonvolutional-
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Figure 1.12: Theconstellation oB8-PSK symbolspartitioned into 4subsets.

codebits ammprises two antipodal points in tlBePSK constellation, as shown
in Figure1.12. If theconvolutional encoder has tii@rm of Figure 1.6(a), then

the trellis ofFigure 1.7illustrates thestate transitions dboth the underlying
convolutionalcode and therellis code. The presence of the singlaecoded

bit implies that each transition betweenstates in thetrellis corresponds to
two different transitions and twdifferent phases of the transmitteBtPSK

waveform.

In general,there are2*2 parallel transitionsbetween every pair of states in
the trellis. Often, thedominant errorevents consist ahistaking one ofhese
paralleltransitions for theorrect one. If the symbotsorresponding tgarallel
transitions are separated by largeclideandistances, and theonstellation
subsetsassociatedwvith transitions are suitablghosen,then thetrellis-coded
modulationwith soft-decisionViterbi decoding caryield a substantial coding
gain [1], [2], [3]. This gain usually rangesfrom 4 to 6 dB, dpending on the
number ofstates andhence, the@mplementationcomplexity. Theminimum
Euclidean distanc®etween a correct trellis-cogemth and arincorrect one is
called thefree Euclidean distance and is denobgdis./&,. Let By, denote the
total number ofnformation bit errorsassociatedvith erroneous paths that are
at the free Euclidian distandeom the correct path. THatter paths dominate
the errorevents when the SNR isigh. An analysis similar to the one for
convolutionalcodesindicatesthat for the AWGN channel andragh SNR,

Bye
Pbr\"’.a s

Q d?er&,
k 2Ny

(1-125)
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Figure 1.13: Block interleaver.

1.3 Interleaving

An interleaver is a devicéhat permutes the order ofsaquence of symbols. A
deinterleaver is the corresponding devibat restores the original order of the
sequence. Amajor application is the interleaving ofodulatedsymbolstrans-
mitted over acommunicationchannel. After deinterleaving at theeceiver, a
burst ofchannel-symboérrors orcorruptedsymbols is disperseover anumber
of codewords orconstraint lengths, thereby facilitating the removal oféh@rs
by the decoding.ldeally, theinterleaving and deinterleavingnsuresthat the
decoderencountersstatisticallyindependensymbol decisions or metrics, as it
would if the channel were memorylessnterleaving of channesymbols isuse-
ful when error bursts areaused byfast fading,interference, oevendecision-
directed equalization.

A block interleaver perform&dentical permutations on swessiveblocks of
symbols. As illustratedn Figure 1.13, mn successivénput symbols are stored
in a random-accessemory(RAM) as a matrix ofn rows and» columns. The
input segience is witten into theinterleaver in successive rows, buteessive
columns areread to poduce theinterleaved sequenceThus, if theinput se-
guence issumberedt, 2,...,»,n + 1, ..., mn, thenterleavedsequence ig, n
+1L,2n+1,...,2,n+2, ..., mn For continuous interleavingwo RAMSs are
needed. Symbols areritten into one RAMmatrix while previous symbols are
readfrom the other. In theleinterleaversymbols arestored bycolumn in one
matrix, while previous symbols anead by rowdrom another.Consequently,
a delay of2mnT; must be accommodated asginchronization igequired at
the deinterleaver.

When channelsymbols are interleaved, thgarameter equals or eseeds
the block codeword length & few constraintlengths of aconvolutional code.
Consequently, ifa burst ofmm orfewer consecutive symbol errooecurs and
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there are nmther errorstheneachblock codeword orconstraintlength, after
deinterleaving, has anost oneerror, which can be eliminated by the error-
correctingcode. Sinlarly, a block codethat cancorrectt errors is capable
of correcting a singléurst oferrors spanning as many ag symbols. Since
fading can causeorrelatederrors, it isnecessaryjthat mT, exceed thechan-
nel coherencéime. Interleavingeffectiveness can biwarted by slow fading
that cannot baccommodatewvithout largebuffersthat cause amnacceptable
delay.

Other types of interleaveithat areclosely related to theblock interleaver
include theconvolutional interleaver and thieelical interleaver. A helical in-
terleaver reads symbols from itstrix diagonally instead of byodumn insuch
a way thatconsecutiveinterleavedsymbols areneverreadfrom the same row
or column. Both helical andconvolutional interleavers arttieir corresponding
deinterleavers confadvantages icgertain applications, budo notpossess the
inherent simplicity and compatibilityvith block structures thablock inter-
leavers have.

A pseudorandom interleaver permuteach blockof symbolspseudoran-
domly. Pseudorandoninterleavers may be applied to channel symbols, but
their mainapplication is as criticatlements inurbo encoders and encoders of
serially concatenated¢odesthat use iterative decodin@ection 1.4). The de-
siredpermutation may betored in aead-only memory (ROMpas asequence
of addresses goermutationindices. Eachblock of symbols isvritten sequen-
tially into a RAM matrix andthen interleaved byeading them irthe order
dictated by the contents of the ROM.

If the interleaver idarge, it is ofterpreferable tagenerate the permutation
indices by an algorithnnatherthan storing them in a ROM. If thanterleaver
size isN = mn = 2¥ — 1, then alinearfeedbackshift registerwith stageghat
produces a maximal-lengtequence can besed. Thebinary outputs of the
shift-registerstagesconstitute thestate of the registerThe state specifies the
indexfrom 1 toN that defines a specifiaterleavedsymbol. Theshift register
generates alN states and indices periodically.

An S-random interleaver is a pseudoranditerleaverthat constrains the
minimum interleaving distance. A tentative permutation index is compared
with the S previously selectedindices,wherel < § < N. Ifthe tentative
index does not differ in almute value from the S previousones by at least
S, then it isdiscarded and replaced by a ntemtative index. If itdoes, then
the tentativeindex beomes thenext selectedindex. This procedurecontinues
until all N pseudorandom indices are selected. Thangom interleaver is
frequentlyused inturbo orserially concatenate@ncoders.

1.4 Concatenated and Turbo Codes

A concatenated code usesultiple levels ofcoding to achieve a largerer-
controlcapability with manageablamplementatiorcomplexity bybreaking the
decodingprocesdnto stages. Irpractice, twolevels ofcoding have beefound
to be effective. Figurd.14 is afunctionalblock diagram of a communication
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Figure 1.14: Concatenated coding in tramitter and receiver.

systemincorporating aconcatenateccode. Thechannel interleaver pemtes
the codebits to ensure the randodistribution ofcode-biterrors at thénput

of the concatenated decoder. Concatenatetts may be classified as classical
concatenatedodes,turbo codes, orserially concatenatedurbo codes.

Classical Concatenated Codes

Classical concatenated codes are serially concatercatgelswith the encoder

and decoder formshown inFigure 1.15. In themostcommonconfiguration for
classical concatenated codes, an inner code uses binary symbols and a Reed-
Solomon outer code usesonbinary symbols.The outer-encodeoutput sym-

bols are interleaved, anbdenthesenonbinary symbols are convertgdo binary
symbolsthat are encoded by thener encoder. In the receiver, giouping of

the binaryinner-decoderutput symbols into nonbinaryputer-codesymbols

is followed bysymbol deinterleavinghat disperses theuter-code symbol er-

rors. Consequently, the outer decoder is able to correct most symbol errors
originating in the inner-decoderutput. Theconcatenated¢ode has rate

r="riro (1-126)

wherer; is the inner-code rate angd is the outer-code rate.

A variety of innercodes have begmroposed. Thelominant andnost pow-
erful concatenated code dlis type omprises abinary convolutional inner
code and a Reed-Solomamter code. At theoutput of aconvolutional inner
decoderusing the Viterbi algorithm, the bérrors occuiover spanswith an av-
eragelength thatdepends on thsignal-to-noiseatio (SNR). Thedeinterleaver
is designed t@nsurethat Reed-Solomorsymbolsformed frombits in thesame
typical error span do not belong to theame Reed-Solomooodeword. Let
m = log, ¢ denote the number of bits in a Reed-Solomon code symbol. In the
worst case, theinner decoder ppduces bit errors that are separated enough
that each one causessaparatesymbol error at the input to thReed-Solomon
decoder. Sincethere arem times as many bits asymbols, the symbol error
probability Ps; is upper-bounded by times the biterror probability at the
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Figure 1.15: Structure ofserially concatenatedode: (a)encoder and (btglas-
sicaldecoder.

inner-decodeputput. SinceP;; is no smallethan itwould be ifeach set ofn
bit errors caused a singgymbolerror, Ps; islower-bounded bythis bit error
probability. Thus, for binary convolutional inneodes,

LS BoR® < P < 222 bR (1-127)
l=dy l=dy

whereP,(l) isgiven by (1-103) and(1-102). Assuming thathe deinterleaving
ensuresindependent symboérrors at theouter-decodelinput, andthat the
Reed-Solomon code Isosely packed(1-26) and (1-27jmply that

L4\
Py 2

=141

(?:f) (1= Pyt (1-128)

For coherentPSK modulationwith soft decisions,P;(l) is given bfd-113); if
hard decisions are madd1-114) applies.

Figure 1.16 depictexamples of thapproximateupperbound on the perfor-
mance in white Gaussian noise of concatenated codes with coherent PSK, soft
demodulatordecisions, annner binaryconvolutional codevith k =1, K = 7,
and rate =1/2, andvarious Reed-Solomorouter codes. Equation (1-128) and
the upper bound ir{1-127) areused. Thebandwidthrequired by aconcate-
nated code isB/r, where B is the uncoded PSKandwidth. Since (1-126)

givesr < 1/3, the codes of thigure require morebandwidth thanrate-1/3
convolutionalcodes.

Turbo Codes

Turbo codes are parallel concatenatedesthat useterative decodindl], [7],
[8]. As shown inFigure 1.17, theencoder of durbo code has two component
encoders, one of which directly encodes the information bits while the other
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encodes irdrleaved bits. The iterativéecodingrequiresthat bothcomponent
codes besystematic and of theametype, that is, botlconvolutional orboth
block.

A turbo convolutional code uses tadnary convolutionalcodes as its compo-
nentcodes. Themultiplexer output comprisesboth the information and parity
bits produced bgncoder 1 bubnly the paritybits produced byencoder 2. Be-
cause oftheir superior distance propertiesecursive systematic convolutional
encoders are used in turbo encoders [1]. Each of these encoders has feedback
that causes thehift-register state talepend orits previousoutputs. Usually,
identical rae-1/2 component codes ansed, and a rate-1Airbo code is pro-
duced. However, ifthe multiplexer punctures the parisgyreams, a highemrate
of 1/2 or 2/3 carbe obtained. Although itequiresframe synchronization in
the decoder, theuncturing mayserve as aanvenient means of agting the
coderate to the channaonditions. The purpose tie interleaverwhich may
be a block orpseudorandoninterleaver, is tgpermute the inpubits of encoder
2 so that it is unlikely thaboth component codewordsill have a low weight
even if theinput word has a low weight. Thus, tarbo code hasvery few
low-weight codewordswhether or not its minimundistance is large.

Terminatingtail bits are inserted intboth componentconvolutionalcodes
so that theturbo trellis terminates in theall-zero state and theurbo code
can be treated astkdock code. Recursive encodersequirenonzero tailbits
that are functions othe preceding nonsystemataitput bits and,hence, the
information bits.

To produce aate-1/2turbo code from rate-1/2 convolutional component
codes, alternatepuncturing of the evemarity bits ofencoder 1 and the odd
parity bits ofencoder 2 isdone. Consequently, an odd inforiod bit has
its associategparity bit of code 1 transmitted.However, because of the in-
terleavingthat precedesncoder 2, areveninformation bit may haveneither
its associated parity bit afode 1 northat of code 2transmitted. Instead,
some oddinformation bits mayhave both associatecparity bits transmitted,
although not successivelyecause of thanterleaving. Since someinformation
bits have no associateggarity bits transmitted, thelecoder idesslikely to be
able to correcerrors inthoseinformationbits. A convenient meansf avoiding
this problem, and ensuring thexactly oneassociategarity bit istransmitted
for each informatiorbit, is to use alock interleaverwith an odd number of
rows and an odchumber ofcolumns. If bits arewritten into the interleaver
matrix in sucessiverows, but successiveolumns are readhen odd andeven
information bits alternate at thenput of encoder 2, thereby euring that all
information bits have an associatguarity bit thatis transmitted. This proce-
dure, or anyother thatseparates the odd amdeninformation bits, is called
odd-even separation. Simulatioesults confirm thabdd-evenseparation im-
proves the systemerformancevhenpuncturing andlock interleavers areised,
but odd-everseparation is not beneficial in tlabsence opuncturing[8]. In a
system with a small interleavsize, blockinterleaverswith odd-evenseparation
usually give abettersystem pgormance tharpseudorandoninterleavers, but
the latter are usually super when the interleaver size large.
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The interleavesize isequal to the block length drame length of theodes.
The number ofow-weight orminimum-distance codewords tends toimeersely
proportional to thdanterleaversize. With alarge interleaver and sufficient
number ofdecoderiterations, the performance of th&rbo convolutionalcode
can approach withitessthan 1 dB of the information-theoretimit. However,
as the blockength increases, so does thsystem latency, which is thielay
between thanput andfinal output. As thesymbol energy ioreases, the bit
errorrate of aurbocode decreases untilaventuallyfalls to an error flooror bit
error rate that continues todecreasevery slowly. The potentially large system
latency, the system complexitgnd, rarely, theerror floor are theprimary
disadvantages diurbo codes.

A maximum-likelihooddecoder such as théiterbi decoder rmimizes the
probability that a eceivedcodeword or arentire eceivedsequence is ierror.
A turbo decoder is designed tminimize the errorprobability ofeachinfor-
mation bit. Undereither criterion, an optimadecoder would usthe sampled
demodulatooutputstreams for thénformation bits and the parity bits of both
componentcodes. Aturbo decodercomprisesseparate componedecoders for
eachcomponent code, which is theoreticafiyboptimal butrucial in reducing
the decodercomplexity. Each componentdecoderuses aversion of themaxi-
mum a posterior(MAP) or BCJR algorithm proposed by Bahl, Cocke, Jelinek,
and Raviv[l], [8]. As shown inFigure 1.18, componentdecoder 1 of durbo
decoder is fed bglemodulatoroutputsdenoted by the vectayr; = [xo xl] ,
where the components oftgeencex, are thanformation bits and the compo-
nents ofsequencex; are thgarity bits ofencoder 1. Similarly, component
decoder 2 is fed bgutputs daoted byys = [xo xz] , Where tle components
of sequencex; are thearity bits of encoder 2. For eaéhformation bitug,
the MAP algorithm ofdecoderi computes estimates of the log-likelihood ratio
(LLR) of the probabilitiesthat this bit is +1 or ...@iven thevector y;:

o [ Pluk = +H1ys) L
A, =1n [P(uk — iy i=1,2 (1-129)

Since thea posteriori probabilities areelated byp(ur = +1 | y;) = 1~ p(us =
—11y:), Axi completelycharacterizes the a posteriori probabilities. THeRs
of the information bits are iterativelypdated in the two componedéecoders
by passingnformation betveenthem. Since it isinterleaved or deterleaved,
arriving information islargely decorrelatedrom any other information in a
decoder and therebgnables the decoder tmprove its estimate of theLR.
From the @finition of aconditionalprobability, (1-129) may be »xpressed
as
P(uk = +1aysk,yi)
Plug = —1,ysk, V)
whereys, is the demodulatarutput ceoresponding to thesystematic or in-
formation bitu, andy,; is the sequengge excluding. Given ug, ys IS
independent of;. Therefore, forj = 1 or 2,

Aki =In

i=1,2 (1-130)

P(ur = 7,Ysk, V) = P(Ysr | ue = J)P(F; | ue = 7)Plug = 5) (1-131)
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Figure 1.18: Decoder ofturbo code.

Substitution ofthis equation into(1-130) anddecomposing theesults, we ob-
tain

Agi = L{ug) + L(ysrlur) + Les(ug), 1=1,2 (1-132)
where the a priori LLR is initially
P(ug = +1)
L =In|— -
(ug) =1In [P(uk — hl)] (1-133)
and the extrinsic information
P | ue=+1) .
Lm(uk) = In [m—::l—)- ) 1= 1,2 (1—134)

is a function of the parity bitprocessed by theomponentdecoder.. Thderm
L{ysk|ux), which represents informatioaboutu;, provided byy,, isdefined as

f(ysk‘ulc = +1)}
fysklug = —1)

where f(yse|ur = j) is the conditional density af,, given thatu, = j. Let
Ny denote thenoise power spectral densityassociatedvith u,. For coherent
PSK, (1-41) with y; — ysk, Noi — Nok, and z;; — aug, Wherea accounts for
the fadingattenuationgives the conditionatiensity

L(yskluk) = In { (1-135)

1 (ysk: F Es/2a)2
sklue = £1) = —=—==exp |- 1-136
F (s lu ) o p[ Nox /2 ( )
Substitution into(1-135) yields
28,
L(yé‘k'uk) = Lcysk 3 Lc = da (1—137)

Nog
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The channel reliability factorL, must be known estimated tacomputeA;.

Since almost always na priori knowledge of the likelwalue of the bitu, is
available,P(u;) = 0.5 is assumed, anfi(u,) is set to zero for the fiestation
of componentdecoder 1. Howeveffpr subsequeniterations of either compo-
nent decoderL(ux) for ondecoder is seequal to the extrinsitnformation
calculated bythe otherdecoder at the end of its previoitsration. As indicated
by (1-132),L.;(ux) can bealculated bysubtractingL(ux) and..ysz fromy,,
which is computed by the MAP algorithmSince the extrinsiéinformation
dependsprimarily on the constraintdmposed by the cad used,it provides
additionalinformation to the decoder wwhich it is transferred. Adndicated
in Figure 1.18, appropriateinterleaving ordeinterleaving igequired to ensure
that theextrinsicinformation L. (ux) OrL.s(ux) isapplied toeachcomponent
decoder in the correct sequence. Lét}Bdenote the function calculated by
the MAP algorithm during a single iteratior,]ldenote the interleave oper-
ation, D[ ] denote the deinterleaveperation, anda numerical superscript{n)
denote thenth iteration. Theturbo decoder calculatethe following functions
forn>1:

A = B{xo,x1, DILG ™V (ue)]} (1-138)

L (ui) = ALY ~ Loy — DIZG ™ (we)] (1-139)
AR = B{Ifxo), x2, I[L (we)]} (1-140)

LG () = AR ~ Leyg — I (we)] (1-141)

WhereD[ng)] = L(ug) . When the iterative paessterminatesafter N it-

erations, theLLR A'}’ from component decoder 2 einterleaved anthen
applied toa devicethat makes éharddecision. Thus, thedecision for bitk is

i = sgn{D[AL ()]} (1-142)

Performanceimproves with the number of iterations, buwimulation results
indicate that typically little is gainedbeyondroughly 4 to 12iterations.

The generic name for a version of the MARorithm oran approximation
of it is soft-in soft-out (SISO) algorithm. THeg-MAP algorithm is an SISO
algorithm that transforms the MARIgorithm into the logarithmic domain,
therebysimplifying operations and reducing numerical problemtsle causing
no performance degradation. Theax-log-MAP algorithm and theoft-output
Viterbi algorithm (SOVA) are SISO algorithms that reduce the complexity of
the log-MAP algorithm at thecost ofsomeperformancedegradation[1], [8].
The max-log-MAPalgorithm is roughly 2/3 asomplex asthe log-MAP algo-
rithm andtypically degrade th@erformance by 0.1 dB to 0.2 dB B = 10~*.
The SOVAalgorithm is roughly 1/3 asomplex as tb log-MAP algorithm and
typically degrades the performance by 0.5 dB to 1.0 dBPat 10~%. The
MAP, log MAP, maxtog-MAP, and SOVA algorithmshave omplexitiesthat
increasdinearly with the number ofstates othe componentodes.

The log-MAP algorithm requires both forward and a bdavard recursion
through thecodetrellis. Since the log-MARalgorithmalsorequires additional
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memory andcalculations, it isroughly 4 times axomplex as the standard
Viterbi algorithm[8]. For 2identical @mponentdecoders antypically 8 algo-
rithm iterations, theoverall complexity of aturbo decoder igoughly 64 times
that of a Viterbidecoder for on®f the componentodes. The complexityof
the decoder increaseghile the performancemproves as theonstraint length
K of each omponentcode increases. The complexity ofuabo decoderusing
8 iterations andcomponentconvolutionalcodeswith K = 3 is approximately
the same aghat of aViterbi decoder for a convolutional codéth K = 9.

If Nox is unknown and may be significantly different from symbol to symbol,
a standargrocedure is toeplace the LLR 0f1-135)with the generalized log-
likelihoodratio
(Ysklug = +1, N1)
(Yskluk = —1,Ny)

whereN; andN; are maximum-likelihoagstimates ofVy, obtainedfrom (1-
136) with u, = +1 andu, = —1 , respectively. Calculationsyield the estimates

Ny = 4(ysk — 85/20‘)2 y Nog= 4(ysk + v 53/20‘)2 (1-144)

Substitutingthese estimateifito (1-136) andthen substituting theesults into
(1-143), weobtain

L{ysklux) = In ; (1-143)

(1-145)

_ Iysk + /s /20(!

This equationreplaces(1-137).

A turbo block code uses twimear blockcodes as itsomponentcodes. To
limit the decoding complexityhigh-rate binary BCHodes aregyenerallyused
as the componerdodes, and theurbo code is called daurbo BCH code. The
encoder of aurbo block code has théorm of Figure 1.17. Puncturing is
generally notused as it causessigynificant performanceegradation. Suppose
that the componenblock codes are binarysystematic(ny, k1) andns,kz)
codes,respectively. Encoder 1 converts; informationbits into ks codeword
bits. Each block of kjke information bits are witten siccessivelyinto the
interleaver as; columns andk, rows. Encoder 2 convertsachcolumn of &5
interleaver bits into a codewodd n, bits. The multiplexepasses the; bits of
each ofky encoder-1 codewords, banly theny —k; parity bits ok, encoder-2
codewords so thahformation bits are transmitteanly once. Consequently,
the code rate of theurboblock code is

kiko
r =
kony + (ng — ko)ky

(1-146)

If the two block codes aralentical, thenr = k/(2n — k). If the minimum
Hamming distances of theeomponentcodes ared,,; and.s, respectively,
then the minimundistance othe concatenatedode is

A = dp1 + dma — 1 (1'147)
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The decoder of a turbo block code has the form of Figure 1.18, and only slight
modifications of theSISO decodingalgorithms are requiredLong, high-rate
turbo BCH codes @proach theShannon limit inperformance, butheir com-
plexities arehigherthenthose of tubo convolutionalcodes ofcomparableper-
formance [8].

Approximateupper bounds on the bit error probability farbo codes have
been derivedl], [8]. Sincethesebounds ardifficult to evaluateexcept forshort
codewordssimulation results argenerallyused to predict thperformance of
a turbocode.

Serially Concatenated Turbo Codes

Serially concatenated turbo codes differ frarfassicalconcatenatedtodes in
their use ofarge interleavers aniferative decoding.The interchange dhfor-
mation between theinner and outeldecodersgives theserially concatenated
codes a majoperformanceadvantage. Both the inner and outezodesmust
be amenable to efficient decoding by S50 algorithmand, hence, areither
binary systematic bloclcodes orbinary systematic convolutional codes. The
encoder for a seriallgoncatenatedurbo code has théorm of Figure 1.15(a).
The outerencoder generates, bits foreveryk; information bits. After the
interleaving,each set ofi; bits is converted by thner encoderinto n, bits.
Thus, theoverall code rate of theerially concatenatedatode isk; /n,. If the
componentcodes areblock codes,then an outern;, k;) code and arinner
(ng,ny) code are used. Aunctional block diagram ofan iterativedecoder for
a serially concatenated code is illustrated in Figure 1.19. For each inner code-
word, the inputcomprises the demodulatoutputscorresponding to the,
bits. Foreachiteration, tte inner decoder computes the LLRs for thesys-
tematichits. After adeinterleavingthese LLRsprovide extrinsicinformation
about then; codebits of theoutercode. Theouterdecoderthen computes the
LLRs for all its codebits. After an interleavingtheseLLRs provide extrinsic
information about thex; systematicbits of the innercode. Thefinal output
of the iterativedecodercomprises the; information bits of the caratenated
code. Simulationresults indicate that serially concatenated¢odewith convo-
lutional codestends tooutperform acomparablgurbo convolutionalcode for
the AWGN channelvhen low bit error probabilities are required .[1]

Turbo Product Codes

A product code is a special type of serially concatenated code that is constructed
from multidimensional arrays and linear block codes. An encoder for a two-
dimensional turbo product code has the form of Figure 1.15(a). The outer
encodermproducescodewords of arfny, k1) code. For amer (ng, kp) code, k,
codewords are placed inkga x n; interleaweeray ofks rows andn; columns.

The blockinterleaver columns are read by thmer encoder toproducen;
codewords ofengthn, that are transmitted. The resulting prodeotle has
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Figure1.19: Iterativedecoder for serially concatenated code. Deinterleaver;
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n = niny codesymbols,k = ki ky informationsymbols, andcoderate

_ kike

r= . (1-148)

If the minimumHammingdistances of theuter and inner codes ad#g,; and
dma, respectively,then astraightforwardanalysis indicates that thminimum
Hammingdistance of the produdiode is

dm = dm1dma (1-149)

Hard-decision decoding is done sequentially omax n, array ofreceived
code symbols. Théner codewords ardecoded and code-symbeirors are
corrected. Anyresidualerrors arethen correctedduring the decoding of the
outer codewords. Let; and, denote theerror-correctingcapability of the
outer and inner codesgspectively. Inorrectdecoding of thénner codewords
requires thathere are afleastt; + 1 errors in at least one inneodeword or
array column. Fothe outer decoder to fail to correct the resicerabrs, there
must be ateastt; + 1 inner codewordshathavet, +1 or morerrors, and the
errorsmust occur incertain arraypositions. Thus, th@umber of errors that
is alwayscorrectable is

t=(t1 + D{tg+1)—1 (1-150)

which is roughlyhalf of what (1-1) guarantees foclassicalblock codes. How-
ever, although not alpatternswith morethant errors are correctablejost of
themare.

When iterative decoding is used, productcode is ched a turbo product
code. A comparisonof (1-149) with (1-147) indicatesthat d,,, for a turbo
productcode is generallyargerthand,, for aturbo block codewith the same
componentcodes. Thelecoder for aurbo productcode has théorm shown in
Figure 1.20. Thedemodulatoroutputs areapplied to both the inner decoder,
and afterdeinterleaving, the outaetecoder. The LLRsf both the ifiormation
and parity bitof the correspondingode are computed lBachdecoder.These
LLRs are thenexchangedbetween the decodeedfter the appropriate deer-
leaving or interleavingonverts the LLRs$nto extrinsicinformation. Alarge
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Figure 1.21: Encoder forturbo trellis-codedmodulation.

reduction in the complexity ofturbo productcode inexchange for relatively
small peformanceloss isobtained by using th€hasealgorithm (Section 1.5)
in the SISOalgorithm ofthe component decodef8]. For a givencomplexity,
the performance dirbo productcodes and turbblock codes areimilar [8].

Turbo Trellis-Coded Modulation

Turbo trellis-coded modulation (TTCM), which produces a nonbinary bandwidth-
efficient modulation, is obtained hysingidenticaltrellis codes as the compo-
nentcodes in @urbo code[10]. Theencoder has thfarm illustrated in Figure
1.21. Thecoderate and,hence, thaequiredbandwidth of thecomponenttrel-
lis code is preserved by the TTCM encoder becausdtétnatelyselectscon-
stellation points orcomplex symbols generated by ttveo parallel component
encoders. Teensurethat all information bitswhich mnstitute theencoder in-
put, aretransmittedonly once and that the parityits areprovided alternately
by the two componengéncoders, the symbol interleaveansferssymbols in
odd positions to odd positions and symbolswenpositions toeven positions,
whereeachsymbol is agroup ofbits. After the complexsymbols are produced
by signal mapper 2, the symbol deinterleavegstores theoriginal ordering.
The selectorpasses th@dd-numberedcomplex symbolsfrom mapper 1 and
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the even-numberedomplexsymbolsfrom mapper 2. The channel interleaver
permutes the selectezbmplexsymbols prior to thenodulation. TheTTCM
decoderuses asymbol-basedSISO dgorithm analogous to the SiS@lgorithm
used byturbo-codedecoders. TTCM can provide aperformanceclose to the
theoreticallimit for the AWGN channelput its implementatiorcomplexity is
much greaterthan that of onventional trellis-codednodulation [8].

The iterativedecoding principle ofurbo codes can be applied to equaliza-
tion, demodulation, anévenother codes,notably thelow-density parity-check
codes [11]. Recently, theseodeshave been shown to be competitive wiitinbo
codes in both performance andmplexity.

1.5 Problems

1. Verify that both Golay perfect codessatisfy theHammingbound with
equality.

2. (@) Use (1-12) tehow that N(dm,dm — t) = (%*). Canthe sameresult
be derived directly? (b) Us@-13) toderlveN(l 1) for Hanmingcodes.
Consider thecased =1,7+ 1,7 —1, and- 2 separately.

3. (@) Use (1-21) talerive anupperbound onA,,,.(b) Explain why this
upper boundecomes aequality forperfectcodes, (c¢) Showthat Az =
ﬂ%‘—ﬁ for Hamming codes. (d) Showhat for perfectcodes asP; — 0,

both the exact equation (1-22) and theapproximation (1-25) give the
same expression fap,.

4. Evaluate P, for theHamming (7,4) code using both theexact equation
and the approximatene. Use theesult of problem 2(b) and the igat
distribution given in thetext. Compare théwo results.

5. Use erasures to shothat aReed-Solomon codeword cdme recovered
from any k correctsymbols.

6. Supposdhat a binaryjHamming(7,4) code isused for coherent PS&m-
municationswith a constantnoise-powerspectral density. A codeword
hasz;; = +1 if symbol: in candidateodeword; is a 1, and;; = —1
if it is a 0. The receivedutput samples are -0.41.0, 1.0, 1.0,1.0, 1.0,
0.4. Use the table ¢iamming (7,4)codewords to find thédecisionmade
when the maximum-likelihoodhetric is used.

7. Provethat theword error probability for eblock codewith soft-decision
decodingsatisfiesP,, < (¢* — 1)Q(d).

8. Use (1-49) and (1-45) tshow that the codingain of ablock code is
roughly d,,,r relative to no codevhen F;; islow.

9. Derive ageneralization of the symbarror probability forbinary FSK.
Let No;1/2 andNy,/2 denote the tw-sided powerspectraldensities of the
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10.

11.

12.

13.

14,
15.

white Gaussiannoise in thefilter matched to the trssmittedsignal and
the other matchefdilter, respectively. Changé¢l-81) and (1-82)appro-
priately and therderive P;.

(a) ShowthatP[X > b] > l_oéni<n [M(~s)e®]. (b) Derive theChernoff
S8581
bound for aGaussiarrandomvariablewith meany andvariances?.

Consider the convolutional codiefined inFigures1.6(a) andl.7. The
input of a Viterbi écoder is1000100000.Show thesurviving paths and
their partialmetrics.

Consider asystemthat usescoherent PSK and eonvolutionalcode in
the presence olvhite Gaussian noise, (a)What is thecoding gain of
a binarysystemwith soft decisions,K = 7, andr = 1/2 relative to an
uncodedsystem for largez, /Ny  ? (b) Use tl@proximation

2

1
Q(z) = exp(—x—), x>0
2rx 2

to show that a€s, /Ny — oo , soft-decision decodingf abinary convolu-
tional code has a 3 dBoding gain relative tohard-decision decoding.

A concatenatedode comprises anner binaryblock (2™, m) code which
is called aHadamard code, and an outeeed-Solomor(n, ¥) code. The
outer encodermaps everym bits into oneReed-Solomon ysnmbol, and
everyk symbols arencoded as an-symbol codeword.After the symbol
interleaving, thénnerencoder maps every Reed-Solonsymbol into2™
bits. After the interleaving othese bits,they are transmittedising a
binary modulation, (a) Describe theremoval of theencoding by the
inner and outedecoders, (b)Whatis thevalue ofn as d&unction ofm ?
(c) What are thevlock length andcoderate of theconcatenatedode?

Derive (1-144) and(1-145) using thestepsoutlined inthe text.

Showthat the minimum Hammingdistance of a produatode isequal to
the product of the minimum Hammingjstances of theuter and inner
codes, respectively.
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Chapter 2

Direct-Seguence Systems

2.1 Definitions and Concepts

A spread-spectrum signalk a signalthat has anextra modulationthat ex-
pands the signabandwidth beyondwhat is required bythe underlying data
modulation. Spread-spectrursommunicationsystems[1], [2], [3] are wseful
for suppressing ietrference, making interception difficuiccommodating fad-
ing and multipathchannels, angroviding a mitiple-access capability. The
most practical and dominant methods of spread-spectrum communications are
direct-sequencemodulation andrequencyhopping ofdigital communications.

At first it might seemthat aspread-spectrumsignal iscounterproductive
insofar as theeceivefilter will require an increasdgandwidth andhence, will
pass more noise power to thedemodulator. However, when any signal and
white Gaussian noise are applied adilter matched to th signal, the sampled
filter output has aignal-to-noiseratio (SNR) that isinverselyproportional to
the noise-powespectraldensity. Theremarkableaspect ofthis result isthat
the filter bandwidthand, hence, theoutput noise power arérrelevant. Thus,
we observethat there isno fundamentabarrier to theuse of spread-spectrum
communications.

A direct-sequence signas a spread-spectrusignal generated by the direct
mixing of the datawith a spreading waveform before tlfi@al carrier modula-
tion. Ideally, a direct-sequence signaith binary phase-shift kging (PSK) or
differential PSK(DPSK) data modulation can epresented by

s(t) = Ad(t)p(t) cos(2r fot + ) (2-1)

whereA is the signabmplitude,d(t) isthe datanodulation,p(t) is thespread-
ingwaveform, f. is the carridrequency, and® is thehase at = 0. The
data modulation is asequence ohonoverlappingrectangularpulses ofdura-
tion Ts, each ofwhich has aramplituded; = +1 if theassociated datsymbol
isal andd; = ~1 ifitis a O (alternatively, tmeappingcould bel — -1
and0 — +1). Equation2-1) implies that s(¢) = Ap(t)cos[2n fot + 0 + wd(t)],
which explicitly exhibits the phase-shift keying by tlata modulation. The
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a
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pt)

(b)

Figure2.1: Exanples of (a)data modulation an¢b) spreadingvaveform.

spreading wavefornmas the form

oo

pt)= > pap(t—iT.) (2-2)

i=—o00

where eachy; equals +1 or ...1 and represenishgnef the spreading sequence.
The chip waveformy(t) is ideally confined to theinterval {0,7.] to prevent
interchipinterference in theeceiver. Arectangularchip waveform has(t) =
w(t,T,), where

1, 0<t<T
w(t,T) = {O, otherwise (2-3)

Figure 2.1depicts an example dft) andt) forectangulachipwaveform.

Message privacys provided by adirect-sequence systerif a transmitted
messagecannot berecoveredwithout knowledge of thespreadingsequence. To
ensure rassageprivacy, which is assumedhenceforth, thedata-symbol transi-
tions mustcoincide with the chip transitions. Since thetransitions cocide,
the processing gairG = T, /T, is an integer equal to theumber ofchips in a
symbol interval. IfW is the bandwidth g§(t) an@® is the bandwidth of(t),
the spreading due ta(t) ensureshat s(t) has a bandwidthV >> B.

Figure 2.2 is dunctional orconceptuablock diagram of thdéasicoperation
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Figure 2.2: Functionalblock diagram ofdirect-sequencsystemnwith PSK or
DPSK: (a)transmitter and (bjeceiver.

of a direct-sequencsystemwith PSK. To providemessageprivacy, datasym-

bols andchips, which arerepresented by digitadequences of Oes artds, are
synchronized by theameclock and then modul@- added in thdéransmitter.

The adderoutput isconvertedaccording to0 — —1 and — +1 before the
chip andcarriermodulations.Assumingthat chip andsymbol synchronization
has beerestablished, theeceivedsignalpasseshrough thewidebandfilter and

is multiplied bya synchronizedocal replica ofp(t). Ify(t) is rectangularthen

p(t) = £1 andp?(t) = 1. Therefore, ithe filteredsignal is givenby (1-1), the
multiplication yields thedespread signal

s1(t) = p(t)s(t) = Ad(t) cos 2 fot + 0) (2-4)

at the input of the PSidemodulator.Since the despread signal is a PSK signal,
a standardcoherentdemodulator exacts thedatasymbols.

Figure 2.3(a) isa qualitativedepiction of the relative spectra of thesired
signal andnarrowband interference at tbetput of the wdebandfilter. Mul-
tiplication of thereceived signal by thepreading waveform, which is |
despreading,produces the spectra bfgure 2.3(b) at thedemodulatorinput.
The signalbandwidth isreduced toB, while the interferencenergy isspread
over abandwidth egeedingW. Since thefiltering adion of the demodulator
thenremovesmost of theinterference spectrurnihat does notoverlap the signal
spectrum,most of the oginal interferenceenergy is Bminated. Anapproxi-
matemeasure of thinterferencerejectioncapability isgiven by theratio W/B.
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Figure2.3: Spectra oflesired signal and interference: (a) wideband-filter out-

put and (b) demodulatdnput.

Whatever the precisdefinition of abandwidth, W and B are proportional to
1/T, and1/Ts, respectively, with theameproportionalityconstant. Therefore,

G=7=F (2-5)
which links the processingainwith theinterference rejctionillustrated in the
figure. Since its spectrum is unchanged the despreadingwhite Gaussian
noise is notsuppressed by direct-sequence system.

In practical systems, thwideband filterin the transmitter is used tdimit
the out-of-bandradiation. This filter and thepropagation channetlisperse
the chip waveform sthat it is nolonger confined td0,7.]. Tavoid interchip
interference in theeceiver, the filter might be digned togenerate a pulsthat
satisfies the Mquist criterion for no intersymbol interference. cénvenient
representation dd direct-sequence signahen the chlp waveform mayextend
beyond[0,T,] is

s(t)=A D dugpi (t - iTc)cos (2r fot + 0) (2-6)

i=—00

where |z | denotes thenteger part of z. When the chip waveform iassumed
to be confined td0, T¢], then (2-6) can beexpressed by2-1) and(2-2).

2.2 Spreading Sequences and Waveforms

Random Binary Sequence

A random binary sequence(t) is a stochastic protieasconsists oindepen-
dent, identically distributedsymbols,each ofduration T. Eachsymbol takes
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x(1)

Figure 2.4: Sampldunction of arandom binarysequence.

the value +Iwith probability’/, or the value ...1 withopability /,. Therefore,
Elz(t)] =0 for all t, and

Pla@) =i =Y, i=+1,-1 (2-7)

The process is wide-sensetionary if the location of the firstymbol transition
or start ofa new symbohkftert = 0 is a randomariableuniformly distributed
over thehalf-open interval(0,T]. A samplefunction of awide-sense-stationary
random binary sequence(t) s illustratedFigure 2.4.

The autocorrelation of a stochastjgrocessz(t) iglefined as

R, (t,7) = E[z(t)z(t + 7)] (2-8)

If z(t) is a wide-sensetationaryprocessthenR, (t,7) is a function of alone,
and the autocorrelation enoted byR, (7). From(2-7) and thealefinitions of

an expected valuand a conditionaprobability, it follows that theautocorre-
lation of arandom binarysequence is

Re(t,7) = -;—P[:c(t 47 = 1la(t) = 1] - %P[m(t +7) = —1ja(t) = 1]
4 %P[m(t +7) = ~1fa(t) = ~1] %P[x(t +7) = 1la(t) = —1] (2-9)

where P[A|B] denotes theconditional probability oevent A given the occur-
rence ofeventB. From thetheorem of total probability, ifollows that

Ple(t +7) = i|z(t) = i) + Pla(t +7) = —ija(t) = 6] = 1,
i=41,-1 (2-10)

Since both of thefollowing probabilities areequal to theprobability that z(¢)
andz(t + 7) differ,

Plx(t +7) = 1lz(t) = —1] = Plz(t + 7) = —1]z(t) = 1] (2-11)
Substitution of(2-10) and(2-11) into (2-9) yields

Ry(t,7) =1-2P[z(t +7) = l|z(t) = —1] (2-12)
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If 7| > T, then z(t) andz(t+ ) are independent randeariables because
andt + 7 are in differensymbolintervals. Therefore,

Plz(t+7)=1lz(t) = -1 = Ple(t+ 1) = 1] =1,

and (2-6)impliesthatR,(t,7) =0 for|7| > T. If |7| < T, theme(t) and(t+7)
are independent only if a symbthansitionoccurs in the half-open interval
Iy = (t,t + 7]. Consider anyhalf-openinterval I; oflength T" that includes
Iy. Exactly one transitioroccurs inI;. Since thefirst transition fort > 0 is
assumed to beniformly distributedover (0, T}, theprobability that a transition
in Iy occurs inly ist|/T. If @ransitionoccurs inly, thenz(t) ande(t + 7)
are independent andiffer with probability !/,; otherwise,z(t) = x(t + 7).
Consequently P[z(t + 7) = 1|z(t) = —1] = |7|/2T" ifr| < T. Substitution
of the precedingesults into(2-12) confirms thewide-sensestationarity ofz(t)
and gives the autocorrelation of the random binary sequence:

Ry(t,7) = Ra(r) = A (%) (2-13)
where thetriangular function is defined by
- 1—lt|7 |t|§1
A(t) = { 0, it > 1 (2-14)

Shift-Register Sequences

Ideally, one wouldprefer arandom binary sequence as the spreadaguence.
However, practical synchronizatiomequirements in theeceiverforce one to
use periodic binary sequences. sAift-register sequence isperiodic binary
sequence generated bymbining theoutputs offeedback shiftregisters. A
feedback shift register, which is diagrammed in FigurecBbsists oEonsecutive
two-statememory orstoragestages anfeedbacHKogic. Binary sequencedrawn
from the dphabet{0,1} are shiftedthrough theshift register in response tock
pulses. Thecontents of the stageshich are identical tohteir outputs, are
logically combined toproduce the input to thiérst stage. Thenitial contents
of the stages anthe feedbacKogic determine the scessivecontents of the
stages. If thédeedbacKogic consistentirely ofmodulo-2adders(exclusive-OR
gates), deedback shift register and its generaseduence are calldihear.

Figure 2.6(ajllustrates dinearfeedback shiftegisterwith threestages and
an outputsequenceextractedfrom thefinal stage. Thanput to the firststage
is the modulo-2 sum dhe contents of theecond andhird stages.After each
clock pulse, thecontents of the first twatages areshifted to theright, and
the input to thefirst stagebecomes itxontent. If the initial contents of the
shift-registerstages are 0 0 1, tlsebsequent contentédter successivehifts are
listed inFigure 2.6(b).Since the shifregisterreturns to itdnitial state after 7
shifts, theperiodic outputsequencextractedfrom thefinal stage has period
of 7 bits.

The state of the shift registeafter clock pulsei is thevector

S(G) = [51(6) s200) . 5m(8)), 20 (2-15)
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Figure 2.5:General feedbackhift registerwith m stages.
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Figure 2.6: (a) Three-stagdinear feedbackshift register and (p contentsafter
successiveshifts.
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wheres;(z) denotes theontent ofstage;j after clock pulsei andS(0) is the
initial state. Thedefinition of a #ift registerimplies that

s;()) =s;_k(i—k), i>k>0, k<j<m (2-16)

wheresg(i) denotes thenput to stage lafter clock pulsei. Ifa; denotes the
state of biti of theoutput sequencethena; = s,,(i). Thestate ofa feedback
shift register uniquely determines the subsequent sequence of states and the
shift-register sequee. Theperiod N of a periodicsequencda;} islefined as
the smallestpositive integer fowhich a;+n = a;,7 > 0. Since thenumber of
distinct states of ann-stage shift register i2™, thesequence of states and the
shift-registersequencéhave period N < 2™,

The Galois field of two elementswhich is denoted byGF(2), consists of
the symbols 0 and 1 and tlogerations of modulo-2 addition and modulo-2
multiplication. Thesebinary operations ardefined by

0p0=0, 0pl=1, 190=1, 1dl1=0
0-0=0, 0-1=0, 1-0=0, 1. 1=1 (2-17)

where$ denotes modulo-2 additioRrom theseequations, it isasy toverify

that thefield is closedunder both modulo-2 addition andmodulo-2 multipli-

cation and that both operations associativeand commutative.Since ...1 is
defined as that element which when added to 1 yields 0, we have ...1 = 1, and
subtraction is thesame asaddition. From (2-11),it follows that theadditive
identity element is 0, thenultiplicative identity is 1, and the multiplicative
inverse of 1isl—! = 1. Theubstitutions of allpossiblesymbol combinations

verify the distributive laws:

albdc)=ab®ac, (bdc)a=badca (2-18)

whereg, b, andt caeachequal O or 1. Thequality of subtraction and addition
impliesthat ifa® b=c, thena=bd ¢
The input tostage 1 ofa linear feedbackhift register is

So(i) = cksk(i), ) > 0 (2—19)
k=1
where the operations are modulo-2 and the feedback coeffigiegalseither
0 or 1, dependingn whether theutput of stagek feeds amodulo-2 adder.
An m-stage shift register is defined thavec,, = 1; otherwise, thefinal state
would notcontribute to theyeneration of th@utputsequence, buvould only
provide aone-shiftdelay. For exampleFigure 2.6 givescy = 0,¢c2 = ¢3 = 1,
andsg(i) = s5(3) @ s3(¢). A generatepresentation of finear feedbaclkshift
register isshown inFigure2.7(a). Ifex, = 1, thecorresponding switch islosed,;
if ¢, = 0,it is open.
Since theoutput bita; = s,,(7), (2-16) and (2-19)mply that fori > m,

a; = sg(i —m) = chsk(i —m) = Z CkSm(t — k)
1=1 1=1
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Figure2.7: Linearfeedbackshift register: (a)standard representation and (b)
high-speedorm.

which indicates thaéach output bisatisfies thdinear recurrence relation:

m
a; = Z CkQi_k, T>M (2-20)
k=1

The first m outputbits are determinedolely by the initialstate:
a; = 8m-i(0), 0<i<m-1 (2-21)

Figure 2.7(a) is not necessarily the best wagdoerate a particulaghift-
register sequence. Figure 2.7(ilustrates animplementationthat allows
higher-speedperation.Fromthis diagram, ifollows that

8;(1) = 8j-1(1 = 1) @ Cm_ji15m(i —1), i>1, 2<j<m (2-22)
51(1) = s (i — 1) i>1 (2-23)
Repeatedipplication of(2-22) impliesthat
Sm(Z) = Smhl(i — 1) S5} clsm(i - 1) N i >1
Sm—1{1 = 1) =8m_2(i—2)Pcaspu(1 ~2) , i>2

: (2-24)
sa(i—m+2) =510 —-m+1)Bcp_15m(t —m+1) | i>m-—1
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Addition ofthesem equationgields

~1
sm(t)=s1(i-m+1) @ cksm(t—k), i>m—1 (2-25)
1

Substituting(2-23) andthena; = s,,(¢) into (225), weobtain

3

ES
i

m—1

i = Qj—m P Z CrGi—k, T>mM (2-26)
k=1

Sincec,, = 1, (2-26) is thesame ag$2-20). Thus, the twamplementations can
produce the samautputsequencéndefinitely ifthe firstm outputbits coincide.
However, they requiredifferent initial states and havdifferent sequences of
states. Successivesubstitutions into théirst equation osequenceg?2-24) yields

8m (i) = 8m—i(0 @chsmz— , 1<i<m-1 (2-27)

Substitutinga; = s (%), a¢;—x = sm(i — k), andi =m — i into (2-27) andthen
usingbinary arithmeticwe obtain

m-—j
Sj(O) = Qm—j; D Z Cklm—j—k 1< j <m (2—28)
k=1

If ap,a1,...am-1 are specified, then (2-28jives the orresponding initial state
of the high-speedghift register.

The sum ofbinary sequencea = (ap,a1,---) andbinary sequenceb =
(bo, b1,---) is defined to be thbinarysequencea b, each bit wfich is the
modulo-2 sum of the corresponding bitsacdnd b. Thus, ifd =a&® b we can
write

d;=a;db;, , i>0 (2—29)

Consider sequencesamdb that are generated by the same linear feedback
shift register but mayliffer because the initiadtates may bdifferent. For the
sequencel = a ¢ b, (2-29) and theassociative andlistributive laws ofbinary
fields imply that

m

CkQi—k D Z ckbiok = Y _(Ckai—k ® ckbik)
k=1 k=1

Ma

di =

S
il
-

ck(ai_k &) bi—k) = Z crpd; _k (2—30)

I
NgE

b
)I_l_

Since the linear recurrence relation is identicatad be generated by the same
linear feedback logic as andb. Thus, ifa andb are two output sequences of

a linear feedbackhift register,thena@ b isalso. Ifa=Db, thena®b is the
sequence of all Oss, which can be generated by any linear feedback shift register.
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If alinear feedbaclshift registerreached theero state with all iteontents
equal to 0 atsometime, it would always remain in the zero state, and the
output sequence auld subsequently be ales. Since alinear m-stage feed-
back shift register has exactlg™ — 1 nonzerostates, the period of itsutput
seqguencecannot exceed2™ - 1. Asequence gberiod 2™ — 1 generated by a
linear feedbaclshift register iscalled amaximalor maximal-length sequence.
If a linear feedbaclshift register generates rmaximal sequencethen all of its
nonzerooutput sequencesire maximal,regardless of thénitial states.

Out of 2™ possiblestates, thecontent of thelast stagewhich is thesame
as the output bit, is a 0 2! states. Among theonzerostates, theoutput
bit is a 0 in2™~! — 1 states. Therefore, in one peribof a maximalsequence,
the number of Oes isxactly2™~! — 1, while the number of 1ss iexactly 2™—1.

Given thebinarysequence, leta(j) = (a;,a;+1,...) denote a shiftethinary
sequence. If a ia maximalsequence angl+£ 0, modulo2™ — 1, thena ¢ a(j)
is not the sequence of all Oss. Sina& a(j) is generated by the same shift
register as, it must be a maximal sequence and, hence, some cyclic shift of
We concludethat themodulo-2 sum of a maximaequenceand a cyclicshift
of itself by j digits,wherej # 0, modul®™ — 1, produces anothgyclic shift
of the originalsequence; that is,

ad®a(j) =alk), j#0 (modulo 2™ —1) (2-31)

In contrast,a non-maximal lineasequencea & a(j) iS not necessarily a
cyclic shift of a and may not even have the same period. As an example,
consider thelinear feedbackshift registerdepicted inFigure 2.8. The pos-
sible statetransitions depend on thimitial state. Thus, ifthe initial state
is 0 1 0, then theecondstate diagram indicatehat there are two gssible
states,and, hence, theoutput sequence has period oftwo. Theoutput se-
guence is a= (0,1,0,1,0,1,...), which implies tha{1a = (1,0,1,0,1,0,...)
anda®a(l) = (1,1,1,1,1,1,...); thisresult indicateghat there is no value of
k for which (2-31) is satisfied.

Periodic Autocorrelations

A binary sequencea with componentse; € GF(2), cabe mapped into a
binary antipodalequencer with componentw; € {-1,+1} by means of the
transformation

pi = (-1t >0 (2-32)
or, alternativelyp; = (—1)%:. The periodic autocorrelatiorof a periodichinary
sequencea with periodN is defined as

N
) 1
0p(7) = N Zpipi+j (2-33)

i=0

Substitution o0f(2-32) into (2-33) yields

0 (J) = l Nz—l(_l)a,-+ai+j = _1_ NE?(_nm@aHj = _{1_7___09_ (2_34)
? N & N N

=0
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Figure 2.8: (a) Nonmaximal linear feedback shift register and (b) state dia-
grams.

where A; denotes thewumber of ageements in theorresponding bits od and
a(j), and D; denotes thenumber ofdisagreements. Equivalentlyd; is the
number of Oes irone period oh ¥ a(j), and; = N — A; is the number oflss.

Consider a maximasequence. Fron2-31), it follows that A; eqals the
number of Oss in aaximal sequence jf# 0, moduloN. Thus,A; = (N—-1)/2
and,similarly, D; = (N +1)/2 j#0, modudM Therefore,

6,() = { 1, j=0(mod N)

%, 5+ 0(mod N) (2:35)

The periodic autocorrelation of a periodiinction z(t) with peiod T is
defined as
1 c+T
R, (1) = T/ z(t)z(t + 7)dt (2-36)
wherer is therelative delay variable ande is amrbitrary constant. Itfollows
that R.(7) has periodl. We derive the periodic autocorrelationggf) assum-

ing an idealperiodic spreadingvaveform ofinfinite extentand arectangular
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chip waveform. Ifthe spreadingequence haperiod N, thenp(t) has period
T = NT,. Equations (2-2) an@2-36) with ¢ = O yield the autocorrelation of
p(t):
1 N-1 NT,
Ro(r) = wg 2m Zpl/ Wt — T (¢ - ITo+ 1)t (2-37)

i=x0 =0

If 7 = jT,,wherej is an integer, then(t) = w(¢,7.), (2-3), af@37) yield

JT ) = Z pzpz+] - 9 (2'38)
Any delay can be expressed in the form= 57, + ¢, wherej is aninteger

ando < e < T,. Therefore(2-37) andy(t) = w(t,Tc) give

1 N-1 NT.
R, (jT. +¢€) = NT Z DiDi+-j /0 wt~— T, To)w(t — T, + € T.)dt
¢ i=0

1 N-1 NT,
+ NT. ; Pilitj+1 /0 w(t — i1, Te)w(t —iT, + e — T, T)dt
(2-39)
Using (2-38) and (2-3) in2-39), weobtain
R, (jT. +¢) = (1 - 55—) 0,(5) + Tiep(j +1) (2-40)

For a maximal sequence, thebstitution of (2-35)nto (2-40) yieldsR,(T) over
one period:

R, (r) = ENEA (%) - % . 7| < NT./2 (2-41)

where A () is thetriangularfunction defined by (2-14). Since ihas period
NT,, the autocorrelation cahe compactlyexpressed as

Rzo(T)z—l N+1 i‘ A( 1NT> (2-42)

1=—00

Over one period, this autocorrelatisasembles that of eandom binary se-
guence, whichis given by(2-13)with T = T,. Both autocorrelations are shown
in Figure 2.9.

A straightforwardcalculation or the use of tablgiwves theFouriertransform
of thetriangularfunction:

]—'{A (%)} _ /:A (%) exp (—j2r ft) dt

= Tsinc® fT (2-43)
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maximal
- - - - random binary

S B W T\ %\ 5 -

5 [ .-1—

Figure 2.9: Autocorrelations of maximal sequence and random binary sequence.

wherej = /~1 and sincz = (sin7z)/7z. Since the infinite series in (2-
42) is a periodidunction ofr, it can beexpressed as a complexponential

Fourier seriesFrom (2-43) and thdact that theFouriertransform of a complex
exponential is a deltaunction, weobtain

AZ ()7 Do (o) oo

whered( ) is theDirac deltafunction. Applying this identity to(2-42), we

determineS,(f), thepower spectral densitpf p(t), which is defined as the
Fouriertransform of R, (7):

s Nl s~ a1, i 1,
o) =57 _Z sinc (ﬁ) (f“ ]_VT) +5z9() (2-45)
0

This function, which consists of an infiniteeries oflelta functionsjs depicted
in Figure2.10.

A pseudonois@r pseudorandom sequeniea periodidinary sequencevith
a nearlyeven balance of Oss and 1.s and anotocorrelationthat roughly re-
sembles,over oneperiod, the autocorrelation of a random binagquence.
Pseudonoise sequenceghich includethe maximal sequenceprovide practi-
cal spreading sequences becatlegr autocorrelations facilitate code synchro-
nization in thereceiver (Chapter 4). Othesequence$iave peaks thatinder
synchronization.

To derive the powespectraldensity of a direct-sequensggnal with a pe-

riodic spreadingsequence, it isiecessary talefine theaverage autocorrelation
of z(t):

T—oo 2T

The limit exists and may beonzero ifz(t) has finite power anéhfinite dura-
tion. If z(¢) is stationary,R, (7) = R, (r). The average power spectral density
S.(f) is defined as the Fouri¢ransform of the averagautocorrelation.

For the direct-sequencgignal of (2-1),d(¢) ismodeled as a randofmnary
sequenceavith autocorrelatiorgiven by (2-13), and isnodeled asa random

R, (1) = lim = /T R, (t,7)dt (2-46)
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Figure 2.10: Powerspectral density of maximalequence.

variableuniformly distributedover [0, 2=) andstatistically independent af(¢).
Neglecting the constrairthat the bit transitionsust coincidewith chip tran-
sitions, weobtain the autocorrelatioof the direct-sequencegnal s(t):

2 T
Raft,) = pteipte + 00 (7

S

) cos 27 for (2-47)

wherep(t) is the periodic spreading wavefor8ubstitutingthis equation into
(2-46) and using2-36), weobtain

R =R (DA (

S

> cos 2m f, T (2-48)

whereR,(r) is the periodiautocorrelation op(t). Foa maximal spreading se-
guence, theonvolutiontheorem,(2-48), (2-43), and (2-45) provide the emnage
power spectraldensity ofs(t):

S (1) = 2180 (f = 1)+ S+ £o) (249

where the lowpassquivalentdensity is

Ts . o0 .
Sa1 (f) = msmc2fTs + N+ 1T Z sinc < ) sinc (fT — ]ifz;” )
20
(2-

50)
For a randonmbinarysequenceS,(f) = Ss(f) igiven by(2-49)with S,,(f) =
T.sinc? fT..
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Polynomials over the Binary Field

Polynomialsallow a compactdescription of the dependence of thetput se-
guence of dinear feedbackshift register on its feedbackoefficients andnitial
state. Apolynomial over théinaryfield GF(2) has the form

f(@) = fo+ fiz+ fo2® + - + fra" (2-51)

where the coefficientdy, f1, - , f» are elements o6GF(2) and the symbok
is an indeterminaténtroduced forconvenience in calculations. Tiiegree of
a polynomial isthe largestpower ofz with anonzero coefficient. Theum of
a polynomialf(xz) ofdegreen; and golynomialg(z) ofdegreen, isanother
polynomialover GF(2) defined as

max(ny,n2)

fl@)+gz) = >, (fivg)s (2-52)

=0

where max(ni,ny) denotes the larger at; anek. An example is
A+z2+23)+ QA+ +2*) =23+ 24 (2-53)

The product of two polynomials over GF is another polynomial over GE
defined as

i=0 \j=0

ni+ng i
f@)g(z)= (Z fj%—j) z* (2-54)

where the inner addition is modulo 2. FEoample,
A+22+2)1+22 42" =14+ 2%+ 25 + 2% + 27 (2-55)

It is easilyverified that associativecommutative, andlistributive laws apply
to polynomialaddition and multiplication.

The characteristic polynomial associatedth alinear feedback shifregister
of m stages iglefined as

flz)=1+ i izt (2-56)
i=1

where c,, = 1 assming that stagem contributes to the generation of the

output sequence. The generating function associated with the output sequence
is defined as

oo

G(z) =) az' (2-57)

1=0
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Substitution of (2-20) into this equatigields

m—1 oo m
G(z) = E a;xt + E g Crli_ X’
3==0 i=m k=1

m fe o]

m-—1
= E aix’—#E Ckﬂﬁk E ai_kd)l_k
1=0 k=1 i=m

m—k~1
G(z)+ aia:ijl (2-58)

m—1 m—k—1 m—1m-—k—1
= crz” Z a;zt | = Z cpa;zhtt
k=0 =0 k=0 1=0
m—~1m—1 m—1 jJ
= ckaj_k:cJ = Z ckarkm] (2—59)
k=0 j=k =0 k=0
which implies that
m—1 4
Z z* E CrQi_k
G(z) = =8 k=0 co=1 (2-60)

f(=z) ’
Thus, the generatinfunction of the output sequenagenerated by a linear
feedback shifregisterwith characteristic polynomiaf(z) may lExpressed in
the form G(z) = ¢(z)/ f(z), where thedegree of¢(x) islessthan thedegree
of f(z). The outputsequence isaid to begeneratedby f(z). Equation (2-
60) explicitly showsthat the outpusequence is completeljetermined by the
feedback coefficients,, k = 1,2,...,m, and theinitial statea; = s,,—;(0),7 =
0,1,...,m—1.

In Figure 2.6, the feedback coefficients afe= 0,c; = 1, andeg = 1, and
the initial stategivesag = 1,a; =0, anday = 0. Therefore,

14 22

Gla) = 1422+ 23

(2-61)
Performing the longpolynomialdivision according to theules ofbinary arith-
metic yields1 + z3 + 2° + 28 + 27 + 2 +..., whichimplies theoutputsequence
listed in the figure.

The polynomialp(z) issaid todivide the polynomiab(z) if there is @oly-
nomial k(z) suchthatb(z) = h(z)p(z). Apolynomialp(z) over GF(2) of degree
m is calledirreducible ifp{z) is not divisibleby any polynomial ovelGF(2) of
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degreeless than m butgreaterthan zero. Ifp(z) isirreducible over GF(2),
thenp(0) # 0, for otherwisez wouldivide p(z). Ifp(z) has an evemumber
of terms,thenp(1l) = 0 and the fundament#tieorem ofalgebra impliesthat
z+1dividesp(z) . Therefore, anrreduciblepolynomialover GF(2) musthave
an odd number of terms, but this condition is not sufficient for irreducibility.
For examplel+z+z? igreducible, butl + z+ 2% = (1+ 22+ 23)(1 +z +2?)
is not.

If a shift-registersequencda;} iperiodicwith periodn, then its generating
functionG(z) = ¢(z)/f(z) maybe expressed as

G () = g (a) + g (a) + g (a) + -

=g(z)) ="
i=0
_ 9(=)
T 14z (2-:62)
where g(z) is gpolynomial ofdegreen — 1. Therefore,
¢ (z) (1 +z")
=t 2-63

Supposethat f(z) and¢(z) have nocommonfactors, which igrue if f(z) is
irreducible sinceg(z) is ofower degreethan f(z). Then f(z) must divide
1+ z™. Conversely, if thecharacteristigpolynomial f(z) divides1 + z™, then
f(z)h(z) = 1 + z™ for somepolynomial h(z), and

_¢@) _ ¢(x)h(z)
G(=) = f(z) 14z

(2-64)

which has thdorm of (2-62). Thus, f(z) generates sequence operiodn for
all ¢(x) and, hence, allinitial states.

A polynomial over GF(2) of degreem is called primitive if the smallest
positive integern for which thepolynomial divides 1 + z™ isn = 2™ — 1.
Thus, a primitivecharacteristipolynomial ofdegreen can generatesaquence
of period 2™ — 1, which is theperiod of a maximabequencegenerated by a
characteristic polynomial of deeem. Supposé¢hat aprimitive characteristic
polynomial ofpositive degreen could befactored sothat f(z) = fi(z)fa(z),
wheref, (z) is ofpositivedegreem; andy(xz) is of positivedegreem —m;. A
partial-fractionexpansion yields

1 a(x) v b(x)
f) A f(z)
Since f,(z) andfy(z) can serve abaracteristiqpolynomials, the period of the

first term in theexpansion cannogxceed™: —1 while the period of theecond
term cannot exceed2™~™ — 1. Therefore, the periodf 1/f(z) cannot ezeed

(2-65)
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Table 2.1: Primitive polynomials.

Degree | Primitive || Degree | Primitive || Degree | Primitive
2 7 7 103 8 534
3 51 122 9 1201
31 163 10 1102
4 13 112 11 5004
32 172 12 32101
5 15 543 13 33002
54 523 14 30214
57 532 15 300001
37 573 16 310012
76 302 17 110004
75 323 18 1020001
3 141 313 19 7400002
551 352 20 1100004
301 742 21 50000001
361 763 22 30000002
331 712 23 14000004
741 753 24 702000001
772 25 110000002

(2m —1)(2m~™ — 1) < 2™ — 3, which contradicts the assumptighat f(z)
is primitive. Thus, grimitive characteristic polynomial must be irreducible.

Theorem. A characteristic polynomial of degree generates a maximal
sequence of period™ — 1 if and only if it is a primitive polynomial.

Proof: To provesufficiency, weobservethat if f(z) is a primitivecharac-
teristic polynomial, itdivides1 + z™ forn = 2™ — 1 soa maximalsequence of
period2™ —1 is generated. If sequence of smallgreriod could begenerated,
then the irreduciblg(x) would have todivide 1+z™ forn; < n, which contra-
dicts the asumption of a primitivgpolynomial. Toprove necessitywe observe
that if the characteristipolynomial f(z) generates a maximal sequemdth
periodn = 2™ —1, then f(z) cannotdivide 1 +z"t,n; < n, because a sequence
with a smaller period wouldresult, andsuch asequencecannot be generated
by a maximalsequencegenerator.Since f(z) doesdivide 1 + z™, it must be a
primitive polynomial. [J

Primitive polynomials aredifficult to find, but manyhave beentabulated
(e.g.,[4]). Those fowhichm < 7 and one athose ofminimal coefficientweight
for8 < m < 25 arelisted in Table 2.1 as octalumbers in increasingrder (e.g.,
51101100« 1+ 2%+ 23). For any positie integerm, thenumber of
different primitive polynomials of degree: over GF(2) is

_ ¢e(2m _ 1)
- m

A(m) (2-66)

where theEuler functiong,(n) is the number gbsitive integerghat areless
than and relativelyprime to thepositive integern. Ifn is grime number,
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$.(n) =n— 1. In general,

k
Vi — 1
= < — _
do(n) ng S— <n-1 (2-67)
wherevy, vq, ..., v are the priméntegersthatdivide n. Thus, A(6) = ¢,(63)/6 =
6 and \(13) = ¢,(8191)/13 = 630.

Long Nonlinear Sequences

A long sequence dong code is a spreading sequength a peiod that ismuch
longer than thedata-symbolduration and mayeven exceed thenessage du-
ration. A short sequence ashort code is a spreadirsgquencevith a period
that isequal to orlessthan thedata-symbolduration. Since short sequences
are susceptible ténterception and lineasequences are inherentuscepti-
ble to mathematical cryptanalysifl], long nonlinear pseudonoisesequences
and programmableodegenerators araeeded for communicationgith ahigh
level of security. However, ifa modest level ofecurity isacceptable short
or moderate-length psdonoisesequences angreferable for rapidacquisition,
burstcommunications, anthultiuserdetection.

The algebraicstructure oflinear feedback shiftegisters makeshem sus-
ceptible tocryptanalysis. Let

c=|cycy.. .cm]T (2-68)

denote the column vector of the  feedback coefficients ohatage linear
feedbackshift register, wherd denotes the transpose. The columactor of
. successivesequence bitproduced by theshift registerstarting at bit: is

a; = [0,-; Qg1 .- .ai+m_1]T (2—69)

Let A(i) denote thenm x m matrix with columns consisting athe a; vectors
fori <j<i+m-—1:

Ai4tm—1 Qi4tm—2 R v 71
Ajg-m Qfm—1 T G4

AG) = 1| . . ) (2-70)
Ai42m—2 Ai42m—3 to Qitm—1

The linear recurrence relatiof2-14) indicatesthat the output sequence and
feedback cefficients are related by

Apm = Ali)e, >0 (2-71)

If 2m consecutivesequence bits atenown, thenA (i) anch;4,, areompletely
known forsomei. IfA(i) isinvertible, then thdeedback coefficients can be
computedrom

c=A"1aim , 120 (2-72)
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Output

Figure2.11: Linear generator obinary sequencevith periodn.

A shift-register sequence is completdigtermined by thé&eedbackcoefficients
and any state vewr. Since anyn successivesequencebits determine a state
vector, 2m successivéits provide enoughnformation toreproduce th@utput
sequenceinlessA(z) is nofnvertible. Inthat case, one omore additionabits
are required.

If a binary sequence hageriodn, it canalways begenerated by a-stage
linear feedbackshift register by connecting theutput of thelast stage to the
input of thefirst stageand inserting: consecutivebits of the sequendeto the
outputsequence, adlustrated inFigure2.11. Thepolynomial associatedvith
one period ofhe binarysequence is

n—1
g9(z) =Y aia’ (2-73)
=0

Let ged(g(z),1+ z™) denotethe greatest commopolynomial divisor of the
polynomialsg(z) and +z™ Thef2-62) impliesthat the generatinfunction
of the sequence may leapressed as

__9(x)/gcd(g(x),1+2™)
G = T3 am) Jged (g(@) 1 + )

If ged(g(x),1 4+ «™) # 1, the degree of the deminator ofG(z) islessthann.
Therefore, thesequence represented Gyz) can be generated by a lindaed-
backshift registerwith fewerstages tham andith the characteristidunction
given by thedenominator. Theappropriatenitial state can be determinéwm
the coefficients of the numerator.

The linear equivalent of the generatoratequence is the linesthift register
with thefeweststageghat produces theequence. Thaumber ofstages in the
linear equivalent iscalled thelinear complexity of the sequencd. the linear
complexity is equal ten, then (2-72) determines thknear equivalenafter the
observation o2m consecutive sequebis. Security improves as the period of
a sequence increases, there are practicdimits to thenumber okhift-register
stages. Tgroducesequencewith a longenough period fohigh security, the
feedbacklogic in Figure 2.5 must b@&onlinear. Alternatively, one omore
shift-register sequences or several outpushif-register stages may beplied
to a nonlineardevice toproduce thesequencg5]. Nonlinear generators with
relatively few shift-registerstages carproducesequences oénormouslinear
complexity. Asan example,Figure 2.12(a)depicts anonlinear generator in

(2-74)
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0 > 0 = ] > A |Output

N

(a)

Output

(b)

Figure2.12: (a)Nonlineargenerator and (bils linearequivalent.

which two stages of &near feedbaclshift register haveéheir outputsapplied
to an AND gate to produce thmutput sequence. Théanitial contents of the
shift-registerstages are indicated by tlaclosedbinary numbers. Since the
linear generator produces a maxirsatjuence oength 7, theoutputsequence
has period 7. Thérst period of the sequence is (0 0 0 0 0 1figm which the
linear equivalentvith theinitial contents shown ikigure2.12(b) isderived by
evaluating (2-74).

While alarge linear complexity imecessary for the cryptographiictegrity
of a sequence, it is not necessaslyfficient becauseother statisticalcharac-
teristics, such as anearly evendistribution of 1lss andles, are rquired. For
example, a long sequence of many Oess followed by a single 1 has aclmear
plexity equal to théength of thesequence, but the sequence is very weak. The
generator ofFigure 2.12(a)produces aelatively large number of Odsecause
the AND gateproduces a 1 only ihoth of itsinputs areles.

As another example, rronlinear generator thaises anultiplexer is shown
in Figure 2.13. Theoutputs ofvarious stages ofeedbackshift register 1 are
applied to themultiplexer, whichinterprets the binarynumber determined
by theseoutputs as araddress. Thenultiplexer usesthis addess to select
one of the stages d€edbackshift register 2. Theselectedstage provides the
multiplexer output and, hence, one bit of theutput sequence.Supposethat
register 1 has: stages andegister 2 has stages. I stages oégister Lwhere
h < m, are applied to the multiplexer, then thddress i®ne of thenumbers
0,1,...,2" — 1. Therefore, ifn > 2", eachaddress specifies a distinstage of
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Shift register 2

Address
inputs

Output
Shift register | T Multiplexer —F .

Figure 2.13: Nonlineargeneratorthat uses a multiplexer.

register 2. Theinitial states of the twaegisters, thefeedback connections,
and which stages are used faidressing may bparts of avariable key that

providessecurity. Thesecurity of thenonlinear generator is furthemhanced

if nonlinearfeedback is used in both shi#gisters.

2.3 Systems with PSK Modulation

A received direct-sequence signal witbherent PSKmodulation anddeal car-
rier synchronization can beepresented by2-1) or (2-6)with ¢ = 0 to reflect
the absence of phasmcertainty. Assuming that thehip waveform is well
approximated by a waveform(t) dlration7,, thereceivedsignal is

s(t) = V25d(t)p(t) cos 27 f.t (2-75)

whereS is the averageower,d(t) is the datmodulation,p(t) is thespreading
waveform, andf. is the carrier frequencyhe data modulation is sequence

of nonoverlappingectangular chipvaveforms,each ofwhich has an mplitude
equal to +1 or ...1JEach pulse ofd(t) represents a data symbol and has a
duration ofT;. Thespreading waveform has tlierm

oo
p(t) = Y pip(t —iT.) (2-76)
wherep; is equal to +1 or ...1 and represents one chip of a spreading sequence
{p;}. It is convenient, an@ntails no loss ofenerality, tonormalize the mergy
content of the chipvaveformaccording to

Te
= /0 WA (t)dt = 1 (2-77)

Because the transitions of a dajanbol and the chips coincide dyoth sides
of a symbol, therocessing gain, defined as
T

G=7z (2-78)
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Demodulated
2 sequence
Chip . ; £ .| Decision
]'ﬂE!IChLd Sampler device
filter i T =0
cos 2uf t :
— ¥ Spreading
Synchron. Ch ']7"_""“'3 sequence
device clock generator

Figure 2.14: Basicelements otorrelator for direct-sequenaggnalwith coher-
ent PSK.

is an integer equal to theumber ofchips in a symbol interval.

A practical diect-sequencsystemdiffers from the functionatliagram of
Figure2.2. The transmitteneedspractical degices, such as a powamplifier
and a filter, to limitout-of-band radiation. In theeceiver, theadio-frequency
front endincludesdevices for wideband filtering anautomaticgain control.
These devices are assumed to haveegligible effect on theoperation of the
demodulator, ateast for thepurposes of thisnalysis. Thus, the front-end
circuitry is omittedfrom Figure 2.14, which shows theoptimum demodulator
in the form of acorrelator for the detection of single symbol in the pres-
ence of vhite Gaussiannoise. Thiscorrelator is morepractical and flgible
for digital processing than the alternative osleown inFigure 2.2. 1t is a
suboptimal butreasonableapproach againshon-Gaussiarinterference. An
equivalentmatched-filterdemodulator ismplementedwith atransversal filter
or tappeddelay line and a stored igadingsequence. However, thaatched-
filter implementation is not practical fod@eng sequencé¢hatextendsovermany
data symbols. If thehip-rate synchronization in Figu214 is accuratethen
the demodulated sequence and theeiver-generatedpreadingsequence are
multiplied together, ands successivgproducts areadded in amaccumulator
to produce thelecision variable. Theffective sampling rate of thdecision
variable is the symbol rate. Thmquence gemator, multiplier, and summer
function as aiscrete-time filter matched tthe spreadingequence.

In the subsequent analysiserfect phase, sequencand symbol synchro-
nization areassumed. Theeceivedsignal is

r(t) = s(t) +i(t) +n(t) (2-79)

wherei(t) is the interference, angt) ndées thezero-mean whitéGaussian
noise. The chip mahedfilter has impulse responsg—t). legitput issam-
pled at the chip rate to provid® samples per data symbol. (t) = do
over [0, Ts], then (2-75) to (2-79) indicat¢hat thedemodulatedsequence cor-
responding to thiglata symbol is

(41T,
Ziz/ ()Y (¢ — iT.) cos 2w fot dt = S; + J; + N;, 0<i<G-1

iTe

(2-80)
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where
(i+1)Te S
Si = / s(t)(t — iT,) cos2nm ft dt = pido\/; T (2-81)
iT.
(i+1)T.
J; = / ()Y (t — i1,) cos 2w fet dt (2-82)
z—f—l)T
N; = / Y (t — iT,) cos 2 ft dit (2-83)

and it is assumedhat f. >> 1/7, sothat the integrabver adouble-frequency
term in (2-81) isnegligible. Theinput to thedecision device is

G-1
V= ;piZi :do\/g Ts+Vi+ Vs (2-84)
where
G—-1
=> i (2-85)
v=0
G-1
= Z peN; (2-86)
v=0

Supposethat dq = +1 represents thigic symbol 1 andly = —1 represents
the logic symbol 0. The decision device producessyrabol 1 ifV > 0 and
the symbol 0 if V < 0. An error occurs if ¥ 0 whendy = +1 or ifV > 0
whendy = —-1. The probability thaV = 0 is zero.

The white Gaussian noise has autocorrelation

Ru(r) = ]—v—qé(t -7) (2-87)

whereN,/2 is the tw-sided noise powespectraldensity. SinceE[n(t)] = 0, (2-
86) implies that E[Vz] = 0. Astraightforwardcalculation using (2-83),2-86),
(2-87), thelimited duration ofy(t), andf, >> 1/T. yields

1
var (Vo) = ZNOTS (2-88)

It is natural andanalytically desirable tonodel a long sgading sequence
as a randombinary sequence. Theandom-binary-sequence modabes not
seem toobscureimportant exploitable characteristics ¢dng sequencesind is
a reasonable approximaticeven for shortsequences imetworks withasyn-
chronouscommunications. Arandom binary sequenamnsists ofstatistically
independent symbolssach ofwhich takes the value+rl with probability 1/2
or the value ...With probability 1/2. Thus, E[p;] = E|p(t)] = 0. Itthen fol-
lows from (2-84) to (2-86)that E[V;] = E[V,] = 0, andthe meanvalue of the

decisionvariable is
/S
ElV]=do ETS (2-89)
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for the direct-sequencsystemwith coherentPSK. Sincep; andp; aréndepen-
dent fors # 7;
Elpip;] =0, i#] (2-90)

Therefore, the independenceppf ahdorall< andj impliesthat E{p; Jip; J;] =
0,7 # 4, and hence

G-1
var (Vi) = Z E [J?] (2-91)
=0

Tone Interference at Carrier Frequency

For toneinterferencewith the same carrier frequency as thelesired signal,
a nearlyexact, closed-formequdion for the symbolerror probability can be
derived. The tonénterference has thi®rm

i(t) = V2T cos (2 fot + ¢) (2-92)

wherel is the average power agd is thkase relative to thdesiredsignal.
Assumingthat f. >> 1/T,, (2-82), (2-85),(2-92) and &hange of/ariablesgive

7 G-1 T,
Vi= \/; cos ¢ §=j pi /0 W (t) dt (2-93)

A rectangular chipvaveform hasp(t) = w(t, T.), which is given by(2-3).
For sinusoidal chips in the gading waveformi(t) = ¢ (¢, T.), where

_ [V2sin(Ft), 0<t<T

s(6,T) = { 0, otherwise (2-94)

Let k&, denote thenumber ofchips in[0,T,] for which p; = +1; the number
for whichp; = —1 isG — k;. Equations(2-93), (2-3), and(2-94) yield

Vi = ,/%Tc (2ky — G) cos (2-95)

where k depends on thehip waveform, and

8 (2-96)

1, rectangular chip
K= . ; .
= sinusoidal chip

Theseequationsindicate that the use o$inusoidal chipwaveformsinstead of
rectangularoneseffectively reduces the interferenpewer by afactor 8/x#2 if
Vi # 0. Thus, theadvantage osinusoidalchip waveforms i90.91 dB against
tone interference at the carrier frequency. Equafd85) indicatesthat tone
interference at the carrier frequency wolle completely rejected &, = G/2
in everysymbol interval.

In the random-binary-sequence model,s equallylikely to be +1 or ...1.
Therefore, tle conditional symbol error probabiligiven thevalue of¢ is
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r@=3 (9 (2) [fr@r e grern-n] e

k=0

where P, (¢, k1,do) isthe conditionalsymbol errorprobability given the values

of ¢, k; anddy. Underttheseconditions,V; is a constant, and has a Gaussian
distribution. Equations(2-84) and (2-95)mply that the conditional expected
value ofV is

E{V|¢,ki,do] = dO\/gTs +4/ {;Tc (2k1 — G) cos ¢ (2-98)

The conditionalvariance otV is equal to theariance o4, which is given by
(2-88). Using the Gaussian density to evaluatgp, k1, +1) and Ps(¢, k1, —1)
separately and then consolidating the results yields

P, (ko do) = [,/25 +doy [ e 2k - G)cosqs} (2-99)

where &, = ST is the energy per symbol a(id30) defines

Q(z) v / exp( 2)dy (2-100)

Assuming thatp isiniformly distributedover [0,27) andexploiting the peri-
odicity of cos ¢, we obtain the symbolerror probability

1 ™
P=1 /0 P, (¢) do (2-101)

where P;{¢) isgiven by (2-97)and (2-99).

General Tone Interference

To simplify theprecedingequations forP; and to ewane theeffects of tone
interferencewith a carrier frequency differentrom the desiredfrequency, a
Gaussiamnapproximation is used. Considarterference due to single tone of
the form

i (t) = V21 cos (27 fat + 61) (2-102)

wherel, f1, andg, are the averagwmwer, frequency, and phase angle of the
interferencesignal at the receiver. THeequencyfi isassumed to be close
enough to thalesiredfrequencyf, that theéone is undisturbed by thiaitial
wideband filtering that gcedes theorrelator. Iff; + f. >> fa = f1 — f. SO

that a terminvolving fi + f. is negligible,(2-102) and(2-82) anda change of
variable yield

T
J; = \/g/ P (t) cos (27 fat + 01 + 127 fqT,)dt (2-103)
0
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For a rectangular chip waveform, evaluation of the integral and trigonometry
yield

Ji = \/ch sine (faT%) cos (27 foT + 62) (2-104)
where
92 = 91 + ﬂ-dec (2—105)
Substituting(2-104) into (2-91) andexpanding the squarembsine, weobtain
1 G-1
var (Vq) = ZITfsinc2 (faTe) |G+ Z cos (idw f T + 202)} (2-106)
i=0

To evaluate the inner summation, we use the identity

n—1

;) cos (a + vb) = cos (a + 2 ; 1b> S;?n((T;)b//Z? (2-107)

which is proved by usingnathematicalnduction aml trigonometricidentities.
Evaluation andsimplification yield

21 . 9 sinc (2f4T%)
var(Vy) = 4ITsTcsmc (faTe) [1 + BT Cos 2(/)] (2-108)
where
¢ =0p +7fy(Ts — Ts) = 01 + 7 fuTs (2-109)

Given the value o, thd; i(2-104) arauniformly boundedconstantsand,
hence, the terms 6, i(2-85) areindependent andniformly bounded.Since
var(V;) — oo asG — oo, the centrdimit theorem [6]implies that whenG is
large, theconditionaldistribution ofV; isapproximately Gaussian. Thu¥,is
nearly Gaussiarwith meangiven by (2-89) andvar(V) = var(Vh) + var(Va).
Because of theymmetry of thenodel, the conditional symbelrror probability
may be calculated bysaumingdy, = 1 andevaluating theprobability that
V < 0. A straightforwardlerivation using2-108) indicatesthat theconditional
symbolerror probability iswell approximated by

[ ] 2,
P, (<15)—QL NOe(cb)} (2-110)

sine (2f475s)
sinc (2f47T¢)
andNg.(¢)/2 can be interpreted as thgquivalent two-sided power spectral den-

sity of the interference plusoise, given the valuef ¢. For sinusoidalchip
waveforms, a similar derivation yield2-110) with

B 8 cos T fqT, 2 sinc (2 f4Ts)
NOe(¢) = Ny + IT, (F) <mﬁ?> [1 + m CcoS 2¢] (2-112)

where

Noe(¢) = No + ITesine? (fT) -1 + cos 24 (2-111)
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To explicitly exhibit thereduction of the interferenggower by thefactor G,

we may substitutd, = T,/G in (2-111) or (2-112). A comparison of these
two equationsconfirms thatsinusoidal chipvaveforms provide a2/8 = 0.91

dB advantagewhen f; = 0, but thisadvantage decreases {3| increases
and ultimatelydisappears. The precediranalysis can easily be extended to
multiple tones, but theesulting equationgare complicated.

If 61 in (2-109) ismodeled as eandom variable that is uniformlystributed
over [0, 27), then themodulo-27 character otos2¢ in (Z11) implies that its
distribution is thesame as it would be 6 weneniformly distributedover
[0,27). Therefore, we can henceforéissign auniform distribution for¢. The
symbolerror probability, which iobtained byaveragingP;(¢) over the range
of ¢, is

w/2 253
P, = -7;/0 Q[ Tt (¢)] do (2-113)

where the factthat cos 2¢ takes all its possible valuesver [0,7/2] hasbeen
used toshorten theintegrationinterval.

Figure2.15depicts the symbadrror probability as &unction of thedespread
signal-to-interferenceatio, GS/I, for onetone-interferencesignal, rectangular
chipwaveforms, f, = 0,G = 50 = 17 dB, and;/Ny = 14 dB and 20 dB.
One pair of graphs areomputedusing theapproximatemodel of (2-111) and
(2-113), while the othemair arederivedfrom the nearlyexact model of2-97),
(2-99), and(2-101) with « = 1. For thenearly exactmodel, Ps depends not
only on GS/I, but also ors. A comparison of théwo graphs indicatethat the
error introduced by the Gaussiapproximation is on the order of tassthan
0.1 dB whenpP, > 10-%. This example andthers provideevidencethat the
Gaussiampproximationintroducesinsignificanterror if G > 50 and practical
values for theother parameters are assumed.

Figure 2.16 uses the approximateodel to plotP, versus theormalized
frequencyoffset ;7. for rectangular andinusoidalchip waveforms,G = 17
dB, &;/No = 14 dB, and GS/I = 10 dB. The performancadvantage of sinu-
soidal chipwaveforms isapparent, but theirealization orthat of Nyquist chip
waveforms in d@ransmitted PSKvaveform isdifficult because of théistortion
introduced by anonlinearpower amplifier in thetransmitterwhen the sinal
does not have aonstantenvelope.

Gaussian Interference

Gaussian interference is interference thpproximates aero-mean, stationary
Gaussian process. dft) imodeled as Gaussianterference and, >> 1/T,,
then (2-82), atrigonometricexpansion, thedropping of a ngligible double
integral, and ahange of variables give

Te T.
E [J?] = —;—/0 /0 Rj (t1 —tz)w(tl)w(tg) cos [27rfc (t1 —tg)]dtldtg
(2—114)
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Figure 2.16: Symbol error probability for direct-sequence systetith PSK,
rectangular and sinusoidal chipaveforms,G = 17 dB, £s/Noy = 14 dB, and
GS/1 = 10 dB in the presence of tone interference.
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where R,;(t) is the autocorrelation oft). Since E[J?] doesot depend on the
indexi, (2-91) gives

var (Vi) = GE [J?] (2-115)

Assumingthat y(t) is rectangular, wehange variables irf2-114) by using
T =t —t9 ands = ¢, +t9. The Jacobian dis transformation is 2Evaluating
one of the resulting integrals and substituting the result into (2-115) yields

T,
var (Vy) = %Ts /T R; (T)A (%) cos 27 fo1 dT (2-116)

The limits in this equation cahe extended tatoo because théntegrand is
truncated. Since R;(7)A TL) isan evenfunction, thecosinefunction may

be replaced by a complexponential. Then the convolution theorem and the
known Fouriertransform ofA(¢) yield the alternativéorm

var (Vi) = %TSTC [ TS, (F)sinc [(f — £.) Tu] df (2-117)

where 5;(f) is thepower spectraldensity of the interferencafter passage
through thenitial widebandfilter of the receiver.

Sincei(t) is a zero-mean Gaussian procdhbg, {J;} are zero-mean and
jointly Gaussian. Therefore, if the{p;} are given,then(V;) isconditionally
zero-mean anéaussian.Sincevar(V;) doesnot depend on thép;}, Vi without
conditioning is a zero-meaGaussianrandomvariable. Theindependence of
the thermalnoise and the ietference implythatV = V; + V2 isa zero-mean
Gaussiarrandomvariable. Thus, atandard derivation yields the symberor

probability:
28
r-a|E) e
where -
Noe = No + 2T, / S, (f)sinc? [(f — f.) To] df (2-119)

If $5(f)is the interference powespectral densityt theinput andH(f) is the
transfer function of thénitial widebandfilter, thensS;(f) = S;(f)|H(f)|*. Sup-
posethat theinterference has #Hat spectrumover abandwithin the passband
of the widebandilter sothat

(2-120)

I w W
o Jaw U-AISFH If+ RIS
5 (f)_{zvg, othervtrise ? ' 2

If fo >> 1/T., the integrationover negative frequencies i(2-119) isnegligible
and

Noe = Ng +

IT. /f1+W1/2
f

T sinc? [(f — f.) T.] df (2-121)

1—Wi/2
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This equationshows that f; = f. or f; = 0 coupledwith a narrow bandwidth
increases thémpact of theinterferencepower. Since theintegrand isupper-
bounded byunity, No. < Ng+ IT.. This upper bounds intuitively reasonable
because/T, ~ I/B = Iy, whereB =~ 1/T, is tle bandwidth ofnarrowband
interferenceafter thedespreading, anfj s powerspectraldensity. Equation
(2-118) yields

28,
< [ S— -
P <@Q ( N +ITC> (2-122)

Thisupperbound is tight iff; = 0 and th&aussiarinterference isxarrowband.
A plot of (2-122)with the parametevalues ofFigure2.15indicatesthatroughly
2 dB moreinterferencepower isrequired forworst-caseGaussianinterference
to degradeP, asuch astoneinterference at thearrier frequency.

2.4 Quaternary Systems

A receivedquaternary direct-sequence signaith ideal carrier synchronization
and a chip waveform afuration7, can beepresented by

s(t) = VSdy(t)p1(t) cos 27 fot + V/Sdy(t -+ to)pa(t + to) sin 2w f.t (2-123)

where twospreadingvaveforms,p;(t) and-(t), and twdata signals,d;(t)
andd(t), are used with twquadraturecarriers, and, is theelative delay be-
tween the in-phase argliadraturecomponents of theignal. For aquadriphase
direct-sequence systewhich usesQPSK, t, = 0. For adirect-sequence sys-
tem with offset QPSK (OQPSK) orminimum-shiftkeying (MSK), to = T./2.
For OQPSK, the chip waveforms amectangular; for MSK, they amgnusoidal.
One might use MSK to limit the spectisitielobes of thelirect-sequence signal,
which mayinterfere withothersignals.

Consider theclassical or dual quaternarysystem in whichd;(t) andx(t)
are independent. Le€f, denote theduration of thedata symbolsbefore the
generation of(2-123), and letTs; = 2T denote theduration of thechannel
symbols, which are tresmitted inpairs. LetT, denote the common chigura-
tion of p;(¢t) andpy(t). Thenumber ofchips per channel symbol is 2@here
G = T,/T.. It is assumedhat thesynchronization igerfect in thereceiver,
which is shown in Figur@.17. Consequently, if theeceivedsignal isgiven by
(2-123), thenthe upperdecisionvariable applied to the desion device at the
end of asymbolinterval duringwhich d; (t) = d1o IS

2G-1 2G~-1

V=dVST+ > pudi+ Y puli (2-124)
i=0 1=0

where J; andn; argiven by (2-82) and?2-83), respectively. Thderm repre-
senting crosstalk,
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Figure 2.17: Receiver for direct-sequence sigméth dual quaternarymodula-
tion; CMF = chip-matchedilter; SSG =spreading sequence generatbelay
= 0 for QPSK;delay = T, /2 for OQPSK and MSK.

2G-1

\/_ (41T
V, = Z Pri—— / do (t+ to) oo (t + to) 2 (t — iTy) sindr ft dt
i=0

(2-125)
is negligible if f. >> 1/T, so that thesinusoid in (2-125)varies much more
rapidly than theother factors.Similarly, thelower decisiorvariable at the end
of a channel-symbol intervaluringwhich dy(t) = dgg is

2G-1 261
U = dyoV/STs + Z P2 J; + Z poi N} (2-126)
i=0 =0
where
(+1)T,
J! —/ i)y (¢ —iT,)sin2n f .t dt (2-127)
1+1)T(
N = / Y (t —iT.)sin 2w f.t dt (2-128)

Of the availabledesired-signapower S, half is ineach of the twa@omponents
of (2-123). Sincel,; = 2T, the energy per channsymbol is&, = ST,, the
same as for a direct-sequence systeith PSK, and

E|V] = dioVS Ty, E(U) = dgoVS T, (2-129)

A derivation similar to the one leading (8-88) gives thevariances of the noise
termsV, and), in2-124) and(2-126):

1
var (Vo) = var (Ug) = §N0Ts (2-130)

Using the tone-interferencmodel ofSection 2.3, and averaging tleeror
probabilities for the twoparallel symbol streams, webtain the conditional
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symbolerror probability:

1 28, 1 2&s

po-tol B ] e
SN FURIO) N N EYRIT

WhereNc(,O)(qs) and Né?(q&) arisefrom the upper and lowdsranches of Figure

2.17, respectively. Foectangulachipwaveforms (QPSK and OQPSK signals),

sinc (4f4T%)

O (¢) = No + ITesine® (fuTo) |1+ — =922
Noe'(9) = No + ITesine® (faTe) |1+ ey ¢

0s(2¢ + lw)} (2-132)

and for sinusoidathip waveforms,

2 .
NO(¢) = No + IT, (%) (—C—O—SﬂiT—> [1 ;. Sine(4faTs) g0 4 zn)}

1—4f2T2 sinc (2 f4Te)
(2-133)
where! = 0,1, and wéave usedl,; = 27, and
¢ =01 +2m fqTs (2-134)

Theseequationsindicate that P;(¢) for a quaternarglirect-sequencsystem
and the worstwalue of¢ is usuallyower thanP;(¢$) for a binaryirect-sequence
systemwith thesamechip waveform and theorstvalue of¢. Thesymbol error
probability is determined by integrating (¢) over the distribution of. For
a uniformdistribution, the twointegrals are equal. Using the periodicity of
cos 2¢ to shorten the integratioimterval, we obtain

2F,
NO(9)

The quaternargystemprovides aslight advantageelative to thebinary system
againsttone interference. Bothystemsprovide thesameP, when f; =0 and
nearly thesameP; when f; > 1/Ts;. Figure2.18 illustrates P, versus the
normalizedfrequency offsetf;I. forquaternary and binargystems,G = 17
dB, &/Ny =14 dB,andGS/I1= 10dB.

In a balanced quaternary system, the sataéa symbols are carried bpth
the in-phase and quadrature componentschvimpliesthat thereceiveddirect-
sequence signal has therm given by (2-123with d;(t) = da(t) = d{¢). Thus,
although thespreading is done lyuadraturecarriers, the datmodulation may
be regarded akinary PSK. Areceiver for this systerns shown inFigure 2.19.
The synchronization system is assumed to operate perfectheigubsequent
analysis. Iff, >> 1/T., the crosstalkermssimilar to (2-125) araegligible. If

the transmittedsymbol isd;q = dgo = dg, then theinput to the decision device
is

dep (2-135)

V =doVST, + ZPhJ + ZPmJ + ZplzN + szzN/ (2-136)

1=0
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Figure2.18: Symbolerror probability foquaternary andinarydirect-sequence
systemswith G = 17 dB, &,/Ng = 14 dB, andGS/I =10 dB in the presence
of tone interference.
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Figure2.19: Receiver fodirect-sequence signalith balancedquaternarymod-
ulation (delay = 0 for QPSK andelay = T,./2 for OQPSK andMSK); CMF
= chip-matchedilter; SSG =spreadingsequenceyenerator.
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whereT, is theduration of both alata symbol and ahannelsymbol. Ifp; ()
and p2(t), are approximatetly independentandombinary sequencesthen
the lastfour terms of (2-136) arezero-meanuncorrelated randonvariables.
Therefore, thevariance ofV is equal to the surof the variances of thedeur
randomvariables, and

E[V] = doV/ST, (2-137)

Straightforwardevaluationsverify that bothtypes ofquaternarysignalsprovide
the sameperformanceagainst Gaussiamterference aslirect-sequence signals
with PSK.

Consider abalanced QPSK systeror whichty = 0. Ifi(t) is a tonethen a
straightforwardextension othe precedingnalysis forgeneraltone interference
(Section 2.3) yields &;(¢) that is independent @f. Therefore,

Py =P () =Q ( 283) (2-138)

NOe
where forrectangulachip waveforms,

Noe = Ny + ITesinc? (f4Te) (2-139)

and for sinusoidal chipvaveforms,

B 8 cos T fqT, 2
Noe = No + IT, <;r5> (W) (2-140)

If f4 = 0, a nearlyexactmodel sinilar to the one infSection 2.3impliesthat
the conditionakymbol errorprobability is

G S raN e\ /1N 1 1
HOEDIDY (kl) <k2> (5> [EPS (6, K1, k2, +1) + 5 Ps (@ k1, ko, —1)
k1=0 kz==0

(2-141)
wherek; andk; ar¢he number othips in a symbol for whiclp;(¢t) = +1 and
po(t) = +1, respectively, andP(¢,k1,k2,do) is theonditional symbberror
probability given the values o, k;, ank, anthatd(¢) = dy. A derivation
analogous tdhat of (2-99) vyields

P, (¢, k1, ko do) = Q {\/ 3\5/.’; + doy/ % [(2ky — G) cosp — (2ky — G) Sind)]}

(2-142)
If ¢ is uniformly distributedover [0, 2), then
1 27r
o= 5y |, P()ds (2-143)

Numericalcomparisons of the nearBxactmodelwith the approximate results
given by (2-138) for f; = 0 indicate that theapproximateresults typically
introduce arinsignificanterror if G > 50 .
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If g(z)is a conveXfunctionover an intervatontaining the range ofrandom
variable X, then Jensenesnequality (Appendix A) is

g(E[X]) < Elg(X)) (2-144)

provided that the indicatedxpected values existConsider thefunction

g(z) =Q (\/ ﬁ) (2-145)

Since the seconderivative ofg(z) is nonnegativever the interval suctihat
0 < a+bx <1/3, g(z) is a convexfunction ove that interval, andJensenes
inequality isapplicable.

The application ofhis result to (2-135) with X = cos2¢ and the fact that
Elcos2¢] = 0 yields a lowerboundidentical to theright-handside of (2-138).
Thus, thebalanced QPSKsystem, fowhich d;(t) = dy(t), povides a lower
symbolerror probabilityagainsttone interference than the dugliaternary or
QPSK system for wich d,(t) # da(t). A sufficientconvexitycondition for all
fa'ls

£ > g (No +2IT.) (2-146)

Figure 2.20illustrates the performancedvantage ofthe balancedPSK system
of Figure 2.19againsttone interference wherf,; < 1/T,. Equations (231) to
(2-135) and (2-138) t¢2-140) are used for thdual quaternary and thikalanced
QPSK systems, respectively, ad= 17 dB,&;/Ny = 14 dB, and GS/I = 10
dB. Thenormalizedfrequencyoffset is f;7.. The advantagof the balanced
QPSK systenwhen f; issmall exists becausetane at thecarrier frequency
cannothave aphasethat causesdesired-signal cancellation simultaneously in
both receiverbranches.

2.5 Pulsed Interference

Pulsed interference is interferentleat occurs periodically or sporadically for
brief durations. Whether it is gneratedunintentionally or by an opponent,
pulsed interference carcause asubstantialincrease in the bierror rate of
a communicatiorsystem relative to the rataused bycontinuousinterference
with thesame averagpower. Pulsednterference may be produced imezeiver
by a signalwith avariable centefrequencythat sweepsover afrequencyrange
that intersects olincludes the receivepassband.

Consider a direct-sequence systarith binary PSK that operates in the
presence opulsedinterference. Lej denote either theulseduty cycle, which
is the ratio of the pulsduration to the repetitioperiod, or theprobability of
pulse occurrence if thpulses occur redomly. During apulse, the interference
is modeled as Gaussian interferemneiéh power I/u, wherel is the average

interferencepower. According to(2-121), the equivalent noise-powspectral
density may bealecomposed as

Noe = No + Ip (2-147)
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Figure 2.20:Symbol erromprobability fordirect-sequence systemwsth balanced
QPSK anddual quaternarynodulations, rectangular arsihusoidal chipvave-
forms, G = 17 dB,&;/Np = 14 dB, and GS/I = 10 dB inthe presencef tone
interference.

where thepower spectral density ofontinuousinterference(p = 1) is

IT, fr+Wi/2
Ip==2 / sinc? (f — f.) T.) df (2-148)
Wi Jg—wi /2

In the absence ofulse, Ny, = Ny, whereasNy, = Ny + I/ in the presence
of a pulse. If theinterferencepulse duration @proximately equals oexceeds
the channel-symbol duration, th€2-118) implies that

N 28, 52,
Ps=uQ< m>+(1“N)Q< No)’ 0<pu<t (2-149)

If 11 is treated as aontinuousvariableover [0,1] andp > Ny, calculusgives
the value ofu that maximizesp;:

—1
£, Es
o 107 (,—) B >07 (2-150)
1, < 0.7

Thus, worst-caspulsedinterference is more damaging thaontinuous inter-
ference if€; /Iy > 0.7.
By substitutingy = 4, into (2-149), weobtain anapproximateexpression
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for the worst-casé”; when Iy > Ny:

N 0.083(%)_1, & > 0.7 ]
Ps_{Q(\/%% %50.7 (2-151)

This equation indicateghat the worst-caseP; variesnversely, rather than
exponentially,with £/, if this ratio issufficiently large. Torestore a nearly
exponential dependence &Q/I;, channel code andymbol interleaving are
necessary.

Decoding metrics that areeffective againstwhite Gaussiannoise are not
necessarilyeffective againstworst-casepulsed interference. Weexamine the
performance dfive different metricsagainstpulsedinterference when theirect-
sequence systernsesPSK, ideal symbol interleaving, @inary convolutional
code, andViterbi decoding[7]. The results are thsamewhen eitherdual or
balanced QPSK is thmodulation.

Let B(l) denote the totalnformation weight of the paths aHamming
distance from the correct path over an unmergesegment in thdrellis dia-
gram ofthe convolutionalcode. LetP;(l) denote the probabilityf an error
in comparing the corregbath segmentwith a pathsegmentthat differs in
symbols. According to(1-112) with k£ = 1, the information-bit error rate is
upper-bounded by

P <3 BORG) (2-152)
l=dy

whered; is theminimum free distance. I+ is theoderate, & is the energy
per informationbit, Ty is the bit duration, and, is tlgrocessing gain of the
uncoded systemthen

Es =1&, To=rTy, G=rG,. (2-153)

The decrease in thgrocessing gain isompensated by theoding gain. An
upper bound o, foworst-case pulsethterference is obtained by maximizing
the right-handside of (2-152)with respect tou, wher® < p < 1. The max-
imizing value ofy , which depends on thdecodingmetric, isnot necessarily
equal to the actualorst-caseu because lound rather than anequality is
maximized. However, thediscrepancy ismallwhen the bound is tight.

The simplestpractical metric to implement isprovided by hard-decision
decoding. Assuminthat thedeinterleavingensures thandependence of symbol
errors, (1-114) indicatesthat

i .

> <i> Pi(1— P, lis odd
po -l B

> (2) Pi(1-P)'+13 <l/2) [Ps(1—P)]"", liseven

i=1/241
(2-154)
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Figure 2.21: Worst-cas@erformanceagainst pulsednterference forconvolu-
tional codes oftonstraintlength K, rater, & /Ny = 20 dB, and hardiecisions.

Sincep = p, approximately maximize®,, #lsoapproximatelymaximizes the
upper bound o, for md-decision decodingiven by (2152) to (2-154).

Figure 2.21 depicts theupper bound o, as a function&f/I, fworst-
casepulsedinterference £, /Ny = 20 dB, aah binary convolutional codeswith
severalconstraint lengthend rates.Tables 1.4 and 1.5 faB(l) aresed, and
the series in(2-152) istruncated after théirst 7 terms. This truncationgives
reliableresults only ifP, < 10~3 because theeries convergegery slowly. How-
ever, thetruncation errotis partially offset by theerror incurred by the use of
the union boundecause théatter error is in theppositedirection. Figure
2.21 indicates thasignificant advantage ofaising the constraint lengtd and
reducingr at thecost of ircreasedmplementationcomplexity an synchroniza-
tion requirementsrespectively.

Let Ny; denote theequivalentone-sidednoise-powerspectral densityn out-
put sampley; of a coherent PSKemodulator. For comnience,y; isassumed
to have thdorm of the right-handide of (2-84)normalized bymultiplying the
latter by ./2/Ts. Thus,y; has variancé/y; /2. Givetinat code symbok of
sequencg hagalue z;;, the conditionaprobability density function ofy; is
determinedfrom the Gaussiancharacter of thénterference andoise. For a
sequence ok codesymbols, thelensity is

2
exp {_QT:L)—} L i=1,2,....L (2-155)

f(yilesi) = S
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From the log-likelihoodfunction and thestatistical independence of the
samples, itfollows that when thevalues ofNgi, Ngg, ..., Np, ar&known, the
maximume-likelihood metriéor optimal soft-decision decoding of theequence
is

L

. T5iYq

YOEDY ]i,(;y (2-156)
i=1 K

This metric weights eachoutput sampley; according to thlevel of theequiv-
alentnoise. Sinceeachy; is asumed to be amdependentGaussianrandom
variable, U(j) is a Gaussiamndomvariable.

Without loss ofgenerality, letj = 1 label theorrectsequence ang = 2
label anincorrectone atdistancel. We assumethat there isno quantization
of the sample values dhat the quantization igfinitely fine. Therefore, the
probability that U(2) = U(1) is zero, and therobability of an error incom-
paring acorrectsequencavith anincorrect onghat differsin symbols,P;({),
is equal toprobability thatMy = U(2) - U(1) > 0. Thesymbolsthat are the
same inboth sequences atierelevant to thecalculation ofP;(!) and aregnored
subsequently. LeP»(l|v) denothe conditionalprobability that My > 0 given
that an interferenceulse occursluring v out ofl differingsymbols andloes
not occurduring!—v» symbols. Because of thinterleaving, the probabilitthat
a symbol is interfered istatisticallyindependent of theest of the sequence and
equalsy. Thus, (2-152) yields

e’ {
A< 3 BOY (1) W wram) (2-157)

l=dj v=0

Since My is aGaussiarrandomvariable, P, (I|v) isdeterminedrom the condi-
tional mean and variance. #traightforwardcalculationgives

&MWzQ(%%%%%) (2-158)

whereE[My|v] isthe conditionalmean andvar[M,|v] is theonditional vari-
ance.When an interferencpulseoccurs, Ny; = Ny + Ip; otherwise,Ny; = Ng.
Reordering thesymbols for calculativesimplicity and observingthat z5; =
~z14, 3%, = &, and E[y;] = zy;, we obtain

MMM:Eﬁ%%%%%ﬂ+§:B£%%£@

i=1 i=v+1

v {
—2&, —2&,
i Not lo/p i=v+1 No

v {—v
= -2 + 2-159
{No +Io/p Ny ] ( )
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Using the statistical independence of the sampteb observingthat var|y;} =
Noi/2, we find similarly that

v [-v
var [Mo|v] = 2&, [No o/ + Ny } (2-160)

Substituting (2-159) and (2-160) into (2-158), we obtain

~171/2
Plllv) = Q {,/2]\‘2: [l —v (1+ %) } } (2-161)

The substitution ofhis equationinto (2-157) gives the upper bound aR, for
the maximum-likelihoodmetric.

The upper bound oM, versusé&,/Iy forworst-casepulsed interference,
&y /Ny = 20 dB, and severabinary convolutionalcodes is shown in Figuiz22.
Although theworst valueof p varieswith &,/1y, it is found that worst-case
pulsedinterferencecausesvery little degradation relative teontinuousinter-
ference. WherK = 9 andr = 1/2, the maximum-likelihood metric provides a
performance that imorethan 4 dB superior a@, = 10~5 to tha@rovided by
hard-decisiondecoding; whenK = 9 andr = 1/3, the advantage is approxi-
mately 2.5 dBHowever, thamplementation of thenaximume-likelihood meic
entails knowledge of nabdnly the presence ointerference, but also its density
level. Estimates of théVy; might bleased orpower measurements in adjacent
frequencybands only if thanterference spectralensity isfairly uniform over
the desired-signal and adjacent bands. Amgasurement of the powaerithin
the desired-signaband is contaminated by th@esence of thelesiredsignal,
the average power ofhich is usually unknowna priori because of théading.
Sinceiterative estimation of th&vy; and decodingcsstly in £rms ofsystem
latency andcomplexity, we examin@nother approach.

Consider arautomatic gain control (AGCllevice thaimeasures the average
power at thelemodulatooutputbefore samplingnd thenweights the sampled
demodulatoroutputy; inproportion to the inverse of thmeasuredhower to
form the AGC metric. The average poweuring channel-symbot iVy;B +
&:/Ts, whereB is the equivalent bandwidth of the demodulator @&nd is the
channel-symboHuration. If thepower measurement jgerfect andBT; ~ 1,
then the AGC metric is

NOi + gs

which is aGaussian nadom variable. This metric and(2-158) vyield

L
UG) =S 2 (2-162)
=1

28, I{(No+Es+Io/u)—vip/u
N
° [1(No + &+ To/w)’ ~ v (No + Io/u — £2/No) o/ ]
(2-163)

B(ljv) = @

172

This equation and2-157) give theupper bound o, for the AGC metric.
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Figure 2.22: Worst-caseperformanceagainst pulsednterference forconvolu-
tional codes ofconstraint lengthK, rater, £,/No = 20 dB and maximum-
likelihood (ML) and AGCmetrics.

The upper bound oiP, versusé&,/I forworst-case pulsednterference,
the AGC metric, therate-1/2 binary convolutional code with K = 7, and
E,/Ng = 20 dB is plotted in Figure2.22. Thefigure indicateghat tre potential
performance of the AGQnetric is nearly asgood as that of thenaximum-
likelihood metric.

The measurement &fy; BT, +&; may beperformed by aadiometer, which
is a devicethat measures the energy at itput. An idealradiometer (Chapter
7) provides an unbiased estimate of the enexggivedduring asymbol interval.
The radiometeputputs areaccurate estimates only if ttgandarddeviation of
the output ismuch lessthan its expected valu€eThis criterion andtheoretical
results for BT, = 1 indicatethat the energy measurement®ver asymbol
interval will be unreliable if€;/Ng; < 10 during interferencepulses. Thus,
the potential performance of the AGC metriceigpected to besignificantly
degraded in practice unlesschinterferencepulse extendsover many channel
symbols and its energy is measumer thecorrespondingnterval.

The maximume-likelihood metric fotontinuousnterference(Ny; is constant
for all 7) is thewhite-noise metric:

L
U@g) = =5 (2-164)
i=1

which is much simpler to implemetttan the AGC metric. For thehite-noise
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Figure 2.23: Performanceagainst pulsednterference forconvolutional code
with white-noisemetric, K = 7, r = 1/2, and&,/Ny = 20 dB.

metric, calculons similar tothe precedingnes vyield

—1/2
nav-a{\ i (o) | 2165

This equation and2-157) give theupper bound o?, for thehite-noise met-
ric. Figure 2.23illustrates the upper bound di versusé,/Iy forK = 7, r =
1/2,& /Ny = 20 dB, and several values gf= n/p,. The figure denonstrates
the vulnerability ofsoft-decision decoding with the white-noiseetric to short
high-power pulses ifinterferencepower isconserved. Théiigh values of P,
for ¢ < 1 are due to the domination @he metric by afew degradedsymbol
metrics.

Consider a coherent PSHemodulator that erases ititput and, hence,
a receivedsymbol whenevegrn interference pulse occurs. The presence of the
pulse might be detected by examiningsaquence of thelemodulatoroutputs
and determining whicbnes havenordinatelylarge magnitudesompared to the
others. Alternatively, the demodulator migltdecidethat apulse hasoccurred
if an output hasa magnitude thagxceeds &nown upper bound for theesired
signal. Consider anideal demodulatothat unerringly detects the pulses and
erases theorrespondingeceivedsymbols. Following the deinterleaving of the
demodulated symbols, th@decoderprocessesymbolsthat have aprobability
of being erased equato u. The unerased symbols are decodedubing the
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Figure 2.24: Performancagainstpulsedinterference for convolutionatode
with erasuresK = 7,7 = 1/2, and £,/Ng = 20 dB.

white-noisemetric. The erasingof v symbolscauseswo sequenceshat differ
in { symbols to be compared on thasis ofi — v symbolswhere0 < v <I. As
a result,

Py(llr) = Q [ 2;; (- ”)J (2-166)

The substitution of thigquation into (257) give theupper bound orP, for
errors-and-erasuredecoding.

The uppetbound onP, is illustrated in Figure 2.24 fidr= 7,r = 1/2,&,/No
20 dB, and several values®f n/p,.  tinis example, erasurgsovide no ad-
vantage ovethe white-noisenetric in reducing the requiref} /1, fa?, = 10-°
if ¢ > 0.85, but are increasinglyuseful as¢ decreases. Consider &feal de-
modulator thatactivateserasures only whem is small enoutiat theerasures
are more effectivehan thewhite-noise metric. Whe this condition does not
occur, thewhite-noisemetric isused. Theupper bound ornP, for this ideal
erasure decodingworst-case pulsedterference.£,/Ny = 20 dB, andeveral
binary convolutionalcodes isillustrated in Figure 2.25. Therequired &,/
at P, = 105 is roughly 2 dBlessthan forworst-case hard-decisiotecoding.
However, apractical denodulator will sometimes erroneously nmelerasures or
fail to erase, and itperformanceadvantage may beuch moremodest.
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Figure 2.25: Worst-caseperformanceagainst pulsed interference for envo-
lutional codeswith ideal erasuredecoding, constraintlength K, rater, and
Ey/Ng = 20 dB.

2.6 Despreading with Matched Filters

Despreading short spreading sequengéd matchedfilters providesinherent
code synchronization. Thepreading waveform for a short sequence may be
expressed as

oo

p(t)= > pi(t—iT) (2-167)

i=—o00

wherep; (¢t) isoneperiod of the spreading waveform aifids its period. If the
short spreadingequence haength N, then

N-1
W (t— 1Ty, 0<tLT
pi(t) = i;)pd)( iTe)

0, otherwise

(2-168)

wherep; = +1, andl’ = NT,.
Consider a signai(t) that iszerooutside thenterval [0,T]. A filter is said to
be matched to thisignal if the impulseesponse of the filter is(t) = «(T —t).
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Whenz(t) is applied to a filter matched to it, the filter output is

y(t) = /_oo 2(w)h(t — u)du = /w 2(w)z(u+T — t)du

— Q0

min(¢,T")

= / z(u)z(u+ T — t)du (2-169)
max(t—T7,0)

The aperiodic autocorrelation of a deterministsignalwith finite energy is de-

fined as

Ra(r) = /oo z(u)z(u + 7)du = /w o(w)z(u — 7)du (2-170)

— oo —o0

Therefore, theesponse of a matched filter to the matchkaphal is
y(t) = Ra(t = T) (2-171)

If this output issampled at = T, theny(T") = R,(0), thesignal energy.
Consider abandpass matched filtéhat ismatched to
_ [pi(t)cos (2w fet + 61), 0<t<T
z(t) = { 0, otherwise (2-172)
wherep; (t) isoneperiod of a spreading waveform aifid is thesiredcarrier
frequency. Weevaluate the filter response to thexeivedsignal corresponding
to a single data symbol:

S(t) = {2Ap1(t — to) cos (27 f1t + 6), to<t<to+T (2-173)

0, otherwise

wheret, is ameasure of thainknown arrival time, the polarity ofA is de-
termined by the dataymbol, andf; is the received carridrequency, which
differs from f, because®f oscillator instabilities and the Doppleshift. The
matched-filter output is

ys(t) = /t_T s(upr(u+T —t)cos2nfe(u+ T —t) + 61] du (2-174)

If f. >> 1/T,then substituting(2-173) inb (2-174) yields

min(t,to+T")
ys(t) = A/ p1 (v —to)p1(u —t+ T) cos (27 fqu + 27 ft + O2) du

max(t—T,tg)
(2-175)
whereé, = -8, -2n f.T is the phasenismatch andfy = f1— f.. If fu << 1/T,
the carrier-frequency erras inconsequential, and

ys(t) = As(t) cos (2 fot + 69) (2-176)

where
min (t,to+7")
As(t) =A D1 (’LL — tO)pl (u —t+ T)du (2-177)

max(t—T,to)
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In the absence afioise, thematched-filteroutput is asinusoidal spike with
a polarity determined byA. Assumingthat (2-77) is applicable, the peak
magnitude which occurs at = ¢y + 1", equals|A|T. However, if f; > 0.1/T,
then (2-175) isnot well-appoximated by(2-176), and thenatched-filteroutput
is significantlydegraded.

The response of thmatched filter to thenterferenceplus noise, denoted
by N(t) = i(t) + n(t), may be expressed as

yn(t) = /t_T Nuwpr(u+T —t)cos2n fo(u+T —t) + 01] du

= Ni(t) cos (27 fct + 02) + Na(t) sin (27 ft + 02) (2-178)
where .
Ni(t) = / N@u)p1(u+ T —t)cos (2r fou + 6) du (2-179)
=T
No(t) = / Nwpi(u+T —t)sin (27 fou + 0) du (2-180)
t—T

These equations exhibit the spreading of the interference spectrum.
The envelope of thenatched-filteroutputy(t) = ys(t) + yn(t) is

E(t) = {[As (&) + Ni ()] + N§(t)}1/2 (2-181)

Definee suchthat 2= f.(tg +¢) + 8 — 6, is anintegertimes2r. If f, is sufficiently
large thate << to + T, then (2-176) and (2-178)mply that if y(¢) is sampled
att =ty + 7T +¢,

yto+T+e)=ys(to+T+€)+yn(to+T +e)
=A;(to+T+e)+ Ny (to+T +¢)

~ AT + Ny (to + T + ¢) (2-182)
where A (to +T) = AT. If
|AT + Ny (to +T) | >> |Na (to + T)| (2-183)
then (2-181) implies that
E (to+T) =~ |AT + Ny (to +T) | (2-184)

A comparison ofthis equationwith (2-182) indicateshat thereis relatively
little degradation in using aenvelope detectoafter the matched filterather
thandirectly detecting th@eakmagnitude of the matched-filteutput, which
is much mordifficult.

Figure 2.26 illustrates thbasic form of a surface-acoustic-wavgSAW)
transversal filter, which is apassivematched filterthat essentially stores a
replica of theunderlying spreadingsequence and waits for theceived se-
guence taalign itself with the replica. The SAWdelay lineconsistsprimarily
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Input

SAW delay line

Po

Chip
matched

Figure 2.26: Matched filter that uses a SAW transversal filter.

of a piezoelectrisubstrate which serves as thacoustic propagatiomedium,
and interdigitaltransducerswhich serve as théaps and thénput transducer.
The transversal filteis matched to oneeriod of the spreadingaveform, the
propagationdelay betweenaps isT,, andf.T. is aimteger. Thechip matched
filter following the summer is matchetb (t) cos (27 f.t + 8). It is easily veri-
fied that the impulseesponse of th&ransversafilter is that of afilter matched
to p1(t) cos (2w f.t + 6).

A convolveris an active matched filtetthat produces theconvolution of
the receivedsignal with a local reference[8]. When usedas a direct-sequence
matchedfilter, a convolver uses aecirculating, time-reversed replica of the
spreading waveform as a reference waveform. S/ elastic convolvewhich
is depicted in Figure 2.27, theceived signal and theference are applied to
interdigital transducerghat generateacousticwaves atoppositeends of the
substrate. Thecousticwavestravel in opposite directionwith speedv, and

Signal

input

! T

D= —=1
e ¥ |

input

il

|

Beam Acvoustic
COMPressor termination

Figure 2.27:SAW elasticconvolver.
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the acoustiderminations suppress reflections. Tdignalwave is launched at
positionz = 0 and the refereneeave atz = L. Thesignal wave travels to the
right in thesubstrate and has tlierm

Ft,z)=f (t - 5) cos [27rfC (t - —) + 9] (2-185)

where f(¢) is the modulatioat positionz = 0. The referenomave travels to
the left and has the form

G(t,x):g(wg-—%) cos [27rfc <t+——£> +9] (2-186)

whereg(t) is the modulation giositionz = L. Both f(t) andg(¢t) areassumed
to have bandwidthsnuch smber than f.. Thebeam compressorsyhich con-
sist ofthin metallic strips, focus the acoustic energy tacrease the convolveres
efficiency. When theacousticwavesoverlap beneath the central electrode, a
nonlinear piezoelectriceffect causes aurfacecharge @stribution that is spa-

tially integrated bythe electrode. Therimary component of theconvolver
output isproportional to

= /L[F(t,x) + G(t, z)%dz (2-187)
0

Substituting (2-185) and (2-186) into (2-187) and using trigonometry, we find
that y(¢) is the sum of numberof terms, some ofwhich are negligible if
feL/v >> 1. Others areslowly varying and aresasily blocked by afilter. The
mostuseful component of the convolveutput is

ys(t) = [/OL f (t - %) <t +=— -—> dw] cos (47 fot + 62) (2-188)

whered, = 0+ 0, — 2nf.L/v. Changingariables, wdind that theamplitude
of the output is

Ay = /t_L/ F®)92t —y — Ljv)dy (2-189)

where the factoRt resultfom the counterpropagation of the twocaustic
waves.

Supposethat anacquisition pulsés a singleperiod ofthe spreadingvave-
form. Then f(¢) = Ap; (t — to) andg(t) = p(T —t), wheret, isthe uncertainty
in the arrival timeof an acquisition puks relative to thdaunching ofthe ref-
erence signal at = L.  Thperiodicity ofg(¢) allows thetime origin to be

selected sathat 0 < ¢y < T. Equations(2-189) and (2-167) and a change of
variables yield

As(ty = A Z / » p1(y)pr (v + 1T +to — 2t + L/v) dy (2-190)

i=—00
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Sincep;(t) =0 unless0 < t < T, A,(t) =0 unlessty <t <ty + T+ L/v. For
every positive integek, let

kT +to+ L
'rk:%'———ﬁ, k=1,2,... (2-191)

Only one term in(2-190) can baonzero whert =7, and

Tr—to

Ay (i) = A / 2 (y)dy (2-102)

‘rk—t()—L/’U

The maximumpossiblemagnitude ofA;(r,) isproduced ifr, —to > T and
Tk — to — L/v < 0; that is, if

L
t()-I—TSTkSto-{-; (2-193)

Since (2191) indicatesthat 741 — 7, = T'/2, thereis somer, that satisfies
(2-193) if

L> gvT (2-194)

Thus, ifL is largeenough,then there isomek such that A,(7x) = AT, and
the envelope of the convolver output at= 74 hhe maximumpossible
magnitude|A|T. IfL = 3vT/2 andy, # T/2, only one peak value occurs in
response to the singleaeivedpulse.

As an example, lety =0, L/v = 6T,, andT = 4T,. The chipgpropagating
in the convolver forthree separatetime instantst = 47,, 57., and7., are
illustrated inFigure 2.28. The togliagramsrefer to the counterpropagating
periodic referencesignal, whereas the bottordiagramsrefer to thesingle re-
ceivedpulse offour chips. The chips areumberedconsecutively. The received
pulse is completely containedithin the convolverduring 47, < ¢t < 67.. The
maximum magnitude of theutputoccurs at time = 5T, which is the instant
of perfectalignment of the referencgignal and theeceivedchips.

t=4T t=6T,

TLEM LG EEELEE

R

relerence o)

SO

signal {4 [3[2]1] | | HEE

Figure 2.28: Chigonfigurationsithin convolver attime instantg = 47, 5T,
and6T, whenty =0, L/v =T,, andl’ = 4T..
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Figure 2.29: Direct-sequence systemith binary code-shift keying: (a) trans-
mitter and (b)receiver.

Noncoherent Systems

In a noncoherentlirect-sequencsystemwith binary code-shift keying CSK),
one of twoorthogonalspreadingsequences isransmitted, ashown inFigure
2.29(a). Onesequenceepresents the symbol 1, atide otherrepresents the
symbol 0. Thereceiveruses twomatchedfilters, eachmatched to aifferent
sequence anfbllowed by an envelopdetector, ashown inFigure 2.29(b). In
the absence of noise amuterference,eachsequencecausesonly oneenvelope
detector toproducea significantoutput. Thedata isrecovered bycomparing
the two detectooutputsevery symbol period.
Sinceeach of the twarthogonalsequences has &od equal to thesymbol
duration, symbol or bit synchronization iglentical to codesynchronization.
The symbol synchronizemnvhich providestiming pulses to thecomparator or
decision device, must lock onto the autocorrelatiospikes appearing in the
envelope-detectooutputs. Ideally, these spikehave atriangularshape. The
symbol synchronizer must bempervious to the autocorrelati®idelobepeaks
and any cross-correlatiqreaks. Asimpleimplementatiorwith a singlethresh-
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old detector would result in an unacceptatlenber offalsealarms,premature
detections, omisseddetections when theeceived signal mplitude isunknown

and has a wideynamicrange. Limiting or automaticgain control only eacer-

bates theproblem whenrthe signal power level is below that ofthe interference
plus noise. More than onethreshold detectowith precedencegiven to the
highestthresholdcrossedwill improve the accuracy of thdecisiontiming or

samplinginstants produced bthe symbolsynchronizef9]. Anotherapproach
is to use peak detectidrased on a ffierentiator and a ze-crossingdetector.
Finally, a phase-locked ofeedback loop oBometype could beused in the
symbolsynchronizer. Apreamble may bé&ansmitted tanitiate accuratesyn-

chronization so thagymbols are noincorrectlydetected whilesynchronization
is being established.

Consider thedetection of a symbolepresented by2-173),wherep,(t) is
the CSK waveform to whicliilter 1 is matched. Assumingerfect symbol
synchronization, thehannel symbol iseceivedduring theinterval 0 < ¢ < Ts.
From (2-176) to (2-181) with T' = T, andt, = 0, wefind that theoutput of
envelopedetector 1 at =T, is

1/2

Ry = (2} + Z3) (2-195)
where r
Zy = AT +/ N(u)p;(u) cos (27 fou + 6) du (2-196)
0
Ts
Zy = / N (w)ps () sin (27 fou + 0) s (2-197)
0

Similarly, if filter 2 is matched t®equencess(t), then the output oénvelope
detector 2 at =T, is

Ry = (22 + 22)"" (2-198)
where r
Zy = / " N(w)ps(u) cos (27 fou + 6) du (2-199)
0
Ty
Zy = / N (w)pa(u) sin (27 fou + 8) du (2-200)
0

and the response to theansmittedsymbol att = 75 is zero because of the
orthogonality of thesequences.

Supposethat the interferencelus noise N(¢) ismodeled as zero-mean,
Gaussianinterference, andhe spreadingequences armodeled asdetermin-
istic andorthogonal. Then E|Z;] = AT, andE[Z;] = 0,i = 2,3,4. IfN(¢)
is assumed to b@ideband enougthat itsautocorrelation is approximated by
(2-87), then straightforwaraalculationsusing .75 >> 1 and the orthogonal-
ity of p;(¢) andp2(t) indicate that Z;, Z», Z3, andZ, arall uncorrelatedvith
eachother. The jointlyGaussian character of thendomvariablesthenimplies
that they are statistically independenteathother, anchenceR, and®, are
independent.Analogous results can be obtained when tta@smittedsymbol
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is represented by GSvaveformp,(t). A straightforwardderivationsimilar to
the classical one for orthogorsignalsthenyields the symboérror probability

1 Es
Py = 2 &XP (~ 2N0e> (2-201)

whereNg. isgiven by(2-121). Acomparison of (2-201yith (2-118)indicates
that the performance of thdirect-sequence systemith noncoherentbinary
CSK in the presence @fidebandGaussiarinterference is approximately 4 dB
worse than that of adirect-sequencaystemwith coherentbinary PSK. This
difference arises becausbkinary CSK usesorthogonal rather than antipodal
signaling. A much more complicated coherent version Bfgure 2.29would
only recoverroughly 1 dBof the disparity.

A direct-sequence systewith g-ary CSK encodeseachgroup ofm binary
symbols as onef g = 2™ sequenceshosen to have gégible cross correlations.
Supposehat bandwidticonstraintdimit the chip rate of a binary CSKystem
to G chips per data bit. For a fixed data-bit rate, thery CSK system
producesnG chips to represergachgroup ofm bits, which m& be regarded
as a singleg-ary symbol. Thus, theprocessinggain relative to adata symbol
is mG, which indicates an enheed ability to suppressterference. In the
presence ofvidebandGaussiarinterference, the performandmprovement of
guaternary CSK is morthan 2 dBrelative tobinary CSK, but four filters
matched tdfour double-lengthsequences are gqaired. When the chiprate is
fixed, g-ary CSK provides aneans ofincreasing thedata-bit orcode-symbol
ratewithout sacrificing theprocessing gain.

Elimination of thelower branch in Figur@.29(b)leaves aystemthatuses a
single CSKsequence and minimumamount othardware. Th symbol 1 issig-
nified by the transmission of treequence, whereas thgmbol 0 is signified by
the absence oftmansmission.Decisions arenade aftecomparing theenvelope-
detectoroutput with a threshold. Oneproblemwith this system is that the
optimal threshold is dunction of theamplitude of the receivesignal, which
mustsomehow bestimated.Anotherproblem is the degradguerformance of
the symbol synchronizer whanany consecutiveeros are transmittedl'hus,
a systenmwith binary CSK is muchmore practical.

A direct-sequence systemith DPSK signifies the symbol 1 by theans-
mission ofa spreadingequencevithout anychange in the carrigohase; the
symbol 0 is signified by the transmission of tbeme sequencafter a phase
shift of = radians in the carrier phase multiplication of thesignal by ...1. A
matched filter despreads the received direct-sequence signiliisisated in
Figure 2.30. Thefilter output isapplied to astandard DPSK drodulator that
makessymboldecisions. Aranalysis othissystem in the presencewideband
Gaussiarinterferenceandicatesthat it is morethan 2 dBsuperior to the system
with binary CSK.However, the systemvith DPSK ismoresensitive to Doppler
shifts and ismorethan 1 dB inferior to aystemwith coherentbinary PSK.



2.6. DESPREADING WITH MATCHED FILTERS 109

» | Envelope f‘:}.-n}hul
detector synchron.
Received
signal »| Wideband »| Matched
filter filter
v
DPSK (
7 tput
Jutpu

Y

demodulator

Figure 2.30: Receiver fodirect-sequence system with differenti@ase-shift
keying.

Multipath-Resistant Coherent System

Carrier synchronization isssential forthe coherenlemodulation ofa direct-
sequencsignal. Prior to despreadinghe signal-to-interference-plus-noisa&tio
(SINR) may be too low for the received signal to serve asnjpet to a phase-
locked loop that produces a Ipase-coherentarrier. Although the despread
matched-filteroutput has darge SINR near theautocorrelation peak, the av-
erageSINR may bansufficient for aphase-lockedbop. Analternativeapproach
is to use a recirculation lodp produce a synchronized carriguring the main
lobe of the matched-filteoutput.

A recirculation loop, is designed teeinforce a peodic inputsignal by posi-
tive feedback. Adllustrated inFigure 2.31, théeedback elementsre anatten-
uator of gainK and a delayine with delay7, approximating aymbolduration
T,. The basicconceptbehind thisarchitecture is that successisignal pulses
are coherently added while thirerference andhoise are noncoherenthdded,
thereby producing anutputpulsewith an improved SINR. The piedic input

Input z Quiput

K Delay 'E.'

Figure 2.31: Recirculationloop.
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consists ofN symbol pulses such that

N
so(t) =Y _g(t—iTy) (2-202)
i=0
whereg(t) =0 for t < 0 or ¢t > T,. The figureindicatesthat theloop output is

s1(t) = so(t) + Ks1 (t - Ts> (2-203)

Substitution ofthis equation into itself yields

s1(t) = so(t) + Kso (t - T) + K25, (t - 2:/“;) (2-204)

Repeatingthis substitutionprocess: timedeads to
n A ~
si(t) = 3 K™sg (t - st) + K™, [t —(n+ 1)TS] (2-205)
m=0

which indicatesthat s; () increaseswith n if K > 1 and enough inputpulses
are available. To prevent aventual loopmalfunction, K < 1 is a design
requirementhat isassumechenceforth.

During theinterval [T, (n+ 1)T}],n orfewerrecirculations of the symbols

haveoccurred.Sinces; (t) = 0 fort < 0, thesubstitution of (2-202) into (2-205)
yields

n N
MOEDIDIN & (t —mT, - zT) . nly<t<(n+D)T,  (2-206)

This equationindicatesthat if 75 is notexactly equal tdls, then thepulses
do not add coherently, and may combdestructively. However,sinceK < 1,

the effect ofa particularpulsedecreases as increases and wikventually be
negligible. Thedelay7, is designed tmatchT,. Supposéhat thedesignerror

is smallenough that

NI\|T, - T,

<< T, (2-207)

Sincet —mT —iTs = t— (m+4)Ty —m(T: —Ts) andg(t)istime-limited,(2-207)
andn < N implythat only the term in (2-206yith ¢ = n — m contributes
appreciably to the outpufTherefore,

s1(t) ~ Y;: K™g [t Ty —m (T . T)] . nTy<t<(n+ )T, (2-208)
m=0

Let v denotea positive integesuch that K™ isnegligible ifm > v. Consider
an inputpulse of the form

g(t) = A(t)cos2r fot, 0<t < min (TS, TS> (2-209)
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which implies that each of theN pulses in(2-202) has thesameinitial phase.
Assumethat the amplituded(t) varies slowlyenoughthat

A t~nTs—m(Ts-Ts)]zA(t-wnTs), 0<m<v (2-210)

and that thedesignerror issmall enough that

vfe|Ts (2-211)
Then (2-208) to(2-211)yield
51(t) = g (t — nTy) Z Km
m=0
1- K

If Sis the average power in an input pulse, then (2-212) indicates that the
averagepower in anoutput pulseduring theinterval nTs <t < (n + 1)T; is
approximately

1— Kn+1
5, (5

1 2.9
1_K>s, K< (2-213)

If 7%, is large enoughthat therecirculatednoise isuncorrelatedwith the in-
put noise, which has average poweér, then the outpumnoise powerafter n
recirculations is

n
o* D (K

0

m=
1— 2n+2
=0 ( 7 ) K<1 (2-214)

Il

The improvement in the SNR due to the presesfcine recirculationoop is

Sn/0,2 (1 _ Kn—H) (1 "I—K)

I(n,K)= S/o? = 1+ K1) (1-K)
1+ K
< -T2 9
<ST% K<l (2-215)

Since itwas assumedhat K™ isnegligibly smallwhenm > v, themaximum
improvement isnearly attainedwhenn > v. However, theupper bound on
v for the validity of (2-211) decreases as the loop pleser 2r f |7 — Ts|
increases.Thus, K must bedecreased as the phaseor increases. The phase
error of apractical SAW recirculatiofioop may becaused by @gemperature
fluctuation, a Dopplershift, oscillator instability, or an imprecise delay-line
length. Various othetoop imperfectionslimit the achievable value oK and,
hence, the improvement that the loop qaovide [10].
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Figure 2.32: Coherent decision-directed demodulator.

Figure2.32illustrates acoherent decision-directed demodulator for a direct-
sequencesignal with binary PSK and the sanearrier phase at the giening
of eachsymbol. The bandpass matched filtemoves thespreadingwaveform
and producesompressed sinusoidal pulses,iradicated by(2-176) and (2-177)
when A is bipolar. A compressegulse due to a direct-pattignal may be fol-
lowed by one omorecompressed pulses duenultipathsignals, asllustrated
conceptually in Figur@.33(a) for pulsesorresponding to thansmittedsym-
bols 101. Eachcompressed pulse is delayeddne symbol andhenmixed with
the demodulatores outpsymbol. If this symbbis correct, itcoincides with the
samedatasymbolthat ismodulatedonto thecompresseghulse. Consequently,
the mixer renoves the datemodulation angroduces ghase-coheremeference
pulsethat is independent of the data symbol, as illustrateBligure 2.33(b),
where themiddle pulses are inverted in phaselative to thecorresponding
pulses inFigure 2.33(a). The referenpeillses aremplified by arecirculation
loop. The loopoutput and theanatched-filteroutput areapplied to a mixer
that produces the baseband integratgout illustrated in Figure 2.33(c). The
length of the integratioimterval isequal to a symbafluration. Theintegrator
output issampled andapplied to adecision devicehat produces the dataut-
put. Since multipath components are coherently integrated, tieenodulator
provides an improvedgsformance in a fading environment.

Even if the desiredignal multipath components are absent, the coherent
decision-directedeceiver potentially suppresseinterference approximately as
much as the correlator of FiguB14. Thedecision-directed receiver is much
simpler toimplement lecause codacquisition andracking systems are unnec-
essary, but it requires a shapireadingsequence and an accurageirculation
loop. More efficientexploitation ofmultipathcomponents is possibleith rake
combining (Chapter 5).
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Figure 2.33: Conceptual waveforms afemodulator: (a)ynatched-filteroutput,
(b) recirculationloop input oroutput, and (chasebandntegratorinput.

2.7 Rejection of Narrowband Interference

Narrowbandinterferencepresents &rucial problem forspread-spectrum over-
lay systems, which are systems that have been assigned a spectral band already
occupied by arrowbandcommunication systems.Jamming againsttactical
spread-spectrum communications is anotimstance ofnarrowbandinterfer-
ence that may exceed the naturalesistance of gractical spread-spectrum
system, which has &mited processing gain. There are awide variety of
techniques that supplement the inherability of a drect-sequenceystem
to rejectnarrowbandinterference[ll], [12]. All of the techniques directly or
indirectly exploit the spectraldisparity between thenarrowbandinterference
and the widebandlirect-sequence signal. The masieful methods can be
classified adime-domain adaptivéltering, transform-domairprocessing, non-
linear filtering, or code-aidedtechniques. The genertdrm of areceiverthat
rejectsnarrowband interference amtémodulates direct-sequencsignal with
binary PSK is shown in Figur234. Theprocessor, whiclfiollows the chip-rate
sampling of thebaseband signalmplements one of the rejection methods.
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Figure 2.34: Direct-sequenceeceiverwith processor forejecting narrowband
interference.

Time-Domain Adaptive Filtering

A time-domain adaptive filter [13] fointerferencesuppressionprocesses the
baseband samplealues of a received signal &mlaptively estimate thimterfer-
ence. Thisestimate issubtracted from the samplalues,therebycanceling the
interference. Thedaptivefilter is primarily apredictive systemthat exploits
the inherent predictabilitpf a narrowbandsignal toform an accurateeplica
of it for the subtraction.Since the widkand desiredsignal is largelyunpre-
dictable, itdoes notsignificantlyimpede theprediction of a narrowbansignal.
When adaptivdiltering is used, theprocessor in Figure 2.34 has tfem of
Figure 2.35(a).The adaptivdilter may be aone-sided or two-sidettansversal
filter.

The two-sided adaptive transversélter multiplies each tapoutput by a
weight except for thecentral tapoutput, asdiagrammed inFigure 2.35(b).
This filter is an interpolator in that ituses both past and futureamples to
estimate the value besubtracted. Théwo-sidedfilter provides abetter per-
formancethan theone-sidedilter, which is apredictor. Theadaptivealgorithm
of the weight-control mechanism tesigned toadjust the weights sthat the
power in thefilter output isminimized. Thedirect-sequenceomponents of
the tap outputs, hich are delayed by integemultiples ofa chipduration, are
largely uncorrelated witleachother, but thenarrowbandinterferencecompo-
nents are strongly correlated. Asresult, theadaptivealgorithm causes the
interferencecancellation in thdilter output, but thelirect-sequence signal is
largelyunaffected.

An adaptive filterwith 2N + 1 tapsand N weights, as shown ifigure
2.35(b), has inpuvtector atiterationk given by

x(k) = [z1(k) zo(k) ... zon(K)])T (2-216)
and weight vector
W(k) = [Wen (k) W_ng1(k)... W_i(k) Wi(k)... Wy (k)" (2-217)

where T denotes thdranspose and the central taptput, which is denoted
by d, has been excluddgdom x. Since coherent demodulation produces=al-
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Figure 2.35: (a) Processor usin@daptive filter and (b)}wo-sided adaptive
transversafilter.

valuedinputs to theadaptive filter,x(k) andW(k) arassumed to have real-
valued components. The symmetric correlation matrix of x is defind,gs=
E[xxT]. The cross-correlation vector is defined &, = E[xd]. Accordiing
the Wiener-Hopf equatiofAppendix B), theoptimal weéght vector is

Wi =R Ruq (2-218)

The least-mean-square (LMS) algorithm (Appendix B) computes the weight
vector atiterationk as

W(k) = W(k — 1) + pepx(k) (2-119)

wheree, = d —y; is the estimation errog, = W7 (k)x(k) is the filter output,
and ¢ is the adaptation constant, whiobntrols the rate ofonvergace of
the algorithm. Theoutput of the adaptive filter isx, which is gplied to the
despreader. Under certain conditions, the mean weigictor onverges to
W, after a number of iterations of the adaptive algorithm. If it is assumed



116 CHAPTER 2. DIRECT-SEQUENCE SYSTEMS

Input 4

samples " @ » To despreader
I

Refined
v interference
Bit estimate

_| Adaptive
2 - filter

® o Symbols from

T decision device

NpPi-G

Figure2.36: Processawith decision-directed adaptividter.

that W = Wy, then astraightforward argsis indicatesthat the adaptive
transversafilter provides a substantial suppressiomafrowband interference
[11]. Although the interference suppression increases with the number of taps,
it is always incomplete if thénterference has nonzerobandwidth because

a finite-impulse-response filter can only place a fimtenber ofzeros in the
frequency domain.

The adaptivaransversalfilter is inhibited by the presence direct-sequence
components irthe filter inputvectorx(k). Theseomponents can be suppressed
by using decision-directetbedback, ashown in Figure 2.36Previously de-
tected symbolsremodulate the spreadirgpquence delayed b$ chips (long
sequence) or onperiod of the speadingsequencgshort sequence)After an
amplitudecompensation by a factgr thesultingsequencerovides estimates
of the direct-sequenceomponents of previougsiput sanples. Asubtraction
then providesestimated samplealues of theinterference plusoisethat are
largely freeof direct-sequenceontamination. Thesesamples are then applied
to an adaptive transversal filtdrat has the form dfigure 2.35 except that it
has no central tapThe transversal filteoutputconsists ofefinedinterference
estimatesthat are subtracteffom the inputsamples to producsamplesthat
haverelatively small nterferencecomponents. An erroneous symbiaim the
decision device causes amhancedlirect-sequenceomponent insamples ap-
plied to thetransversal filter, and error propagationpisssible. However, for
moderatevalues of thesignal-to-interference ratio at teput, theperformance
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is not degradedsignificantly.

Adaptivefiltering is only effectiveafter theconvergence of the apive al-
gorithm, which may not beable totrack time-varyinginterference. In contrast,
transform-domairprocessing suppress@gerference knost instantaneously.

Transform-Domain Processing

The input of atransform-domain processor could be a continuous-tieoeived
signalthat feeds aeal-time Fouriertransformerimplemented as a chirpgans-
form processor[1l]. In a more versatilemplementation, which iglepicted in
Figure 2.37 andassumechenceforth, thénput consists of the outpusamples
of a chip-matchedilter. Blocks of these sampldeed adiscrete-time Fourier or
wavelet transformer. Thdransform is selected so that thransform-domain
forms of the dsired signal andnterference aresasily distinguished. Ideally, the
transformproduces interferenceomponentghat areconfined to a few trans-
form binswhile thedesired-signatomponentdhavenearly thesamemagnitude
in all the transformbins. A simpleexciser carthen suppress thénterference
with little impact on thedesired signal bysetting to zero the components in
bins containing thenterference. Thelecision as to whiclbins contain in-
terference can bbeased on theomparison okachcomponent to ahreshold.
After the excisionoperation, thedesiredsignal is largely restored by the inverse
transformer.

Input

samples

S S T Inverse
———— | Transformer »| Exciser

. — To despreader
transformer

Figure 2.37: Transform-domaimprocessor.

Much better performance agat stationary narrowband interference may
be obtained byusing atransform-domain adaptivélter as theexciser [14].
This filter adjusts asingle nonbinaryweight at eactiransform-binoutput. The
adaptivealgorithm isdesigned taminimize thedifferencebetween the weighted
transform and alesired signal that is the transform of t@readingsequence
used by theinput block of the processor. If the direct-sequence signaks
the same short spreadirmpquence for eactlata symbol andeach processor
input block includes thechips for a singledlatasymbol, then thedesired-signal
transform may be stored inraad-only memory.However, if along spreading
sequence isised,then thedesired-signatransform must beantinuouslypro-
ducedfrom the output of theeceiverescodegenerator. Thenain disadvantage
of the adaptive filter ighat its convergence rate may be insufficient ttack
rapidly time-varyinginterference.

A transform thatoperates on disjoinblocks of N input samples may be
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defined in terms oN orthonormal, N-componentbasisvectors:
b; = [bq biz- -t ,  i=1,2,...,N (2-220)

which span a linear vector space of dimensionSikice the components may
be complex numbers, the orthonormalityplies that

0, i#k
S (2-221)
where Hdenotes the complex conjugate of the transpose. The input block
x=[z; z3...2n]" (2-222)
may be expressed in terms of the basis as
N
x= cip; (2-223)
i=1
where
ca=0¢"x, i=12,...N (2-224)

If the discrete Fourietransform is usedtheng¢,;, = exp(j2wik/N), where
j=+-L

The transformeextracts thevector

c=[c;ea ... en)” (2-225)
by computing
c=Bx (2-226)
whereB is the unitary matrix of basis vectors:
B=[b, ¢ ... byl (2-227)
The exciser weights each component of the transfolmy computing
e=W,c (2-228)

where W, is theN x N diagonalweight matrix with diagonal element3v,,
Wa, ..., Wy . The inversetransformer therproduces theexcisedblock that
is applied to the despreader:

z=z z...2n]] =Be=B Wyc=B W;B7x (2-229)

If there were noweighting, theriW, = I. SinceBB¥ =1, z = x would result,
as expected when theansformer and inverse traformer are intandem. In
general, thediagonalelements oW, areither set by a thresholdevice fed
by c or they are the outputs of the weight-control mechanism of an adaptive
filter. When N equals tke processing gairG and the inputcomprises the
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unmodulated spreadirggquence, théespreadecorrelates itsnput block with
the appropriatsegment of thepreadingsequence to form thaéecisionvariable:

G
V=> pz (2-230)
i=1

The filtering anddespreading can be simultaneousérformed in therans-
form domain. Let
p=[p1p2 ... pcl” (2-231)

denote a synchronous replica of $readingsequencewhich is generated by
the receiver codgenerator. Ther§2-229) to (2-231)give

V=pTz=p'BW,e (2-232)

Thus, if the spreadingequence is used faroduce the matrip”’BW,, then
the product of thisnatrix andthe transformc gives V without theneed for an
inversetransformer and a separate despreader.

Nonlinear Filtering

By modeling thenarrowband interference gmrt of adynamiclinear system,
one can use the Kalman-Buditer [13] to extract an optimal linear estimate
of the interference.A subtraction ofthis estimatefrom the filter inputthen
removes darge part of the interferenckom thedespreademput. However, a
superior nonlinear filter can be designeddpproximating an extension of the
Kalman-Bucy flter.

Consider theestimation of amm x 1  stateector x, ofa dynamicsystem
based on thex1 observationvectorz,. Letg, denote thexxn staté&ransition
matrix, H, anr x n observationmatrix, andu, and v, disturbancevectors
of dimensionse x 1 andr x 1, respectively.According to thelinear dynamic
systemmodel, the state andbservation vectorsatisfy

Xk+1 = QpXp + g, 0Lk < o0 (2-233)

zr = HpXg + vi, 0<k<oo (2-234)

It is assumedhat thesequencegu,},{vi} ar@mdependensequences of in-
dependentzero-meanrandomvectorsthat arealso independent of thénitial
statexo. Thecovariance oy isE [ugul | = Qk. Let Z% = (21, 2z, ... z)
denote the first k observation vectors. Lgtz,|Z*~1) and f(xx|Z*~!) de-
note theprobability density functions ofz, andx;, respectively, conditioned
on zk=1, A fundamentakesult of estimation theoris that the estimatex;,
that minimizes thenean-norm-squareetror £ [||x,c - ik||2] isthe expectation
conditioned onz*:

% = E [x4 | 2] (2-235)
The corresponding conditional covariancedénoted by

Py=F [(xk ~ %) (xx ~ %) " IZk] (2-236)
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From (2-233), itfollows that theexpectation ok, conditioned az*—! s

X = E [x |27 ] = ¢p_1%u—1 (2-237)
The covariance aof, conditioned onZ%~1 is defined as

My = E [(x,c — %) (x — %) T |Z’H] (2-238)

The followingtheorem due tdMasreliez[15] extends thé&alman-Bucyfilter.

Theorem Assume that f(xx|Z¥~!) is aGaussian densitwith meanxy
andn x n covariancamatrix Mg, and thatf(zx|Z*~!) idwice differentiable
with respect to theomponents of,. Then theconditional expectatiork, and
the conditionalcovarianceP,, satisfy

% = X + MHE g (24) (2-239)

Pi = M, — M H? Gy, (zx) HyM,, (2-240)
M1 = ¢, Prdy + Qi (2-241)

Rit1 = OpXi (2-242)

where gi(z,) isan r x 1 vectorwith components

1 of (zi |ZF71)

{gk (z)}, = — T Z5T) B, (2-243)
Gyi(zx) is anr x » matrixwith elements
0 X
{Gx (Zk)}ij = ——{'g‘gi——“zjk)h (2-244)

andzg; is the jth component af.

Proof: Whenx; is given, (2-234ndicatesthatz, isindependent ofZ*~!.
Therefore Bayeserule gives

f(xe|Z571) f (2 %)
fz|2%1)

With the concisenotationb = [f(zx|Z*~1)]~!, (2-235) and the fadhat a
density is ascalarfunctionyield

(xi | Z*) (2-245)

%e—%p = b Rn(xk—m)f(zuxk)f(x:cIZ’“‘l)ka

= WMy [ f(zelxr) Myt (ki — %x) f (xk | 2571 dxy,
Rn

Using the Gaussianlensity f(x|Z*~1!), (2237), and (2-238)and then inte-
grating by partswe obtain

0
R —RXp = —ka/ f zk|xk)6 (xk,Zk 1)dx;C

ka/ f(XkIZk l) Z;c ]xk)dxk
Rn
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where then x 1 gradientectord/0x, hasd/0zy; as itkh component. Equa-
tion (2-234) impliesthat

15} 19] 0
af(zk |xe) = E;va (z& — Hpxg) = —H",crgz—kfv (zk — Hpexy)

I

o
~H£;9;;f (zx Xk )

wheref,( ) is the density of,. Substitution of this equation into the preceding
one gives

- - 0
X — X = —kaHZ/ f (Xk le—l) ——a f (Zk [xk ) dx,c
Rn Z)

= —kaHfgi—k-\/R;" f (Xk ,Zk_l) f(zk ka)ka

where thesecondequality resultsbecausef(x,|Z*~1) is not function of z.
Substituting(2-245) into this equation and evaluating the integral, we obtain
(2-239).

To derive (2-240), we add and subtragf,  (R-236) andsimplify, which
gives

P.=F [(Xk - ik) (Xk — )_(k)T ’Zk] — (fck — )_(k) ()A{k - )_(k)T

The seconderm of thisequation may besvaluated bysubstituting (2-239).
The firstterm may be evaated ina similarmanner as thelerivation of (2-
239) exceptthat anintegration by partsnust be done twiceAfter a tedious
calculation, weobtain (2-240). Equation(2-241) is derived bwsing the def-
inition of Mgy given by (2-238) and thesubstituting(2-233), (2-237), and
(2-236). Equation (2-242) follow&rom (2-237)J
The filter defined bythis theorem is the Kalman-Budijter if f(zx|Z*~1)

is a Gaussian density. Sin&234) and(2-238)indicatethat thecovariance of
z;, conditioned onz*~! id,MH{ + Rk, whereR; = E [v,v{], aGaussian
density impliesthat

gk (z) = (HyMH{ + Rk)~1 (7 — HgXy) (2-246)

Gp (zx) = (HeMHY + Ry~ (2-247)

Substitution ofthese twoequationsinto (2-239) and (2-240) yields thesual
Kalman-Bucy equations.
To apply this theoma to the interferenceuppressiorproblem, the narrow-

band inerferencesequencdiz} at the filténput is modeled as an autoregres-
sive processthat satisfies

q
ix = Z Prik—1 + ek (2-248)
1=1



122 CHAPTER 2. DIRECT-SEQUENCE SYSTEMS

whereey, isa white Gaussiarprocesswith variances? and thés,} akmown
to the receiver.The state-spaceepresentation of theystem is

Xk = PXp_1 + ug (2-249)
2, = Hxg + v, (2—250)
where i
X = [k Gkt e Gkeqi1] (2-251)
¢ Py - bg-1 P
1 0 ... 0 0
0 0 1 0
w=[e; 0 ... 07 (2-253)
H=[1 0 ... 0 (2-254)

The observatiomoisewv, is the sum of thdirect-sequence signal, and the
white Gaussiamoiseny,:

Vi = Sk + N (2-255)
Since thefirst component of the state vectog is tfterferencei,, thestate

estimateH%, provides aimterference estimate that can bebtractedfrom
the received signdb cancel the interference.

For a random spreadisgquences, = +¢  0fc¢ with equal probability. If
nk IS zero-mean and Gaussiasith variances?, thenv, hasthe density

fu(0) = 5Nz (v =) + 3 Noa (v+) (2-256)

where

1 z2
Naz (I) = o exp{ — m (2—257)

For thisnon-Gaussiamensity, the optimalilter that computes the exact con-
ditional mean given by (2-235) imonlinearwith exponentially increasing com-
plexity and, thus, isimpractical. Thedensity f(xx|Z*~!) isnot Gaussian as
required byMasreliezestheorem. However, byassumingthat this density is
approximately Gassian, we can use results of ttheorem toderive theap-
proximate conditional mean (ACMjlter [16].
Conditioned onz*~! and,, thexpected value of, iBI%; + s; Sincexy

andn, are independent gf. From thedefinition ofM, and (2-250), itollows

that theconditional variance of;, is
o2 =HM,; HT 4+ 52 (2-258)

Since f(xx|Z*~!) isapproximated by Gaussiamlensity, weobtain

1 1
fla|2F71) = 5 No2 (zx — HXp — ) + 5 No2 (25 — HX, + ) (2-259)
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Substitution of this equi@mn into (2-243) and(2-244)yields

1 Ceg
9k (zi) = = {ek — ctanh (;g)] (2-260)
G 1 c? b2 Cek
g (2g) = 0_3 1-— U—Zsec ) (2-261)
where theinnovation or predictiomesidual is
€ — 2 — H)—(k = Zk — Zk (2—262)
and
Zr = HX) (2—263)

is the predictedobservationbased orz*~!. Thepdateequations of the ACM
filter are given by (2-239) to(2-242) and (2-260) to (2-263). The difference
between the ACMfilter and the Kalman-Bucyfilter is the presence of the
nonlineartanh andsechfunctions in(2-260) and(2-261).

Adaptive ACM filter

In practicalapplications, theelements of thenatrix ¢ in (2-252) areinknown
and may varywith time. To copewith theseproblems, amdaptive &orithm
that can track the interference is desirable. &daptive ACM filter receives
zx = 1% + Sk + ni and produceghe interferencesstimate denoted by. The
output of thefilter is denoted by, = 2z, — z; and ideally iss, +n, plus a small
residual ofi,. An adaptive transversdilter is embedded in th adaptive ACM
filter. To use thestructure of thenonlinear ACMfilter, we observethat the
secondterm inside the brackets if2-260) would be absenif s were absent.
Thereforectanh(cex/o2) may be interpreted assoft decision on thelirect-
sequencesignal s,. Theinput to theadaptive transversal filter at time is
taken to be the differendeetween the@bservationz;, and thsoft decision:

Zi = 2z — ctanh <%€2ﬁ> = Zr + p (€k) (2-264)

where
p (€x) = €, — ctanh <CU—6§—> (2-265)

The input2, is areasonable estimate of the interference that is improved by
the adaptivefilter. The architecture of th@ne-sidedadaptive ACM filter [18]
is shown in Figure®.38. Theoutput of theN-tap transversal filter provides the
interference estimate

Zr = WT(k)zy, (2-266)

where W (k) is theweight vector and

Z = [Fro1 Zre2 .. Fken] (2-267)
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Figure2.38: Adaptive ACMfilter.

which is extractedfrom the filtertaps. Wherg, hasnly a small component
due tosg, the filtercan effectively track thenterference, and, is good
estimate othis interference.

A normalized version of the LM&lgorithm for theadaptive ACMfilter is
given by theweight-updatesquation:

W(k) = W(k— 1)+ ’;f-f (B — 2) 2k (2-268)

wherep, is the adaptation constant apd  iseatimate of the inpupower
iteratively determined by

Tk = Tk—1+ o [|iki2 - Tk—l] (2-269)

The division byr, in (2-268) normalizes tlagorithm by making thehoice
of an appropriates, fofast convergence and gooperformancemuch less
dependent on thimput power level.

The calculation of(e;) requires the estimationodf If the  produced
by the adaptive filter approximates the prediction residugPet63), then (2-
262), (2-260), (2-255), and (2-238mply that var(e?) =~ o2 + c2. Therefore,
if var(e2) is estimated bycomputing the sample variance of the fil@utput,
then the subtraction ef from the sample variancgives an estimate aof?.

A figure of merit for filters is the SINR improvement, which is the ratio of
the outputSINR to theinput SINR. Since thélters of concerndo not change
the signal power, th8INR improvement is

E {Izk - sklz}

R=—————= (2-270)

E{|€k - Sk|2}
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In terms ofthis performancaneasure, the nonlineadaptive ACM filter has
beenfound toprovide much bettesuppression of narrowbarwiterferencahan
the linearKalman-Bucy filter if thenoise power inn; islessthan the diect-
sequence signal powersp.  If thetter condition imot satisfied, thadvantage
is small orabsent. Disadvantagesipparent from(2-265) are theequirements
to estimate thgparameterg and? and tompute oistore thetanh function.
At the cost of dditional complexity anddelay, anonlinearadaptive interpolator
[17] gives a slighperformancegain.

The preceding linear and nonlineaethods are primarilpredictive meth-
ods thatexploit theinherent predictability of narrowband interference. Further
improvements ininterferencesuppression argheoretically possible byusing
code-aided methodsyhich exploit thepredictability of the spread-spectrusig-
nal itself[18]. Most of thesamethods ardased ormethods thatvere originally
developed formultiuserdetection(Chapter 6). Some ofthem can potentially
be used tesimultaneously suppress botlrrowband interference andultiple-
accessnterference.However, code-aidethethods requirevenmore computa-
tion andparameterestimationthan the ACMfilter, and themost powerful of
the adaptive methods are practically for short spreadingequences.

2.8 Problems

1. Consider ainear feedback shift registevith characteristicpolynomial
f(z) = 1+ z3. Find all possiblestate sequences.

2. Derive (2-44)using the steps specifiad the text.

3. The characteristipolynomial associatedvith a linear feedbackshift reg-
ister isf(z) = 1+ 2% + 23+ 25+ 2% . Theinitial state isag = ay = 0,a2 =
as = a4 = a5 = 1 . Use polynomiallong division todetermine thdirst
nine bits of theoutput sequence.

4. If the characteristic polynomiahssociatedwith a linear feedback shift
register isl + =™, what is thelinear recurrencerelation? Write the
generatingfunction associatedvith the output sequence. What is the
period of theoutputsequence?Derive it by polynomial lorg division.

5. Prove byexhaustivesearchthat thepolynomial f(z) = 1 + z% + z3 is
primitive.

6. Derive thecharacteristidunction of thelinearequivalent ofFigure2.12(a).
Verify the structure ofFigure 2.12(b) anderive theinitial contents indi-
cated in thefigure.

7. This problem illustrates the limitations @fn approximatemodel in an
extremecase. Supposethat tone interference at the carrier frequency
is coherentwith a PSKdirect-sequencsignal sothat ¢ = 0 in (2-92).
Assume thatNyg — 0 andy; > kI7T. . Showthat P, = 0. Show
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that thegeneraltone-interferencenodel ofSection 2.2 leads to @onzero
approximate epression forP; .

. Derive (2-116) using thesteps specifiedn thetext.

. To assess theffect of widebandiltering on the thermahoise, we may

substitutebNy inplace of Ny, whereb is the factor that accounts for the
presence of the filter. Shothat for anideal rectangular bandpadster
of bandwidth W.

WT,/2
b=2 / sinc*(z)dz
0

If WT, > 2,then0.9 <5< 1.0, and the impact of the widebafildering
is modest or small.

Derive (2-131) and(2-132) using theresults of Setion 2.2.
Derive (2-138) and(2-139) using the results dection2.2.
Derive the expression faE[V | ¢, k1, k2, do] that leads to(2-142).

Use the generahterferencemodel toplot P, versus GS/I for dual and
balancedquadriphasedirect-sequence systemwgth tone interference at
the carrier frequency and,/No = 20 dB. Observethat the balanced
system has moréhan a 2 dBadvantage aP, = 1076,

Consider a direct-sequence systeith binary PSK, arequired; = 1075,
and Ny = 0. How much additiongbower isrequiredagainst worst-case
pulsedinterferencebeyondthat required adast continuousinterference.

UseQ(v/20) = 107°.

For a direct-sequencgystem withbinary DPSK,P; = 1 exp(E,/No) in
the presence ofvhite Gaussian noise. Derive the worst-cakey cycle
and Ps for strongoulsedinterference when thpower spetral density of
continuousinterference isl;. Show that DPSK has a mor¢han 3 dB

disadvantageelative toPSK against worst-caspulsedinterference when
E./I is large.

What are thevalues ofE[Mylv] andvar[Mylv] for thevhite noisemetric
and for the AGC metric?

Expand (2-175) todetermine the degradation i (to +T)  whgp# 0
and the chipvaveform isrectangular.

Evaluate theimpulse response of transversafilter with the form of
Figure 2.26. Show that thisimpulseresponse is equal tihat of afilter
matched t;(t)cos(27f.t + 6).
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Consider an elastimavolver forwhich L/v = nT forsomepositiveinteger
n andg{t) = p(T —t), wherep(t) is theperiodicspreadingvaveform. The
receivedsignal isf(t) = Ap(t—tg), where A is gpositiveconstant.Express
A,(t) as a function oR,( ), theeriodic autocorrelation dhe spreading
waveform. How mighthis result be applied to acquisition?

Consider the soft-decisiderm in (2-264). What are its Viaes asr, — oo
and ass, — 07 Give aengineeringinterpretation otheseresults.
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Chapter 3

Frequency-Hopping
Systems

3.1 Concepts and Characteristics

Frequency hoppings the periodic changingf the carrieffrequency ofa trans-
mitted signal. Thesequence otarrier frequencies is called tHfeequency-
hopping pattern. The set ofM possiblecarrier frequencies f1, fa,..., fam} IS
called thehopset. The rate atvhich thecarrier frequency chmges is called the
hop rate. Hopping occursver afrequencybandcalled thehopping bandhat
includesM frequency channel€achfrequencychannel isdefined as apectral
region that includes aingle carrier frequency of théopset as its centdre-
guency and has a bandwidBhlargeenough to inlude most of the power in a
signal pulsevith aspecific carrier frequencyrigure 3.1 illustrates the frequency
channelsassociatedvith a particular frequency-hoppinpattern. The time in-
terval between hops is called theop interval. Its duration iscalled thehop
durationand is denoted by;,. THeopping band habandwidthiW > M B.

Figure 3.2depicts the generdbrm of afrequency-hoppingsystem. The
frequencysynthesizers (Sectiah4) produce frequency-hopping patteheter-
mined by the time-varyingnultilevel sequencspecified by theoutput bits of
the codegenerators. In théransmitter, tle data-modulated signal imixed
with the synthesizemutput pattern to producéhe frequency-hoppingignal.
If the datamodulation issomeform ofanglemodulationg(t), then the received
signal for theith hop is

s(t) = V2Scos 2n fit + (t) + ;] , (6 — 1)Th <t <iTy (3-1)

where S is the averagpower, f; is the carrier frequency for thi®p, and
¢; is a randomphase angle for th&h hop. The frequency-hopping pattern
produced by theeceiversynthesizer isynchronizedvith the pattern produced
by the transmitter, but isffset by a fixedntermediatefrequency, which may
be zero. The mixing operatioamoves thérequency-hoppingattern fromthe



130 CHAPTER 3. FREQUENCY-HOPPING SYSTEMS

Frequency
-t H
-
W 3 - .
— ... »Ti
- P ime

Figure3.1: Frequency-hoppingatterns.

(a)
FH signal
Dat—a’ Modulator > g
Oscillator Ffecluerlcy
synthesizer
[ E X ]
Code
generator
® Dehopped
: o
B ] B B Demodulator | Output
filter
Fm‘quer_\cy Synchronization
synthesizer
system
bt T -~
Code i
generator

Figure3.2: Generaform offrequency-hoppingystem: (afransmitter and (b)
receiver.
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received signahnd, hence, iscalled dehopping.The mixeroutput isapplied to
a bandpass filtethat excludesdouble-frequency components apdwer that

originated outside thappropriate frequencghannel andproduces thelata-

modulateddehopped signalvhich has théorm of (3-1) with f; replaced by the
intermediatdrequency.

Although it provides no advantagegainstwhite noise, frequency hopping
enablessignals to hop out ofrequencychannelswith interference orslow
frequency-selectivéading. Tofully exploit this capabilityagainstnarrowband
interferencesignals, disjoint frequencychannels areecessary. Thelisjoint
channels may beontiguous orhave unusedspectral regions betweethem.
Some spectralregions with steadyinterference or ausceptibility tofading
may be omittedrom the hopset, gorocesscalled spectral notching.Multiple
frequency-shiftkeying (MFSK) differs fundamentallyfrom frequency hopping
in that all theMFSK subchannels affeetachreceiver decision. Nescapgrom
or avoidance of gubchanneWwith interference igpossible.

To ensure theecrecy anduinpredictably of thdrequency-hoppingattern,
the patternshould be gseudorandonsequence dfrequencies. Thesequence
shouldhave alargeperiod and ainiform distributionover thefrequencychan-
nels andshould be generated by a multilevel sequemita alarge linearspan.
The large periogbrevents theapture andtorage of geriod of thepattern by
an opponent. Thdinear spanof a multilevel sequence is ttemallest degree
of any linear rearsionthat thesequencesatisfies. A large lineaspaninhibits
the reconstruction of thpattern from ashort segment of it. The set afon-
trol bits produced by theode generator usually constitutes a symbol drawn
from a finite fieldwith the necessanproperties. Afrequency-hopping pattern
is obtainedby associating distinct frequencywith eachsymbol. Anumber of
methodshave beerfound toensure a large linear spgt, [2].

An architecture thaenhances thdéransmission securityy encrypting the
control bits isshown inFigure 3.3. Thespecific algorithm for generating the
control bits is determined by the kapd the time-of-dayTOD). Thekey, which
is the ultimatesource ofecurity, is a set of bits that athangednfrequently
and must be kept secret. The T@Da setof bits that arederived from the
stages of the TODauinter and changeith everytransition of the TODclock.
For example, the key might change dawile the TOD might change every
second. Thepurpose of the TOD iso vary the generatoralgorithm without
constantly changing thkey. In effect, thegenerator algorithnis controlled
by a time-varyingkey. The codeclock, which regulates thehanges obtate
in the codegenerator andhereby controls théop rate,operates at much
higher ratethan the TODclock. In areceiver, thecode clock isproduced by
the synchronizatiosystem. Inboth the transmitter and threceiver, the TOD
clock may be derivefrom thecodeclock.

A frequency-hoppingulsewith afixed carrierfrequency occursluring a
portion of the hopnterval called thedwell interval. As illustrated in Figur&.4,
the dwell time isthe duration of thelwell interval during which the channel
symbols aretransmitted. The homurationT} isequal to the sum of the
dwell time T; and the switching tim&;,,. Thswitching timeis equal to the
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dead timewhich is theduration of thenterval when no signal ipresent, plus
the rise and fall times of pulse. Even if theswitchingtime is absent in the
transmitted signal, it will be present in the dehopped signal in the receiver
because of themperfect synchronization ofeceived andreceiver-generated
waveforms. Thenonzero switchingtime, which may includean intentional
guard time,decreases theansmittedsymbol durationZs. IfTy, is thesymbol
duration in theabsence ofrequencyhopping, thenIl; = Ty (T4/Th). The
reduction insymbol durationexpands the transmittespectrum and thereby
reduces the number @fequencychannels wthin afixed hopping band.Since
the receiverfiltering will ensurethat rise and fdl times of pulses havedurations
on the order of aymbolduration,Ts,, > T, inpracticalsystems. Implementing
a short switching timéecomes an obstacle as the hop raerehses.
Frequencyhopping may belassified as fast aslow. Fast frequency hopping
occurs if there is mordhanone hop foreachinformationsymbol. Slow frequency
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hoppingoccurs if one or moranformationsymbols ardransmitted in théime
interval betweerfrequencyhops. Athoughthesedefinitions do not refer to the
hop rate,fast frequency hopping is aoption only if a hop rate thagxceeds
the information-symbol rate can be implement&low frequency hopping is
usually preferable because thdransmittedwaveform is much more spectrally
compact(cf. Table3.1, Sction 3.2) and the overheadst of theswitchingtime
is reduced.

Let M denote the hopset siz8, denote thébandwidth of frequencyghan-
nels, andF; denote theminimum separation between adjacetarriers in a
hopset. Forfull protection against stationary narrowbandinterference and
jamming, it isdesirablethat F;, > B sothat the frequencghannels are nearly
spectrally disjoint. A hop thernables theransmittedsignal to escape the
interference im frequencychannel.

To obtain the fulladvantage of bloclor convolutional channetodes in a
slow frequency-hoppingystem, it isimportant tointerleave thecode symbols
in such a waythat thesymbol errors in acodeword or constraintlength are
independent (fohard-decision decoding) éhat thesymbols are degraded inde-
pendently (forsoft-decisiondecoding). Infrequency-hoppingystemsoperating
over afrequency-selective fadinghannel(Chapter 5), theealization of this in-
dependenceequires certain constraintsamong tle systemparametervalues.
Symbolerrors are independent if the fading is independergathfrequency
channel anegachsymbol is transmitted in a different frequency channekath
of the interleavedodesymbols istransmitted at theamelocation ineach hop
dwell interval, thenadjacentsymbols are separated By after the interleaving.
Thus, asufficient condition for nearly independersymbol errors is

Th Z Tcoh (3‘2)

whereT,,, is thecoherencetime of the fadingchannel. Another sufficient
condition for nearly independent symbol errors is

Fs 2 Bcoh (3‘3)

whereB.,; is thecoherencebandwidth ofthe fading channel. Fopractical
mobile communication networkwith hoprates egeeding 100hops/s, (3-2) is

rarely satisfied. For a hopping band with bandwidth W, and a hopset with

a uniform carrierseparation,F; = W/M > B. Thus(3-3) implies that the
number of frequencychannels is constrained by

w

< 7 -
~ max(B, Beon) (3-4)

if nearly independent symbol errors are to be ensured. If (3-4) isatigfied,
there will be aperformanceloss due to the correlatesyymbol errors.If B <
Beon, equalization willnot benecessary because the chanmahsfer function
is nearlyflat over each frequency channéd.B > B.., either equalization may
be used to prevenintersymbolinterference or a multicarriemodulation may
be combined with the frequency pyng.
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Let = denote the length of lllock codeword or theonstraintlength of a
convolutional code. Lefy, denote tmeaximum tolerable processin delay.
Since the delay caused lopding and ideal interleavingver n hops is(n —
1)Tw + T, andn distinct frequencgeare desired,

n gmin<M,1+n—elj—Tf> (3-5)
Th

is required. Ifthis inequality isnot satisfied, then nonideahterleaving is

necessary, andome performancdegradatiorresults.

Frequency-selective éing and Doppler shifts make difficult to maintain
phase coherence from hop to hop betwequencysynthesizers in the trans-
mitter and theeceiver. Furthermore, théime-varying delay between tHee-
guencychanges of the received sigreald those of the synthesizeutput in
the receivercauses thehase Bift in the dehoppedsignal to differ for each
hop interval. Thus, practicafrequency-hoppingystems usaoncoherent or
differentially coherentdemodulatoraunless a pilot signal is available, the hop
duration isvery long, orelaborateiterative phase estimatiofperhaps as part
of turbodecoding) isused.

In military gpplications, the ability ofrequency-hoppingystems to avoid
interference ispotentially neitralized by arepeater jammer (als&known as a
follower jamme), which is a device that intercepts a signal, processes it, and
then transmits jamming at tlamecenterfrequency. To be effectivagainst a
frequency-hoppingystem, thgammingenergymustreach thevictim receiver
before it hopgo a new set ofrequencychannels. Thus, the hop rate is the
critical factor inprotecting asystemagainst arepeatejammer. Required hop
rates and the limitations oépeatejamming areanalyzed inreference[3].

3.2 Modulations

MFSK

An FH/MFSK systemusesMFSK as itsdata modulation. One gffrequencies
is selected as the carrier or cerftequency foreachtransmittedsymbol, and
the set ofy possiblérequencieschangesvith eachhop. Thegeneraltransmit-

ter of Figure 3.2(a) can be simplifiddr an FH/MFSKsystem, asllustrated

in Figure 3.5(a), where theode generatoroutput bits and the digitainput

are combined taletermine the frequencgenerated by theynthesizer. An
FH/MFSK signal has the form

oo Np-1

s(t) =v28 3 N wlt—i(NaTe+Tow)~ITs] cosl2m(fit fu)t+dy+dy] (3-6)

i=—o0 [=0

whereS = &, /T, is theaverage signgbower during alwell interval, w(t) is a
unit-amplituderectangularpulse ofdurationTs, Ny is the number afymbols
per dwellinterval, f; isthe carrieffrequencyduringdwellintervalz, f; + f;; is
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Figure 3.5: FH/MFSK (a) transmitter and (bYeceiver.

the MFSKfrequencyused forsymbol! of dwell ntervali, ¢, is thephase at the
beginning odwell intervali, andy,, is th@hase associated witMiFSK symbol
!l duringdwell interval 2. If the MFSK is phaseontinuousfrom symbol tosym-
bol, theng,, = 0; otherwise, itmay bemodeled as aandomvariable uniformly
distributedover [0,27). Theimplementation ophasecontinuity is highlydesir-
able topreventexcessivespectral splatteoutside a frequencghannel (Section
3.3).

In an FH/MFSKsystem,each of they frequencies otones in an MFSK set
can be considered as thenterfrequency of arMFSK subchannel. Therefore,
the effective number of frequency channéds

M, =qM (3-7)

whereM is the hopsesize. In thestandard implementation, tlRe subchannels
of eachMFSK set are contiguous, amdch setonstitutes a frequenaghannel
within the hopping band. Fononcoherenbrthogonalsignals, theMIFSK tones

must be separategihoughthat areceived signaproduces negligibleesponses

in the incorrect subchannels. Akown subsequentlyhe frequencyseparation

must befy = k/Ts, wheré is nonzerointeger, andl, denotes thesymbol
duration. To maximize the hopset size when the MFSK subchannels are con-
tiguous,k = 1 isselected.Consequently, thbandwidth ofa frequencychannel
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for slow frequency hoppingith many symbols per dweihterval is

q q
B = — = -
T, Tylogyg (3-8)

whereT}, is theduration of a bitand the factolog, ¢ accounts for the increase
in symbolduration when a nonbinamodulation is used. If theopping band
has bandwidthw, the hopset size is

M= [%J (3-9)

where|{z| denotes thdargest integer inc. Figure 3.5(b) depicts the main
elements of a noncoherent FH/MFSK receiver. Each matched filter corresponds
to an MFSK subchanneln practicalFH/MFSK systems, therthogonality of

the ¢ MFSKtones isimperfect lecause ofransientshat occurafter every hop

in the receiver.

Soft-Decision Decoding

To illustrate some basic issues fofquency-hoppingcommunications and the
effectiveness ofoft-decision decoding, weonsider anFH/MFSK systemthat
uses aepetitioncode and the receiver Bfgure 3.5(b).Eachinformation sym-
bol, which is tansmitted ag codesymbols, may be regarded as a codeword or
as an uncoded symbtiat usesdiversity combining. Theinterference isnod-
eled aswidebandGaussiamoise uniformly distributedover part of the hopping
band. Slow frequency hoppingvith afixed hop rate anddeal interleaving or
variable-rate fastrequency hopping iassumed. Both ensure thelependence
of code-symbolerrors. The optimal metrifor the Rayleigh-fadingchannel
(Chapter 5) and good metric for theadditive-white-Gaussian-noig&WGN)
channelwithout fading is theRayleighmetric defined by(1-66), which is

L
Ul)=>_Ri, 1=12,...4 (3-10)
i=1

whereR,; is the sample value of the envelope-deteotatputthat is associated
with codesymbol: ofcandidate information-symbaé] aridis the number of
repetitions orcode symbols.The diversitycombining required byhe Rayleigh
metric isoften called linear square-law combining. Thimetric has the advan-
tagethat noside information, which ispecificinformation about thereliabil-
ity of symbols, isrequired for its implementation. Aerformanceanalysis of
a frequency-hoppingystemwith binary FSK and soft-decisiodecodingwith
the Rayleighmetric indicates that the systemerformspoorly againstworst-
casepartial-bandamming [6] primarilybecause a singlammed frequency can
corrupt themetrics. Furthermore, the repetitiocode is ounterproductive be-
cause thenoncoherent combining loss resulting from fregmentation of the
symbol energy is greatéhan any codingr diversity gain.
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The difficulty ofimplementing theanaximum-likelihoodmetric (1-61) leads

to consideration ofhe approximation1-65), which requiresnonlinear square-
law combining:

ZN& , 1=1,2,...,¢q (3-11)

whereNy; /2 is thewo-sidedpower spectral densityf theinterference andoise
over all the MFSK subchannels during code symbdl plausible simplificatio
[8] that ismuch easier toanalyze is thevariable-gain metric:

l)_ZNm , 1=1,2,....,¢q (3-12)

The advantage dboth metrics isthat they incorporateide informationcon-
tained in the{Ny;}, which must HBenown. Thesubsequenganalysis is for the
the variable-gaimmetric.
The union bound1-46) implies that theinformation-symbolerror proba-
bility satisfies
Py < (g - )P, (3-13)

whereP, is the probability of an error in comparing the megsisociatedvith
the transmittednformationsymbolwith the metricassociatedvith an alterna-
tive one. It is assumethat there arenoughfrequencychannelghat L distinct
carrier frequencies anesed for thel codesymbols. Since theMFSK tones are
orthogonal, the symbahetrics{R%,/No;} areindependent anilentically dis-
tributed for allvalues ofl and (Chapter 1). Therefore, theChernoff bound
given by (1-103) and(1-102) with o = 1/2 yields

P, < %ZL (3-14)
- mi S (R?2_ R2 .
Z = o min E[exp { 7 (R3 — RY) H (3-15)

whereR; is thesampledoutput of anenvelopedetectorwhen thedesired signal
is present at the input of the associated matched fitelis the output when
the desiredsignal isabsent, andv;/2 ishe two-sidedpower-spectral density
of the interference andoise over all theMFSK subchannelguring acode

symbol. For theg-ary symmetricchannel, (1-27), (3-13), and(3-14) give an

upper bound on the information-bit error probability:

P, < 32" (3-16)

For a Gaussian random variablewith meanm and variance®?, a direct
calculation yields

1 am? 1
E X)) = i -
[exp(a X)) 1— 2a0? exp (1 - 2aa2> S g3 (3-17)



138 CHAPTER 3. FREQUENCY-HOPPING SYSTEMS

From the analysis o€hapter lleading to(1-78), it follows that
R} =z +y}, l=1,2 (3-18)

wherez; andy, are the rdeand imaginary parts aoR;, respectively, and are
independentGaussianrandomvariableswith the moments

Elz1) = V&s/2cos8, Ely1]| =+/Es/2sinb (3-19)
Elz3) = E[y2] =0 (3-20)
var[z;] = var[y] = N1/4, 1=1,2 (3-21)

whereé; is the energy psymbol. By conditioning oy, the expectation in (3-
15) can bepartially evaluated. Equations(3-17) to (3-21) and thesubstitution
of X = s/2 give

, 1 AEs /Ny
Z= mn B [fp exP ( B TlT)] (3-22)

where the remaining expectation aser the statistics oiv;.

To simplify theanalysis, itis assumedhat the thermahoise isnegligible.
When arepetition symbol encounters nanterference,N; = 0; when itoes,
Ny = ILio/u, where i is the fractiorof the hopping band with interference,
and I, is the spectral density thabuld exist if the interferencepower were

uniformly speadover theentire hoppingband. Sincey is theprobability that
interference iencountered(3-22) becomes

o p Ay i
7= s, e (743 (323

83 (m) (Sb
=2 =12 3-24
"= T " \T)T (3-24)
andm = log, ¢ is the number obits perinformation symbol, andf, is the
energy per information bitUsing calculus, we findhat

where

P Aoy
_ ~ 3-2
VA 1~)\(2)exp< 1+)\0> (3-25)
where
1y 1o\ Y
AOZ—(TT) * [(5*?) “‘“7] (3-26)

Substituting(3-25) and (3-24) into (3-16), wabtain

L
_ I Aopm \ &
P, < om 2 — — -
b <2 (1—)%) exp{: (1—{-)\0)&0} (3-27)
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Supposeéhat the interference igorst-case paial-bandjamming. An upper
bound onP, is obtainedy maximizing theright-handside of (3-27)with
respect tau, where0 < p < 1. Calculugields the maximizingalue of :

—1
po = min [%n& <%) , 1] (3-28)

Substituting(3-28) into (3-27), weobtain anupper bound orP, foworst-case

2 (3—29)

s [& (z” L<
me \ Iy ’ -
I

2 P mXo \ &
2m2(1 = Ag) exp[—(1+/\o>};ﬂ , L>

Sincey, isobtained by maximizing Bound rather than an equality, it is not
necessarilyequal to theactual worst-caseu, which would provide a tighter
bound than thene in (3-29).

If & /I:0is known, then thenumber ofrepetitions can be chosenrtanimize
the upper bound o, for worst-cagartial-bandiamming. WetreatL as a
continuous variablesuch that L > 1 and letLy denote theminimizing value of
L. A calculationindicatesthat the davative with respect toL of the second
line on theright-handside of (3-29) is positiveTherefore, if€, /o < 3/m so
that the seondline is applicable forL > 1, thenLy = 1. If &/Lo > 3/m,
the continuity of (3-29) as fainction ofL impliesthat Ly isdetermined by the
first line in (3-29). Furthercalculationyields

mEb
Ly = —, 1 3-30
o= max (T2 1) (3-30)

Py

IA

w|3 |3

SinceL must be annteger,its minimizing value is @proximately|Lo|.
The upper bound o, faworst-casepartial-bandammingwhen L = Lg

is given by
gb Eb 4
2m—2 _m _— >
exp< 4[{0) ! Iioc ™ m
P, < 2" (& , f’_gﬁ<i (3-31)
me \ Ig m~ Iy m
A & & 3
om=2(] _ /\2 -1 _ mAo “b £ _
( o)™ exp [ (1 +Xo/ It Iio Sm

This upperboundindicatesthat P, decreasesxponentially ast,/I;; increases
if the appropriate numbeof repetitions ischosen and,/I;, is largeenough.
Thus, the nonlinear diversity combiningth the variable-gainmetric sharply
limits the performancedegradationcaused by worst-caggartial-bandamming
relative tofull-band janming. Séting Ny — I in (1-86) andm =1 in(3-31)



140 CHAPTER 3. FREQUENCY-HOPPING SYSTEMS

and then comparing the equations, we fthdt this degradation is approxi-
mately 3 dB fo binary FSK.Substituting(3-30) into (3-28), weobtain

3. &4
4 1 ItO —m
3 7&N\ 3 & 4
m \ Iy m I m
el
It() m

This result showsthat the @propriatechoice ofL impliesthat wast-casgam-
ming mustcover three-fourths omore of the hoppindpand, ataskthat may
not be a practical possibility forjammer.

For slowfrequency hoppingvith afixed hoprate, thesuppression opartial-
band interference isnproved by decreasing the datde sothat&, is ircreased.
If & is increasedenough, then(3-30) indicatesthat the optimal amount of
diversity combining igproportional tofy.

For frequencyhopping withbinary FSK and theariable-gainmetric, a more
precisederivation [8] that does not use th€hernoff bound anallows Ny > 0
confirmsthat (3-31) provides ampproximateupper bound on the information-
bit error ratecaused byworst-casepartial-bandjamming when Ny issmall,
although theoptimal number of reptitions ismuch smber than isindicated
by (3-30). Thus, the appropriateveighting ofterms in nonlinearsquare-law
combining prevents thedomination by a single carptedterm andlimits the
inherentnoncoherent combininfpss.

The implementation of theariable-gain metricequires the measurement of
the interferencgpower. Onemight attempt tomeasure thipower infrequency
channelsmmediately before the hopping of thigrsal into thosechannels, but
this methodwill not be reliablef the interference isrequency-hopping onon-
stationary. Another gproach is taclip (soft-limit) eachenvelope-detectoput-
put R;; to prevent a single erroneous samfptem underminingthe metric.
This method is potentiallyeffective, but itsimplementation requires aaccu-
rate measurement ahe signalpower for properly setting the clippindevel.
A sufficiently accurate measurementasten impractical lecause ofading or
power variationsacross theéhopping band.A metric that requires noside in-
formation is theself-normalization metridefined fo binary FSK as [9]

n

R}
ui)y=> ———R%WL“R% , 1=1,2 (3-33)
i=1 "1 g

Although it does notprovide asgood a pegormanceagainstpartial-band jam-
ming asthe variable-gaimetric, the self-normalizatiometric is farmoreprac-
tical and is generallguperior tohard-decision decoding.

The assumptiorwas madethat either all ornone of thesubchannels in
an MFSK set argammed. However, this assumptionignores thethreat of
narrowband jenming signalsthat arerandomly distributedver thefrequency
channels. Although (3-31) indicatesthat it is advantageous to ussnbinary
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signaling whené,/I;o > 4/m, this advantage is completelyndermined when
distributed, narrowban@dmmingsignals are séhreat. A fundamentgbroblem,
which also limits the applicability ofFH/MFSK in networks, is theeduced
hopsetsize fornonbinaryMFSK indicated by(3-9) and (3-8).

Narrowband Jamming Signals

When the MFSK subchannels are contiguaitids not advantageous tojam-
mer to transmit thgamming in all thesubchannels of aMFSK set because
only asinglesubchannel @eds to bgammed tocause aymbolerror. A sophis-
ticatedjammerwith knowledge of the spectral locations of the MFS&s can
cause increaseslstem degradation by placing gaenming tone onarrowband
jamming sgnal in every MFSK set.

To assess thempact of this sophisticateanultitone jamming on lard-
decisiondecoding in the receiver éfigure 3.5(b), it isassumedhat thermal
noise is absent anthat eachjamming tone coincideswith one MFSK tone in
a frequencychannelencompassing MFSK tond4], [5]. Whether gamming
tone coincideswith the tramsmittedMFSK tone or arincorrectone, therewill
be no symbol error if thelesired-signapower S exceeds thgamming power.
Thus, ifl; is the totahvailablgammingpower,then the jammer can maximize
symbol errors by placing toneswith power levels slightly above S whenever
possible inapproximatelyJ frequencychannels suchhat

1 , IL;1<S§
J= FS%J . S<I, (3-34)
M , MS<I

If a transmitted tonergers a jammed frequena@hannel and; > S, then with
probability (¢ — 1)/¢q thejammingtone will not coincidewith the transmitted

tone and willcause aymbol errorafter hard-decisiordecoding. If thgamming

tone doescoincide with the correct tone, it magause asymbol error in the
absence ofthermalnoiseonly if its power level is exactlyS and it has exactly

a 180° phasshift relative to thedesiredsignal, aneventwith zero probability.
Since J/M is the probability that a frequency channel is jammed, and no error
occurs ifI; < §, the symboérror probability is

0 , I, < S

P,={J [(q-1 (3-35)

— Pl >
M( q ) ’ L>5

Substitution of(3-8), (3-9), and3-34) into (3-35) and theapproximation|z| ~
z yields

-1
q , & 4
q ) Iip  logyq
P, = (9_;1) <§> , 9 5w (336)
log, g Iio logo g ™ Ipo

0 s _‘2’_ > WT,
Iy
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whereg, = ST, denotes thenergy per bitand7, = I./W denotes thspectral
density of the interference power that would exist if it were uniformly spread
over the hopping bandThis equation exhibits armnverse lineardependence

of P; on & /I, whichindicatesthat thejamming has an impadualitatively
similar tothat ofRayleighfading. It isobservedthat P increasesvith ¢, which

is the opposite of what isbservedver the AWGN channelThus,binary FSK

is advantageouagainstthis sophisticatednultitonejamming.

To precludethis jamming, eachMFSK tone in anMFSK set may be in-
dependently hoppedHowever, this approach demands a largerease in the
amount ofhardware, andiniformly distributed,narrowbandgamming signals
are almost adamaging as theorst-casenultitone jamming.Thus, contiguous
MFSK subchannels are usualtyeferable, andhe FH/MFSKreceiver has the
form of Figure 3.5(b). Ananalysis of FIMFSK systemswith hard-decision
decoding in the presencewififormly distributed,narrowbandamming sgnals
confirms thesuperior robustnessf binary FSK relative to nonbinary MFSK
whether the MFSK tones hdpdependently or nof6].

Other Modulations

In a network of frequency-hoppingystems, it ishighly desirable to choose a
spectrally compactmodulation so that the number fsequencychannels is
large and, hence, thenumber ofcollisions betweenfrequency-hoppingignals
is kept small. Binary orthogonal FSKallows more frequencychannelsthan
MFSK and, hence, is advantageoagainst arrowband interferencaistributed
throughout thehopping band. Aspectrallycompactmodulationhelps ensure
thatB < B.,, S0 thatqualization in theeceiver is nohecessaryThis section
considersspectrallycompact alternatives torthogonal FSK.

The demodulatotransfer functiorfollowing the dehopping ifrigure 3.2 is
assumed to have lmandwidth @proximatelyequal toB, the bandwidth of a
frequencychannel. Théandwidth isdeterminedprimarily by the percentage
of the signalpowerthat must beprocessed by thdemodulator if thedlemodu-
lated signaldistortion and the intersymbdatterference are to beegligible. In
practice, thispercentage must be kst 90 prcent and i®ften more than 95
percent. The relatiobetweenB and the symbotiuration may be expssed as

¢
B = T (3-37)
where¢ is aconstantdetermined by theignal modulation. Forexample, if
minimum-shiftkeying isused, the transfdunction is rectangular, anghany
symbols ardransmitted during awell interval, then{ = 0.8 if90 percent of
the signal power igncluded in arequencychannel, and = 1.2 99 percent
is included.

Spectral splatter is the interferengeoduced in frequency channedsher
than the one beingsed by drequency-hoppingulse. It iscaused by théme-
limited nature of trasmittedpulses. The degree to whispectral splatter may
causeerrorsdependsprimarily on F; (seeSection3.1) and thepercentage of
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the signal poweincluded ina frequencychannel.Usually, only pulses in adja-
cent channels ppduce asignificantamount ofspectral splatter in #equency
channel.

The adjacent splatter ratioX; is the ratio of thower due tospectral
splatterfrom an adjacent channel the correspondingower that arrives at
the receiver irthatchannel. For example, B is the bandwidth of a frequency
channelthat includes 9percent of the signgdower andFs > B, then nmore
than 1.5 percent of thpowerfrom a transmittedoulse can entean adjacent
channel on onside of thefrequencychannelused by theulse;therefore K <
0.015. A given maximumvalue of K; can beeduced by an increase #i,
but eventually the value of Mnust be reduced W is fixed. As a rsult,
the rate atwhich users hopinto the ame channeincreases. TIsi increase
may cancel any improvement due to tieeuction of thespectralsplatter. The
oppositeprocedurdreducingF; and so that mordrequencychannels become
available) increases nohly the spectrasplatter but alssignal distortion and
intersymbol interference, so tlaenount ofuseful reduction is limited.

To avoid spectral spreading dueamplifier nonlinearity, it isdesirable for
the signalmodulation tohave aconstant envelope, as it igten impossible to
implement a filterwith the appropriatebandwidth andcenterfrequency for
spectralshaping of asignal after it emergedrom thefinal power amplifier.
Noncoherent demodulation is nearly alwaygracticalnecessity infrequency-
hoppingsystems unless the dwell interval is largecordingly, good modula-
tion candidates are DPSK and MSK someother form of spectrallgompact
continuous-phasmodulation(CPM).

The generaform of a CPM signal is

s(t) = Acos[2m f.t + ¢(t, )] (3-38)

whereA is the amplitudef. is thearrierfrequency, ands(t,«) is thphase
function thatcarries themessage. Thehasefunction has the idedbrm

b(t, ) :27rh/t [ i aig(a:—iTs)]dx (3-39)

T L= o

whereh is a constartalled thedeviation ratio ormodulation index7T, is the
symbolduration, and theectora is a sequencé g-ary channel symbolsEach
symbol «; takes one of values; if even,

o = +1,43,... £(g—1), i=0,1,2,... (3-40)

Equation (3-39) «hibits the phaseontinuity andindicatesthat the phase in
any specified symbdhterval depends othe previoussymbols.

It is assumedhat theintegrand in(3-39) is piecewiseontinuous so that
¢(t, ) is differentiable. The frequency function of the CPM signathich is
proportional to thederivative of¢(t, &), is

s (tha) =h Y aiglt ~iT2) (3-41)

i=—00
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The frequencyulseg(t) isassumed twanishoutside an intervalthat is,
g(t)=0, t<0, t> LT, (3-42)

where L is a positive integer and may lwfinite. The presence ok as a
multiplicative factor in the pulskinctionmakes it convenient toormalizeg(t)
by assuming that

LT, 1
/0 g(z)dr = 3 (3-43)

If L = 1, the continuous-phase chalation is called dull-response modulation;
if L > 1, itis called a partial-response modulation, and each frequency pulse
extendsover two or more symbointervals. The normalization condition for a
full-responsemodulationimplies that thephase changever asymbol interval
is equal tohmay.

Continuous-phase frequency-shift keying (CPFSK) isulaclass of CPM
for which theinstantaneous frequency isnstantover eachsymbol interval.
Because of th@ormalization, &CPFSKfrequencypulse is given by

1

S <t < LT

g(t)y =4 2LT,’ Ost< Ll (3-44)
0, otherwise

A binary CPFSK signakhifts between twdrequencieseparated byg = h/Ts.
Minimum-shift keying(MSK) is defined &mary CPFSK withh = 1/2 and,
hence, thdrequencies arseparated by; = 1/2T,. The maindifference be-
tween CPFSK and MFSK isthat » canhave any positive value fo€EPFSK
but is relegatedo integer values for MFSK dihat thetones areorthogonal to
eachother. Aseconddifference is thaMFSK is detectedvith matchedfilters
and envelopeletectorswhereasCPFSKwith h < 1 is usually detectedwith a
frequencydiscriminator. Although CPFSK explicitlyrequiresphasecontinuity
and MFSK doesiot, MFSK is usually implementedvith phasecontinuity to
avoid thegeneration of spectralplatter.

A measure of thepectracompactness aignals isprovided by thédractional
out-of-band power déefed as

L8N
oo S(d

where f isthe frequencyariable andS(f) is théwo-sided power spectral
density of the compleenvelope of the signal, whidék oftencalled theequivalent
lowpass waveform. The closed-foaxpressions for thpowerspectral densities
of QPSK andbinary MSK (AppendixC.2) can beused togenerateFigure
3.6. Thegraphsdepict P,,(f) in decibels as fanction of f in units ofl/T;,
whereT, = T,/log, g fora g-ary modulation. Thefractional power within a
transmission channel ohe-sidedbandwidthB is given by

Po(f) =1 F20 (3-45)

Ko =1- Poy(B/2) (3-46)
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FORBP, dB

Figure 3.6: Fractionalout-of-bandpower (FOBP) fa equivalentlowpass wave-
forms of QPSK andMSK.

Usually, thefractional power Ky mustexceed aleast 0.9 topreventsignif-
icant performancedegradation incommunications over handlimitedchannel.
The transmission bandwidth farhich Ko = 0.99 is approximatelyl.2/T, for
binary MSK, but approximatelg/7, for PSK @&@PSK. Tte adjacentsplatter
ratio, which is due to out-of-band power on one sifiehe centerfrequency,
has the uppeboundgiven by

K, < 5Pu(B/?) (3-47)

An even morecompactspectrum than MSK isbtained bypassing the MSK
frequencypulsesthrough aGaussiarfilter with transferfunction

H(f) =exp [—%r;—?fz] (3-48)

where B is the one-side®-dB bandwidth. Thefilter response to an MSK
frequencypulse is theGaussian MSK (GMSK) pulse:

sw=a|ZEa-T] -0 e+ I (3-49)

whereZ; = T, .  AsB decreases, thspectrum of a GMSkKsignal becomes
more compact. Howevegachpulse has a longeturation andhence,there is
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moreintersymbolinterference. BT, = 0.3, which ispecified in the Global
System for Mobile (GSM) cellular communication system, the bandwidth for
which Ky = 0.99 is approximatel\0.92/T,. Each pulse may betruncated
for | ¢ |> 1.5T; with little loss. The pdormanceloss relative to MSK is
approximately 0.46 dB for coherent demodulation and presumably also for dis-
criminator demodulation.

An FH/CPM signal has aontinuousphase over eactiwell interval with N
symbols but has a phaskéscontinuityevery Ty, = NT;s + Ts,, seonds at the
beginning of anothedwell interval. Thesignal may beexpressed as

s(t) = V28 i w(t — 1T, Tg) cos 27 fit + &(t, o) + 64] (3-50)

1=—00

whereS = &,/T, is theaverage signapowerduring adwell interval, w(t, Ty)
is a unit-amplituderectangularpulse ofdurationTy = NT,, f; is thecarrier
frequency durindnop-interval:, andd; is th@hase at théeginning ofdwell-
intervalz.

Considermultitonejamming of anFH/CPM or FH/CPFSksystem in which
the thermahoise is absent anehchjammingtone israndomlyplacedwithin a
singlefrequencychannel. It isseasonable t@assumehat asymbolerroroccurs
with probability (¢g— 1)/q when thdrequencychannel contains jammingtone
with power exceedingS. Thus, (3-34), (3-35), and(3-9) are applicable to
FH/CPM or FH/CPFSK, but3-8) is not. Thesubstitution of(3-9), (3-34),
&y = STy , and Iy = I;/W into(3-35) yield

g-1 , & oo,
q » Lo
P, = (q_:_l) BT, (ﬁ) . Bn<® cwn (3-51)
q ItO £ ItO
0 R = >WT,
Iio

for sophisticatedmultitone jamming. Since theorthogonality of the MFSK
tones is not a piirement for CPM or CPFSK, thendwidthB for FH/CPM
or FH/CPFSK may be mucsmallerthan the bandwidth for FH/MFSigiven
by (3-8). Thus,P, maye muchlower.

Considermultitone jamming ofan FH/DPSKsystemwith negligible ther-
mal noise. Eachtone isassumed to have faequencyidentical to thecenter
frequency ofone of thefrequencychannels. A DPSkKdemodulatorcompares
the phases of twsuccessive receivesymbols. If themagnitude of thephasedif-
ference idessthenw /2, then the demodulatdecidesthat a 1was transmitted;
otherwise, itdecideghat a 0 was transmitted. Tlhempositesignal, consisting
of the transmittedignal plus the janmingtone, has a constaphaseover two
successive receivesiymbols in the same dwaliterval, if a 1 wagransmitted
and the thermathoise isabsent;thus, thedemodulatomwill correctly detect the
1

Supposethat a 0 was transmittedlhen thedesiredsignal isv/2S cos 27 f.t
during thefirst symbol and—+/28 cos 2~ f,t during thesecondsymbol, respec-
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tively, where f. is the carrier frequency of the frequency-hopgiggalduring
the dwell interval. When @ammingtone is presentirigonometric identities
indicate that theeomposite signatiuring thefirst symbol maybe expressed as

V28 cos 2 f,t + V21 cos (27t + 6) = \/25’ + 21 + 4V SIcosfcos (2n fo.t + ;)
(3-52)

wherel is the average power of thene, 8 is the phase of thene relative to
the phase of thransmittedsignal, andp; is the phaséthe compositesignal:

JTsi
— tan~! Ising -
¢, = tan (\/— il 30> (3-53)

Since the desired signdiiring thesecondsymbol is—+/25 cos 27 f.t, the phase
of the compositesignal during thesecondsymbol is

VIsin8
=tan™! | —=— 3-54
b2 an (—\/§+\/Tcos9 ( )
Using trigonometry, it is found that
I-8

cos (py — ¢1) = (3-55)

V/S2+ 1% +25I(1 — 2 cos? §)
If I>S,|py— &1 < 7/2s0 thedemodulatorincorrectly decidesthat a 1 was
transmitted. Ifl < S, no mistakeis made. Thus, multitone jammingwith
total powerI, is mosdamaging when frequencychannels given by3-34) are
jammed andeachtone haspower! = I;/J. If theinformation bits 0 and 1 are
equallylikely, then thesymbolerror probabilitygiventhat afrequencychannel
is jammedwith | > Sis P, = 1/2, the probabilitythat a Owas transmitted.
Therefore, P, = J/2M ifI; > S, andP; = 0, otherwise. Using (3-9) and
(3-34) with S = E,/T, It = IyW, and |z| ~ z, weobtain thesymbol error
probability for DPSK andmultitone jamming:

1 &
5 , fo < BT,
&\ Ep
P.={ BT, [ 2 ., BT, <2 (3-56)
Iz P I
0 . 2 swT,
Io

The sameesult holds forbinary CPFSK.

As implied byFigure 3.6, thebandwidthrequirement oDPSKwith K >
0.9, which is thesame aghat of PSK orQPSK andlessthan that oforthog-
onal FSK, exceedsthat of MSK. Thus, if thehopping bandwidth W is fixed,
the number offrequencychannelsavailable forFH/DPSK issmallerthan it
is for noncoherenFH/MSK. This increase iB and reductionin frequency
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channelffsets theintrinsic performancadvantage of DAS and implies that
noncoherentFH/MSK will give alower P; than FH/DPSK in thepresence
of worst-casemultitonejamming, asindicated in(3-56). Alternatively, if the
bandwidth ofa frequencychannel isfixed, an FHDPSK signal will experi-
encemore distortion and spectraplatter than an FH/MSKignal. Any pulse
shaping of the DPSIKymbols will alter theirconstant envelope. An FH/DPSK
system is moresensitive to Doppleshifts and frequencynstabilitiesthan an
FH/MSK system. Another disadvantage ofH/DPSK is due to the usudck
of phase coherendeom hop to hop, whicmecessitates arxega phase-reference
symbol at the start of evergwell interval. This extra symbol reduce§, by
a factor(N, — 1)/N,, where N,, is the number afymbols per hop or dwell
interval andN, > 2. ThuspPPSK does noappear to be as suitablenzeans
of modulation asioncoherent MSK fomostapplications ofrequency-hopping
communications, and the maagompetition for MSKcomesfrom other forms
of CPM.

The cross-correlation parameter for two signais(t) amglt), eachwith
energyé&;, is defined as

T,
c=¢ /0 51 (t)sa(t)dt (3-57)

For CPFSK, two pssible transmittedsignals, eachrepresenting a different
channel symbol, are

81(t) = V/2Es/Tscos(2mfit + ¢,) , sa(t) = 2E/Ts cos(2m fat -+ ¢y) (3-58)

The substitution ofhese equations iot(3-57), atrigonometricexpansion and

discarding of an integral that is negligiblé ff + f2)T, >> 1, and the evaluation
of the remainingntegral give

= o uT [sin(27 fyTs + ¢py) —siney), fa#0 (3-59)
wheref, = f1 — fo andp, = ¢, — ¢,. Because of the phasynchronization
in a coherent daodulator, we may take, = 0. Therefore, the orthogonality
conditionC = 0 is satisfied ith = f;Ts = k/2, wherek is anynonzero integer.
The smalleswalue ofh for whichC = 0ish = 1/2, whichcorresponds to MSK.

In a noncoherent aeodulator,¢, isa randomvariablethat is assumed to
be uniformly distributeaver [0, 27). Equation(3-59) indicatesthat E[C]= O
for all values ofh. The variance @ is

2
var(C) = (ﬁ) E [sin2(27rdeS + ¢) +sin? ¢, — 2sin ¢y sin(27 fy + by)

1 2
= <m) (1 — cos2n f,T5)

1 /sinmh\?
()
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Table 3.1: Bandwidth(99 percent) for FH/CPFSK.

Deviation ratio
Symbols/dwell h =05 h=0.7

1 18.844 18.688

2 9.9375 9.9688

4 5.1875 5.2656

16 1.8906 2.1250

64 1.2813 1.8750

256 1.2031 1.8125
1024 1.1875 1.7969

No hopping 1.1875 1.7813

Sincevar(C) # 0 forh = 1/2, MSKdoesnot provide orthogonalsignals for
noncoherentdemodulation. If. isany nonzerdnteger,thenboth (3-60) and
(3-59) indicate that the twoCPFSK signals areorthogonal for any,. This
result justifies theprevious assertiothat MFSK tones mustbe separated by
fa=k/Ts to provide noncoherentorthogonal signals.

A noncoherentFH/CPFSKsignal can be represented by (3-50). The power
spectral density of theomplex envelope dfhis signal, which is the same as
the dehopped powespectraldensity, depends on th@umber ofsymbols per
dwell interval, Ny, because of the ralom phases{6;}. The powespectral
density has been calculat§tD] for binary CPFSK,assuminghat eachs; is an
independent randomariable uniformly distributedover [0,27) and thdnfor-
mation symbols are +Wwith equalprobability. The99-percentbandwidths of
FH/CPFSKwith deviationratiosh = 0.5 andh = 0.7 ardisted in Table 3.1
for differentvalues ofN,,. AsN;,, increases, theower spectratiensity becomes
more compact and approaches thatalferentCPFSKwithout frequencyhop-
ping. For N, > 64, the frequency hoppintauseslittle spectralspreading.
However,fast frequencyhopping, vhich corresponds tadv,, = 1, entails a very
large 99-percentbandwidth. This fact is the mairreason whyslow frequency
hopping isusually preferable to fastequencyhopping.

With multisymbolnoncoherentletection, full-respons€PFSK systems can
provide abettersymbol errorprobability thancoherent PSK systeni§1]. For
r-symbol detection, where is oddhe optimalreceivercorrelates theeceived
waveformover allpossibler-symbol patterns before makingdecisionabout the
middle symbol. Tha&rawback ighe considerablenplementatiorcomplexity of
multisymbol detectiongven for three-symbol detection. Asdditionalproblem
for FH/CPFSK wih multisymboldetection isthat the first andast (r — 1)/2
symbolsduring adwell interval cannot use theultisymbol detectionwithout
accessingtherdwell intervals, which maygausepracticaldifficulties.

Symbol-by-symbohoncoherent detection after the dehopping dFENCPFSK
signal canbe inexpensivelymplemented by using Bmiter and frequencydis-
criminator, asillustrated in Figure3.7. Analysis of thelimiter-discriminator
or frequency discriminator [12providescomplicatedexpressions fothe sym-
bol error probability in thepresence ofvhite Gaussiannoise. However, the
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Figure 3.7 Frequencydiscriminator for CPFSK.

theoreticalP; can be approximated tdéthin a few tenths of aecibel by

1 Es
PSZ 5exp(—§m> (3—61)

where the parametey depends ori: and thgroduct BT,, andNy/2 is the
two-sided powespectraldensity of thenoise. If thefrequencydiscriminator has
a Gaussian IFilter, anintegrate-and-dump postdetectifitier, and BT, = 1,
then it isfound that Ps isminimized wher = 0.7. For CPFSKwith h = 0.7 and
BT, =1, setting¢ = 0.7 in(3-61) provides an pproximate ¢ast-squares fit to
the theoreticaturve for P, over therangel0=% < P, < 10~2. IfBT, = 1, then
¢ = 0.5 provides alose fit over thesamerange for orthogonaCPFSKwith h =

1 and a fairly close fit for MSKh = 0.5). Thus, thediscriminator demodulation
of MSK or orthogonalCPFSKprovidesapproximately the same performance as
optimal noncoherent detection of orthogoriebK. Thefavorableperformance
of the frequencyliscriminator is due to itability to exploit the phaseontinuity
from symbol-to-symbol of a CPFSKignal. In view ofthe known0.46 dB loss
of GMSK relative to MSKwhen coherentdemodulation is used, it Bxpected
that P, for GMSK and discriminatodemodulation is welbpproximated by
(3-61) with £ = 0.45 .

The practical advantage nbncoherent MSK ishat it requires sughly half
the bandwidth obrthogonal FSK forspecified levels ofspectral splatter and
intersymbolinterference. Théncreasedhumber of frequencghannels due to
the decreasedalue ofB does not givesH/MSK an advantagever the AWGN
channel.However, the increase is advantageous against ariixedber of inter-
ference tones, optimizgdmming, andnultiple-accesinterference in a network
of frequency-hoppingystems, asliscussed in the next section. A further in-
crease in the number of frequendyannels igpossiblewith FH/GMSK.

Since ¢ = 0.7 for anFH/CPFSK systemwith h = 0.7, this system has a
potential 1.46 dB advantage irf; relative to anFH/MSK systemwith BT, =
1. However, since CPFSHWith h = 0.7 does not havas compact apectrum as
MSK, the FH/CPFSKsystemwill haveincreasedntersymbolinterference due
to bandlimiting andspectral splatterelative to theFH/MSK system. Only
if theseeffects are negligible can the potentladi6 dB advantage beealized.
When N, > 64, reducing thepectralsplatter of theFH/CPFSK to thesame
level that it is for FH/MSK withB = 1/T; requires thatB = 1.4/Ts;. The
increasedbandwidthlowers¢ and decreases thamber offrequencychannels.
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Hybrid Systems

Frequency-hoppingystemsrejectinterference byavoiding it, whereasdirect-
sequence systems rejenterference byspreading it. Channedodes aremore
essential forfrequency-hoppingsystemsthan for direct-sequence systems be-
cause partial-band interference is a mopervasivethreat thanhigh-power
pulsedinterference. Whenfrequency-hopping andirect-sequencsystems are
constrained to use the same fixedndwidth, then dect-sequencesystems
have aninherentadvantage écausethey can usecoherent PSKrather than
a noncoherentmodulation. Coherent PSK has aampproximately 4 dBadvan-
tagerelative to noncoherent MSKver theAWGN channel and aevenlarger
advantageover fading channels. However, thepotential performanceadvan-
tage of direct-sequence system®ftenillusory for practicalreasons. Amajor
advantage ofrequency-hoppingystemsrelative to direct-sequencgystems is
that it is possible to hopnto noncontiguoudrequencychannelsover amuch
wider bandthan can bevxccupied bya direct-sequencsignal. This advantage
morethan compensates for the relativelyefficient noncoherentilemodulation
that isusually reuired for frequency-hoppingystems. Other majoradvan-
tages offrequencyhopping are the possibility @xcluding frejuencychannels
with steady orfrequentinterference, theeducedsusceptibility to the near-far
problem (Chapter 6), and threlativelyrapid acquisition.

A hybrid frequency-hopping direct-sequence sysiem frequency-hopping
systemthat usesdirect-sequence spreadidgring eachdwell interval or, equiv-
alently, a direct-sequence system in which therier frequencyhangesperi-
odically. In thetransmitter of the hybrid system of FiguBeB, asingle code
generator control®oth thespreading andhe hoppingpattern. Thespreading
sequence is addedodulo-2 to the dataequenceHopsoccur griodically af-
ter a fixednumber ofsequence hips. In thereceiver, thefrequencyhopping
and the spreadingequence are removed in successioprtmuce aarrierwith
the messagenodulation. Because of th@phasechanges due to thgequency
hopping,noncoherenmodulation,such adDPSK, isusually requiredinless the
hop rate isvery low. Serial-searchacquisition occurs in twatages. Thdirst
stage provides alignmentof the hopping patterns,whereas thesecond stage
over thephase of thgpseudonoissequencdinishesacquisitionrapidly because
the timing uncertainty habeenreduced by the first stage tessthan a hop
duration.

A hybrid systemcurtails partial-band interference in tmays. Thehopping
allows theavoidance of thénterference spectrurpart of the time.When the
system hopsnto the interference, thimterference is gpad and filtered as in
a direct-sequenceystem. However, during a hopinterval, interferencehat
would be avoided by aordinary frequency-hoppingeceiver ispassed by the
bandpass filter of Aybrid receiver because thmndwidthmust be largenough
to accommodate the direct-sequersignal that remains afterthe dehopping.
This largebandwidthalso limits the number ofvailablefrequencychannels,
which increases thesusceptibility tonarrowband interference and the near-far
problem. Thushybrid systems areseldom usedxceptperhaps inspecialized
military applicationsbecause thedalitional direct-sequence spreadimgakens
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Figure 3.8: Hybrid frequency-hoppinglirect-sequence system: (&ansmitter
and (b) receiver.

the major strengths of frequency hopping.

3.3 Codes for Partial-Band Interference

When partial-band interference ipresent, letl;, denote thene-sidedinter-
ferencepower spectral densitythat would exist if the power werainiformly
distributedover thehopping band. If dixed amount of interferencpower is
uniformly distributed overd frequency channels out & in the hopping band,
then the fractiorof the hoppingband withinterference is

b= (3-62)
and the interferencpower spectraldensity ineach of theinterfered channels

is Io/u. Whenthe frequency-hoppingignal uses acarrier frequency that

lies within the spectral regionoccupied by thepartial-band interferencethis
interference is modeled as additional white Gaussian noise that increases the
noise-powerspectral dasityfrom Ny to No+1;0/p. Therefore, fohard-decision
decoding, the symbatrror probability is

po=r (gt ) v - wr (52) (3-69)
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where the conditional symbdarror probabilityF( ) depends orthe modula-
tion and fading. For noncoherentFH/MFSK and theAWGN channel, (1-85)

indicatesthat
L (C1)itt fg—1 i
Fo)=Y" (TJ%T (q . ) exp [»m} (3-64)

=1
whereg is the alphabet size of the MFSK symbols. When frequency-nonselective
or flat fading (Chapter 5pccurs, thesymbolenergy may bexpressed a&;a?,

where€; represents the emageenergy andx is aandomvariablewith E[a?]
= 1. For Riceanfading, theprobability densityfunction ofa is

fa(r) = 2(k + Drexp{—& — (& + 1)r?} Lo(+v/k(x + 1)2r)u(r) (3-65)

wherex is theRice fator. Replacingz byza? in (3-62), amtegrationover
the density(3-65) and the use ¢1-84) yield

q—1 .
; -1 k+1 KTt
F — -1 i+1 q =
(@) = 2.1 ( i Jrrilrrritai P kit kil o)

i=1
(3-66)

When there is nofading and tke modulation isbinary CPFSK, then (3-61)
implies that

F(z) = 5 exp(~£2) (3-67)

For the AWGN channel and no fading, classical communication theory indicates
that F(z) forDPSK is given by (3-67yvith ¢ = 1. However,&, in(3-63) must

be reduced by thé&ctor N,,/(N, + 1) because of theeference symbothat

must be included in each dwell interval. When Ricean fading is present, (3-67)
and (3-65)yield

Flz) — K+1 26Kz
@) = 1y 28 P [_ 20k +1) + 2@:}

If i is treated asa continuousvariable over [0, 1] andy >> Ny, then
straightforward calculations using(3-63) and (3-67)indicate thatthe worst-

casevalue ofu is
AN
fo = min || =— , 1 (3-69)
Lo

The correspondingvorst-case symbagrror pobability is

-1
L&),
— € 0] t0 -
Py iex e, £s, - (3-70)
2e P ItO ’ ItO
which does notdepend onM because of thassumptionthat i is acontinuous
variable. For Rayleigliading and binary=SK, similar calculationsusing (3-68)

(3-68)
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with k¥ = 0 yield 3 = 1. Thus, in the presence of Rayleifgiding, interference
spreaduniformly over theentire hopping band hinders communications more
than interferenceoncentrated ovepart of the band.

Consider arequency-hoppingystemwith afixed hop intervaland negligi-
ble switching time. ForFH/MFSK with achannel code, théandwidth of a
frequencychannel must béncreased tdB = ¢B,, /2(log, q)r, wherer = k/n is
the code rateand B, is thebandwidth for binary FSK in thabsence ofading.

If the bandwidthW of the hoppingband is fixedthen the number dafisjoint
frequencychannelsavailable forhopping isreduced to

2(log, q)rWJ
M= |— 3-71
{ 9B, (3-71)
The energy pechannelsymbol is
Es = r(logy q)& (3-72)

When the interference is partial-bajadnming, J and, hencey are parameters
that may bevaried by ajammer. It isassumedhenceforth thatM is large
enough that i in (3-63) may betreated as a continuous variatdeer [0, 1].
With this assumption, therror probabilities do noexplicitly depend onM.

If a largeamount ofinterferencepower isreceivedover asmall portion of the
hopping band, theroft-decision decodingetrics for the AWGN channetill
be ineffectivebecause of the possibldbminance of gath orcodemetric by a
singlesymbol metric(cf. Section 2.5 on pulsed interferencélhus, inchoosing
a suitablecode forFH/MFSK in thepresence opartial-bandinterference, we

seek one thagiives astrong performance when tliecoderuseshard decisions
and/or erasures.

Reed-Solomon Codes

The use ofa Reed-Solomomrodewith MFSK is advantageouagainst partial-
band interference fortwo principal reasons.First, a Reed-Solomorncode is
maximum-distance-separabl€hapter 1) andhence, accommodatesany era-
sures. Second, the userafnbinaryMFSK symbols to represembde symbols
allows arelatively large symboknergy, asndicated by (3-72).

Consider an FH/MFSKsystemthat uses aReed-Solomon cod&ith no
erasures in th@resence opartial-band intderence and Riceafading. The
demodulatorcomprises a paralldbank of noncoherentdetectors and device
that makeshard deisions. In aslow frequency-hoppingsystem, symbol in-
terleaving among differerdwell intervals and subsequetitinterleaving in the
receiver may beeeded talisperseerrors due to théading or interference and
thereby facilitatetheir removal by thedecoder. In a fastrequency-hopping
system, symboérrors may bendependent sthatinterleaving isunnecessary.
The MFSK modulationimplies ag-ary symmetric clnnel. Therefore, forideal
symbolinterleaving anchard-decision decoding tdosely packed codes, (1-26)
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Figure 3.9: Performance oFH/MFSK with Real-Solomon (32,12xode, non-
binary channelsymbols, no erasuresnd Ricearactor «.

and (1-27) indicatehat

n
q
Py~ ——
’ 2((1—1)2

i=t+41

(?_‘f) Pi(1 — Py (3-73)

Figure 3.9showspP, forFH/MFSK withg = 32 and arextended Reed-Solomon
(32,12) code in thepresence oRiceanfading. The frequencyhannels are
assumed to beeparated enougthat fadingevents areéndependent. Thus,
(3-63), (3-64),and (3-73) areapplicable. Fok > 0, thgraphs exhibit peaks as
the fraction of thébandwith interference variesThesepeaks indicatéhat for a
specificvalue of&,/ Iy, theconcentration of thénterferencepowerover part of
the hopping band (perhaps intentionally byaemer) ismore damaginghan
uniformly distributedinterference. Thepeaks becomeharper andbccur at
smallervalues ofu asf,/I,o increases. FoRayleigh faling, which corresponds
to k = 0, peaks are abseim thefigure, andfull-band interference is theost
damaging. Ask increases, thpeaks appeaand becomenore pronounced.
Much betterperformanceagainstpartial-band interference cdre obtained
by insertingerasuregChapter 1) among théemodulatoroutput symbols be-
fore the symbol deinterleaving anchard-decisiondecoding. Thedecision to
erase which is madendependently foeachcodesymbol, isbased orside in-
formation, whichindicates whichcodeword symbols havethagh probability of
beingincorrectly demodulated. Theideinformation must bereliable sothat
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only degraded symbols are erased, cmtrectly demodulatednes.

Sideinformation may beobtainedfrom known test symbols that are trans-
mitted alongwith the datasymbols ineachdwell interval of aslow frequency-
hoppingsignal [13]. A dwell intervalduring which the signal is in partial-band
interference is said to beit. If one ormore of theN; test symbolsare incor-
rectly demodulated, then threceiver decides that a hit has occurred, and all
codeword symbols in theamedwell interval areerased.Only one symbol of
eachcodeword is erased if thiaterleavingensuresthat only a single symbol
of a codeword is in any piécular dwell interval. Test symbolsdecrease the
information rate, butthis loss is negligible if Ny << Nj, which is assumed
henceforth.

The probability of theerasure of a codgymbol is

P, = .U'Pel + (1 - :u')PeO (3'74)

whereP,; is theerasure probabilitygiven that a hit occurred, anfl,, is the
erasure probabilitygiven that no hitoccurred. If§ ormore errorsamong the
N; known test symbolsauses an erasurthen

Nf, N . .
Pi=) ( jt>Pi<1 — PN i=0,1 (3-75)
j=6

whereP;; is the conditional channel-symlastor probabilitygiven that a hit
occurred andPsp ithe conditionakhannel-symbol errgprobability giventhat
no hit occurred.

A codewordsymbol error canonly occur ifthere is no erasureSince test
and codeword symboérrors arestatistically independent whernhe partial-
band interference imodeled as avhite Gaussiarprocess, th@robability of a
codeword symbol error is

Ps = p(1 = Pex)Pay + (1 — p)(1 = Peo) Pso (3-76)

and the conditional channel-symbol error probabilities are

£ £
Pa=F{—= ), 6 Po=F[2Z 3-77
! (N0+Ito/ﬂ> ° <N0> (3-77)

where (3-64) isapplicable for MFSK symbols. To account for Ricdading,
one must integrat€3-76) and (3-74) over th®icean density(3-65). In the
remainder othis section, weassume the absencefatling.

The worderror probability for errors-and-erasuregecoding isupper-bounded
in (1-35). Sincemostword errorsresultfrom decodingfailures, it isreasonable
to assumethat P, < P, /2. Thereforethe information-bit errorprobability is
given by

1 tH n n—j i pj n—i—j
szEZl ‘ ()( 4 )PSPEJ(1—~PS—PE) Y (3-78)

2
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Figure3.10: Performance of FH/MFSK with Reed-Solomon (32,12) code, non-
binary channel symbols,erasuresN; = 2, and nodag.

whereiy = max(0, [(d., — 7)/2]) andz] denotesthe smallestinteger greater
than or equal te.

The P, for FH/MFSK withg = 32, an extended Reed-Solomon (32,12)
code, anderrors-and-erasuredecodingwith N; = 2 and§ = 0 isshown in
Figure 3.10. Fading is absent, an(B-74) to (3-78) araised. A comparison
of this figure with thex = oo graphs ofFigure 3.9indicates thatwvhené&,/Ng
= 20 dB, erasuregrovide nearly a 7 dB improvement in thequired&, /I
for P, = 1073, The erasuresalso confer imnunity to partial-band interference
that isconcentrated in amall fraction of the hoppindand anddecrease the
sensitivity to&,/Np.

There are other options for generatiside information and, hence,erasure
insertion in addition talemodulatingestsymbols. One mightise a radiometer
to measure thenergy in thecurrent frequencyhannel, &uture channel, or
an adjacenthannel. Erasures are inserted if tlemergy isinordinatelylarge.
This mehod does not havéhe overheadost ininformationratethat isasso-
ciatedwith the use otestsymbols. Other methodsvithout overheadcost use
iterativedecoding[14], thesoft information provided by thénnerdecoder of a
concatenateatode, or theoutputs of theparallel MFSK envelopedetectors.

Consider thalecisionvariables applied tothe MFSKdecision devicef Fig-
ure 3.5(b). Theoutput threshold test (OTTrompares the largestecision
variable to athreshold todeterminewhether thecorrespondingdemodulated
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Figure 3.11: Performance of FH/MFSK witiReed-Solomon §,3) code, nonbi-
nary channelsymbols,erasuresN; = 4, and nodang.

symbol should besrased. Theatio threshold test(RTT) computes the ratio
of the largest decision variable to thesecond largesbne. This ratio is then
compared to a threshold ttetermine an erasure. If thelues ofboth &, /N,
and &:/I0 are known, then optimurhresholds for theOTT, the RTT, or
a hybrid method can be calculated [15]. It is found that the OTT tends to
outperform the RTTwhen &,/ is sufficientlylow, but theopposite istrue
whené&, /I is sufficiently high. Isideinformationconcerning thepresence or
absence of theartial-bandinterference isavailable at the receiver and if the
interferencepower is high,then athresholddetermined by£,/Ny only and a
separatethreshold determined b&,/(Ny + Io) can beed tofurtherimprove
the performance of the errors apdasures dexling. Themain disadvantage
of the OTT and the RTT relative to the test-symbol method isndes to
estimate&, /Ny anceither&, /Iy or&,/(No + Iio).

Proposederasure methods afgased on the use ®FSK symbols, and
their performances against partial-band interference improve as the alphabet
sizeq increases. Forfied hoppingband, thenumber offrequencychannels
decreases agincreasestherebymaking anFH/MFSK systemmore vulnerable
to narrowbandiamming signals (Section3.2) or multiple-accesénterference
(Chapter 6). Thus, we examine alternatives that give less protection against
partial-bandinterference inexchange foirenhancedrotectionagainstmultiple-
accesdnterference.

Figure3.11 depictsP, forFH/MFSK with ¢ = 8, an extendedReed-Solomon
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Figure3.12: Performance of FH/DPSK witReed-Solomor32,12)code,binary
channel symbolserasuresN; = 10, and nodang.

(8,3) codeN; =4, and=0. A comparison leigures3.11 and 3.10ndicates
that reducing the alphabsizewhile preserving theoderate has increased the
system sensitivityto £, /Ny, increased the susceptibility toterferenceconcen-
trated in asmall fraction ofthe hoppingband, andaised therequired&, /I
for a specifiedP, by 5 to 9 dB.

Another approach is to represemfach nonbinary code symbol by a se-
guence ofn = log, ¢ consecutivebinary channelsymbols. Then anFH/MSK
or FH/DPSK system can be implemented to providdaeye number offre-
guencychannelsand, hence, beer protectionagainstmultiple-accessnterfer-
ence. Equations(3-74), (3-75), and(3-77) arestill valid. However, since a
code-symbolerror occurs if any of iten component channel symbols is incor-
rect, (3-76) isreplaced by

Ps =1- []. — [L(l — Pel)Psl - (1 - ,LL)(l - PE())PS()]m (3—79)

and (3-64) is replaced hiB-67), wheret =1/2 for MSK ang =1 fdDPSK.

The results for an FH/DPSKystemwith an extendedReed-Solomon(32,12)
code,N; = 10 binary test symbols, and = 0 are shown inFigure 3.12. It is
assumedthat N, >> 1 so that théoss due to the reference symbokachdwell
interval is negligible. Thgraphs in Figure.12 aresimilar in form to those of
Figure 3.10, but the transmission of binary rather than nonbinary symbols has
causedapproximately a 10 dinhcrease in theequired&, /I, for @pecifiedp,.



160 CHAPTER 3. FREQUENCY-HOPPING SYSTEMS

100 : :
—__ Ep/Ng=20dB
1Pl --- Eb/No=10dB
Ep/lto=9.5 dB
i, "
/ 9.5dB ™. ~
£10°% T e
B )/ 10 dB B4
E / TR - \ hY
| &,P3 7 : .
| 1071 W v s \, %
' E \.,f" . 710 CM . \
2 {4 N % &S
(& 1oP4. { r,;;' -losa N\ N\
J "f ; £ X ~ \ \'-. \\ x
I { .:I" y //'_' N \\_ \ X A :
10P5 | / f:__;’lO.S%\\ N % R & 4
i {1 NN v & ‘\
‘ri _JI;/ \ \\ \ ‘\ \\ \\
oPd I, Ny NN N
0 0.1 02 03 04 05 06 07 08 09 1
Fraction of band with interference

Figure 3.13: Performance oFH/DPSKwith concatenated codéard decisions,
and no fading.Inner coe is convolutionarate =1/2, K = 7) code anduter
code is Reed-Solomo(81,21) code.

Figure 3.12 is applicable toorthogonal FSK and MSK #&,/I;, anfl,/N, are
both increased by 3 dB tcompensate for the lowealue ofé.

An alternative toerasuregshat usesbinary channel symbols is aRH/DPSK
system with concatenated coding, which has the form illustrated in Figures 1.14
and 1.15. Although generally unnecessary in a fdstquency-hoppingystem,
the channel interleaver and deinterleaver may heired in aslow frequency-
hopping system to esure independensymbol errors at the decoddnput.
Consider aoncatenatedodecomprising aReed-Solomorgr, k) outercode and
a binaryconvolutional inner code. Thianer Viterbi decoderperforms fard-
decisiondecoding to limit the impact ahdividual symbol metrics. Assuming
that N, >> 1, thesymbolerror probability isgiven by (3-63) and (3-67with
¢ = 1. The probability of aReed-Solomonysnbolerror, P,;, at the output of
the Viterbi decoder isupper-bounded by1-127) and (1-114). Setting Ps =
P,y in (3-73) thenprovides anupper bound ornP,. Figure 3.13 depicts this
bound for an outer Reed-Solomon (31,21) code and an inner rate-1/2, K =7
convolutionalcode. Thisconcatenatedode provides a bettgrerformance than
the Reed-Solomof32,12) codewvith binarychannel symbols, but muchworse
performance than the latteodewith nonbinarychannelsymbols. Figure8.10
through3.13 indicate that aeduction in the alphabedize forchannel symbols
increases thesystemsusceptibility to partial-bandnterference. The primary
reason is the reduced energy per channel symbol.
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Trellis-Coded Modulation

Trellis-codedmodulation is a combined coding antbdulation method that is
usually applied to coherent digitabmmunicationsover bandlimited channels
(Chapter 1).Multilevel and multiphase modulations arged tcenlarge thesig-
nal constellation while not expanding tbhandwidthbeyondwhat isrequired
for the uncoded signals. Sintee signalconstellation is more compadhere
is some modulation Issthat detractsfrom the coding gain, but the ovall
gain can besubstantial. Since anoncoherendemodulator isusually required
for frequency-hoppingommunications, the usuabherenttrellis-codedmod-
ulations are not suitablelnstead, the trellicoding maybe implemented by
expanding the signal set foi/2-ary MFSK toM-ary MFSK [16]. Although
the frequencyones arainiformly spacedthey areallowed to benonorthogonal
to limit or avoid bandwidthexpansion.

Trellis-coded4-ary MFSK isillustrated in Figure3.14 for a ratel/2 code
with four states. The signal spartitioning, shown inFigure 3.14(a), parti-
tions the set dffour signals ortones into two subsetsachwith two tones. The
partitioning doubles thdrequencyseparation between tongem A Hz to 2A
Hz. The mapping otodebits intosignals is indicated. In Figurg.14(b), the
numericallabels denote thesignal assignmentassociatedvith the statetran-
sitions in thetrellis for afour-stateencoder. Théandwidth ofthe frequency
channelthat accommodates the fouones isapproximatelyB = 4A.

There is a trade-off in thehoice ofA because a smalh allows morefre-
guency channels anthereby limits the effect omultiple-accesdnterference
or multitone jammingwhereas a largé tends toimprove the systenperfor-
mance againstagstial-band interference. If a trellis code u$ear orthogonal
toneswith spacingA = 1/T;, where T, is thebit duration, thenB = 4/T,.
The same bandwidthesultswhen an FH/FSKsystemuses two orthogonal
tones, arate-1/2 code, antdinary channel symbolsince B = 2/T, = 4/T,.
The samebandwidthalso resultswhen arate-1/2binary convolutionakode is
used and eacpair of code symbols is mapped into a 4-ary channel symbol.
The performance of thé-state,trellis-coded, 4ary MFSK frequency-hopping
system[16] indicatesthat it is not asstrongagainst worst-caspartial-band
interference as an FH/MFS8ystemwith a rate-1/2 convolutionalode and 4-
ary channel symbols or d&H/FSK systemwith a Reed-Solomon (32,16) code
and errors-and-erasurelecoding. Since the lattesystem is weakethan the
FH/DPSK systemused inFigure 14, wefind that trellis-codedmodulation is
relatively weak against pial-band interference. Thadvantage ofrellis-coded

modulation in a frequency-hoppisystem is itgelatively lowimplementation
complexity.

Turbo Codes

Turbo codesprovide analternative to errors and erasures decoding for sup-
pressing pdial-bandinterference. A turbo-coded frequency-hoppBygtem
that usesspectrally compaathannel symbols will alseesist multiple-access in-
terference. Araccurate estimate of the variance of thterference plusoise,
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Figure 3.14: Rate-1/2,four-state tréis-coded 4-ary MFSK: (akignal setpar-

titioning and mapping of bits tsignals, and (b)mapping ofsignals tostate
transitions.

which is modeled agero-mean, whit€aussian noise, is always needed in the
iterative turbo decoding &yorithm (Chapter 1).When thechanneldynamics
are muchslower than the hopate, all thereceivedsymbols of adwell interval
may be used imstimating thevarianceassociatedvith that dwell interval.

Consider anFH/DPSK system inwhich eachcode bit cantake thevalues
+1 or ... 1. The dwell interval is too short for conventional phase synchronization
to be practical. Thearchitecture ofinteractiveturbo decoding and channel
estimation isillustrated in Figure3.15. As eplained in Chapter 1, thdog-
likelihood ratio (LLR) of a bitu, conditioned on aeceived sequencey; of
demodulatoroutputsapplied to decodetr is defined as thaturallogarithm
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Figure 3.15: Receiver anddecoderarchitecture for frequency-hopping system
with turbo code.

of the ratio of thex posteriori probabilities:

P(uy = +1in)]
P(ug = —1ly;) ]’

Successivestimates of th&LRs of thecodebits are computed bggachcompo-
nent decodeduring theiterative deoding of theturbo code. Theusualturbo
decoding is extended to include the iteratiyedating of the LLRs oboth
the information ancparity bits. After eachiteration by a componerdecoder,
its LLRs areupdated and thextrinsic nformation is transferred to theher
component decoder. The fatttat

Aki =In |: = 1, 2 (3-80)

Pluy = —1|y¢) =1- Pug = +1jy:) (3—81)
and (3-80)imply that thea posteriori probabilities are

1

= Plup = +1ly)) = ———
Piki (ur = +1{y;) 1+ exp(—A)

(3-82)

eXP(—Am')

;= Plug = —1ly;) = —— K2
pok'L ( k |y) 1+exp(“Aki)

(3-83)
Theseequations indicat¢hat thechannel estimator can convert a LitRans-
ferred after &component decodéteration into theprobabilitiespix; ancho:.
Using theseprobabilities for all the bits in dwell interval, estimates of the in-
dependent random carriphase, théading attenuation, and thwise variance
for each dwellinterval can be integrated into tlterative decoding of &urbo
code iftheseparameters are constargger the dwell interval[17].

After the dehopping, theeceivedsignal forsymbol % of adwell interval is

T, (t) = Re [\/253uk¢(t)aej(2"f°t+9)] +ne(t), 0<t< T, (3-84)
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where&, is thesymbol energy whem = 1, T, is the symlabliration, f; is
the intermediatEequency,ux = +1 when binargymbolk isa 1l and, = —1
whenbinary symbol k£ is a 0,4)(¢t) is thenit-energysymbolwaveform, « is
the fadingattenuation, anchg(t) is independemgro-mean, Wite Gaussian
noisewith two-sided noise powespectral densityVy/2. Thehaseshift § is
introduced by the trasmission channel and &ssumed to beonstantduring
the dwell interval. Aderivationsimilar to that of (1-56) indicatesthat the

conditional probability density ofdemodulatoroutput y;, given the values of
uk, No, andC = /&, /2ae’? is

(yk l uk7NO)C)

L exp e — P k=1,2,...,Ny, (3-85)
N/2 N()/2 ) y “y l

where N, is thenumber of demodulatooutputsduring thedwell interval.
After forming thelog-likelihood function for theset of demodulatooutputs
during adwell interval, the maximum-likelihoogstimates ofVy, andC are
found by calculating thosevaluesthat maimize the log-likelihood function.

Straightforwardcalculationsindicate that the maximum-likelihood estimates
are

" 1 Ny
C = N ;; YUk (3-86)
TR af°
0= —N—h k; Y — Uk l (3'87)

Since the{u,} areinknown,estimates arebtained by calculatingpgroximate
expectedvalues othese expressions. gdfx is the mostently computedalue
of por1 OF pox2, then suitableestimates are

Np
~ 1
C=- ; (1 - 2pox)y (3-88)
Np
1 ~12 ~12
:'I;Z[pOklyk+C’ + (1 = pox) lyk—q ] +c (3-89)
k=1
wherea = N 1(1—2pox)?, b, and: are factors adjustedntake theestimates

unbiased. As the decoders provide progressively improved estimates of the
{pox}, the estimate€ and¥, alsoimprove. Substitution ofthese estimates
into (3-85) and theevaluation of(1-135) yield

8Re (a*ysk)

L(ysklug) = - 3-90
(Ysklur) No ( )
which represents thimformation aboutu, provided bys.. Iknownsymbols

are insertednto thedwell interval,then we sepgr, =1 ifix = +1 an@g, =0
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if ux = —1. If the fading attenuation hashe knownvalue «, then(3-88) is

still a suitable estimate i& imdjusted to ensurthat the magnitude & is
equal to\/&s/2a. If phassynchronization isavailable but thelynamics of the
transmission channel afasterthan the hopate, then Ny must be separately
estimated foreachsymbol andhence,(3-90) should be repgiced by(1-145), as

shown inChapter 1.

A simulation of aturbo-coded FH/DPSkystem[17] that uses the mced-
ing estimates indicatethat its performance isore than 2B betterthan that
shown inFigure 3.10. Therate-1/3turbo code uses twd-statesystematic re-
cursive convolutional encodersachwith octal generators,7), a200-bit turbo
interleaver,ideal channeinterleaving, 5decoderiterations,N, = 10, and;/Ny
= 20 dB. For a sufficiently largedwell interval, theresultingperformance is
almost as good abeoreticallypossiblewith perfectsideinformation about the
carrierphase and théading attenuation.Known symbols may bénserted into
the transmittedcode symbols tofacilitate the estimation, but thenergy per
information bit isreduced. Increasindy, improves theestimatesbecausehey
may be based omore olservations andnore known symbols can baccom-
modated.However, since theeduction in the number of independdmips per
information block of fixedsize decreases thdiversity, and hence thiadepen-
dence okrrors, there is limit on N, beyondwhich aperformancedegradation
occurs.

Althoughturbo codes argenerallyusedwith binary channelsymbols, their
error-control capabilities are strong enough tompensate fothe relatively
low channel-symbol energy. However, if the systemency andcomputational
complexity ofturbocodes is unacceptablinen there is &rade-off in thechoice
of the modulation andode.

Turbo productcodes(Chapter 1) are aattractive optiorbecause ofheir
reduced complexity comparevdth otherturbo codes. Theouterencodeffills
the blockinterleaverrow-by-row with the outer codewords. Since theinter-
leaver columns areread by theinner encoder toprovide thechannel symbols,
there is aninherent interleaving of theaner code. Since theuter code is
not inherently interleaved, thehannel interleaver dfigure 1-14 is anessen-
tial part of thetransmitter. Thechannel interleaveprecludes the possibility
that afficiently corrupted outeicodewords due to dwelhtervals hit by in-
terference camndermine the iterative press in the turbaecoder, which is
illustrated in Figurel-20. Side information about whether or not a hit has
occurred isobtained byhard-decision decoding of thaner codewords. The
metric for determining a hibccurrence is the Hammimgjstance between the
binary sequenceaesultingfrom thehard decisions andhe codeword®btained
by bounded-distancdecoding. Wheffull interleaving andgideinformation are
used, theturbo productcode is ompetitive inperformance withotherturbo
codes except for glight inferiority againstpartial-bandinterferenceoccupying
a smallfraction of the hoppindpand [18].



166 CHAPTER 3. FREQUENCY-HOPPING SYSTEMS

3.4 Frequency Synthesizers

A frequency synthesizeonverts sstandard referencieequencyinto adifferent
desiredfrequency. In a frequency-hoppisgstem, the frequencies of the hopset
must be synthesized. In practical applicatioti'e frequencie®f the hopset
have theform

fri=afi+bifr, i=12,..,.M (3-91)

wherea and théb;} are rationalmbersf, is theeferencdrequency, andg
is a frequency in thepectralband of the hopset. Theference signalwhich
is a tone at the referené®quency, is usually theutput of afrequency divider
or multiplier fed by astable frequencysource, such as aratomic or crystal
oscillator. The use of singlereference signal, whiceven generates;, ensures
that anyoutputfrequency of thesynthesizer has theamestability andaccuracy
as the reference. Tharee fundamentalypes of frequencgynthesizers are the
direct, digital, andndirect synthesizerdviost practical synthesizers angbrids
of thesdfundamentatypes[19], [20], [21], [22].

Direct Frequency Synthesizer

A direct frequency synthesizasesfrequency multipliers andlividers, mixers,
bandpasdilters, and electronicswitches toproducesignalswith the desired
frequencies. Direcfrequencysynthesizergprovide both veryfine resolution
and high frequencies, but ofteaquire avery largeamount of hardware and do
not providea phase-continuousutput after frequencychanges. Although a
direct synthesizer can beealizedwith programmableaividers andmultipliers,
the standaré@pproach is to use thdouble-mix-divide(DMD) systemillustrated
in Figure 3.16. Thereferencesignal atfrequencyf, ismixed with a tone at
the fixedfrequencyf,. Thebandpasdilter selects the sunfrequencyyf, + f.
produced by the mixer. Wothermixing and filtering operationith a tone at
fv+ f1 produces the frequencly. + fo+ fir + f1.  thie fixedfrequenciesf, and
fv» are chosen sthat

fa+fb:9fr (3-92)

then thedivider produces theutputfrequencyf,.+ f1/10. In principle, aingle
mixer and bandpaditer could producethis output frequency, but twanixers
and bandpass filtersimplify the filters. Each bandpass filtermust select the
sum frequency whilsuppressing thdifferencefrequency and thenixer input
frequencies,which may enter thdilter becauseof mixer leakage. If the sum
frequency is tooclose toone of theseother frequencies, théandpass filter
becomesprohibitively complex and expensive.

The DMD system ofigure 3.16 can beused as anodule in a direct fre-
guencysynthesizerthat canachievearbitrary frequency resolution bygascad-
ing enough DMD modules. Aynthesizer that provides two-digisolution is
shown inFigure 3.17. When thesynthesizer isised in drequency-hoppingys-
tem, thecontrol bits areproduced by theodegenerator.Each decadswitch
passes a&ingle tone to a DMDmodule. The tertonesthat areavailable to
the decade switches may peoduced by applying theeferencefrequency to
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fr fr+fa 10fr+f-| fr+f1”0
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fa fb + f1

A

Figure 3.16: Double-mix-dividemodule, where BPF bandpasdilter.
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Figure 3.17: Direct frequencysynthesizewith two-digit resolution.

appropriate frequency multiplieend dividers in the tone generatdgquation
(3-92) ensureshat theoutputfrequency of thesecondbandpass fier in DMD
module 2 is10f, + f» + f1/10. Thus, thefinal synthesizeoutputfrequency is
Fr+ f2/10 +£1/100.

Example 1. It is desiredo produce al.79 MHztone. Letf, = 1 MHz
and f, = 5 MHz. The ten tones provided to tliecadeswitches are 5, 6, 7, .,
14 MHz so thatfy and,; cammangefrom 0 to 9 MHz. Equation(3-92) yields
fo =4 MHz. If fi =7 MHz and f. = 9 MHz, thenthe outputfrequency is
1.79MHz. The frequencieg, anfi asechthat thedesigns of the bandpass
filters inside the moduleare reasonablgimple. [

Digital Frequency Synthesizer

A digital frequency synthesizer converts the stawacdhple values of a sineave
into ananalog sine waverith aspecifiedfrequency. The periodic argymmetric
character of aine wavempliesthatonly values forthe first quadranheed to be
stored. The basic elements of a digitalquencysynthesizer arshown inFigure
3.18. A set obits, which are produced by tleedegenerator in drequency-
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Figure 3.18: Digital frequency synthesizer.

hopping systemdetermine thesynthesizedrequency by specifying ahase
incrementd. The accumulataronverts the phasmcrementinto siwccessive
samples of the phase dding the increment to ¢hcontent ofan internal
registerafter every cycle of the refencesignal. A phase sample= i6, i =
1,2,..., N, defines an address ie read-only memoryROM) atwhich the
valuesin # is stored. Thivalue is appliedto a digital-to-analog converter
(DAC), which performs aample-and-holaperation at a sampling rate equal
to the reference frequengy.  The convedetput isapplied to an anti-aliasing
lowpassfilter with a aitoff frequencylessthan f,. The output of théiowpass
filter is the desired analog signal.

The numericakapacity of theaccumulatordetermines thenaximum num-
ber of ROM addresses that tiphaseaccumulator carspecify. One sample
value ofsin  is read out afteavery cycle of the referencggnal. If Nsample
values are read ouwturing eachperiod ofsin 8, then the frequency of the analog
signal poduced is

fr

A= (3-93)

where £, is the frequency of the referergignal. Theoutputfrequency fos
is produced whemvery kth stored sample value is read out at theéerence
rate. Thus, if the phase accumulator incrementg by aftery cycle of the
referencesignal, then

fox = kA (3-94)

which implies that A is the frequencyesolution and theninimum frequency
that can be generated by the synthesizer.

The maximum frequency,, that can bengeted isproduced byusing
only a few samples ain ¢ per ped. From theNyquist samplingtheorem,
it is known thatf,, < f./2 is required tavoid aliasing. Practical DAC and
lowpassfilter requirementsurther limit 7, to approximately 0.4f, oless.
Thus,q > 2.5 samples ofin § peperiod areused insynthesizingf,,, and

iy
q

fm (3-95)
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The lowpasdilter may beimplementedwith a linearphase awss a flatpass-
band extending to approximately,,. The frequencies,, and, are limited
by the speed of thdigital-to-analogconverter.

Let » denote thenumber of bits in theaccumulatorregister. The numeri-
cal capacity of theaccumulator i > N. Supposethat fmin andfm.x are
specifiedminimum and mgimum frequencieshat must beproduced by &yn-
thesizer. Equation§3-93) and(3-95) imply that fumin > fr/N and fuax < fr/q.

Therefore g fmax/ fmin < N < 2” and the requirecdhumber ofaccumulatorits
is

v= ].log2(quax/fmin)J +1 (3-96)

where|z| denoteshe largestinteger inz.

The ROM store®™ or fewadistinct n-bit words. Eachword represents
one possiblevalue ofsin ¢ in the firstqguadrant or equivalently, one possible
magnitude okin 6. Thenput to the ROMcomprisesn + 2 parallel bits. The
two mostsignificant bits are the sign bit and tlyeiadrant bit. The sigrbit
specifies the polarity ofin §. The quadrant Bpecifieswhethersin  is in
the first orsecondquadrants or irthe third orfourth quadrants. The least
significant bits of thenput determine the address in which the magnitudgrof
# is stored. The address specified by thieastsignificant bits is appropriately
modified by thequadrant biwhené is in thesecond or fourtlyuadrants. The
sign bit becomes one of the4+ 1  ROMutput bits. The phaseaccumulator
usesr > n+2 bits. Sincen + 2 bits areneeded by the ROM, the-n—2 least
significant bits in the accumulator aret applied tothe ROM. Thememory
requirements of a ROM and thmumber ofits input bits can be reduced by
using trigonometricidentities and hardware multipliers.

Sincen  ROMoutput bits specify themagnitude okin 8, the quantization
error produces thavorst-case noispower

E,=(2"™")? = -6ndB (3-97)

in the digital-to-analogconverteroutput. Themagnitude ofE, iscalled the
spectral purity of the synthesizer.

Example 2. A digital synthesizer is to be designed to cover 1 kHz to 1
MHz with aspectralpurity greaterthan 45 dB.According to (3-97), the use
of 8-bit words in the ROM is adequate for thequiredspectralpurity. The
ROM contain®® = 256 ofewer diginct words andequires: + 2 = 10 input
bits. 1f2.5< q < 4, thensince fmax/fmin = 103, (3-96)ieldsy = 12. Thus,
a 12-bit phaseaccumulator isneeded. Since2!? = 4096, wemay choose N =
4000. If thefrequencyresolution andsmallestfrequency is to beé\ = 1 kHz,
then (3-93) indicateshat f,. = 4 MHz isrequired. When thefrequencyA is
desired, the phas@crements areso smallthat 2~"~2 = 4 increment®ccur
before a new address is specified and a new valsméf protbuced. Thus,
the 4 least-significanbits in the accumulator are not used in the addressing of
the ROM. OJ

The direct digital synthesizer can easilymodified to produce a modulated
output when high-speeddigital data isavailable. Foramplitude modulation,
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the ROM output is applied to a multiplier. Phase modulation may be im-
plemented by adding thappropriate bits to th@haseaccumulatoroutput.
Frequencymodulationentails amodification ofthe accumulatomput bits. For
a quaternary modulatiorseparatesine andcosineROMs may be used.

A digital frequencysynthesizer camproduce nearlyinstantaneousphase-
continuous frequencghanges ana veryfine frequencyresolutiondespite its
relatively small size,weight, andpower requirements. Adisadvantage is the
limited maximumfrequency, which restricts theandwidth of thecoveredfre-
guencies following drequency tanslation of the synthesizewtput. Forthis
reason,digital frequencysynthesizers areften used ascomponents irhybrid
synthesizers. Aotherdisadvantage is th&tringent rguirement for thdowpass

filter to suppresdrequencyspursgeneratediuring changes irthe synthesized
frequency.

Indirect Frequency Synthesizers

An indirect frequency synthesizeisesvoltage-controlled oscillatorand feed-
back loops. Indirect synthesizers usualtgquirelesshardwarehancomparable
direct ones, butequiremoretime toswitchfrom onefrequency to anothelike
digital synthesizersindirect synthesizersiherently producephase-continuous
outputsafter frequencychanges. Therincipal components of single-loop
indirect synthesizer, whicks similar in operation to gphase-lockedoop, are
depicted inFigure 3.19. Thecontrol bits, which determine thealue of the
modulus or divisom, are supplied by a code generator. The input signal at
frequencyf; may berovided byanother synthesizeiSince the feedback loop
forces therequency othe divideroutput, (fo — f1)/N, toclosely aproximate
the referencirequencyf,., theutput of thevoltage-controlledscillator (VCO)

is a sinewavewith frequency

fo=Nfr+fi (3-98)

where N is gositiveinteger. Phase detectoris frequency-hoppingynthesizers
are usually digitaldevicesthat nmeasurezero-crossingites ratherthan the
phasedifferences reasuredvhenmixers areused. Digital phase detectdnave
an extended lineaange, ardesssensitive tanput-levelvariations, ad simplify
the interface Wwh a digitaldivider.

Since theoutputfrequenciechange in icrements off,, the frequenaggs-
olution of thesingle-loopsynthesizer isf.. For stableoperation and theup-
pression ofsidebandsthat areoffsetfrom fo by f., it is desirablethat the
loop bandwidth be on therder of 0.1f.. Theswitching timet; for changing
frequencies, whiclis inverselyproportional to théoop bandwidth, isroughly
approximated by

25

T 5

This equation indicates that a low resolatiand a lowswitching time may
not be achievable by single loop. Theswitching timet, islessthan orequal

ts (3-99)
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Figure 3.19: Indirect frequencysynthesizewith single loop.

to Ts, defined previously fofrequency-hoppingulses, which may havaddi-
tional guard time inserted. Tdecrease thewitching timewhile maintaining
the frequency resolution ofsngleloop, acoarsesteeringsignal can be stored
in a ROM, convertedinto analogform by adigital-to-analog convertefDAC),
and applied to the VCO (as shown Hkigure 3.19) immediately aftera fre-
guency change.The steeringsignal reduces thdrequencystep thatmust be
acquired by the loopvhen a hopoccurs. An alternative approach is to place
a fixed dividerwith modulusM after theloop sothat theoutputfrequency is
fo=Nf./M+ fi/M. By thismeans,f, can be increasedthout sacrificing
resolutionprovidedthat the VCOoutputfrequency,which equalsM f,, is not
too large for the divider in thieedback loop. To limithe transmission afpu-
rious frequencies, it mage desirable ténhibit the transmitterutputduring
frequency transitions.

The switchingtime can be dramatically reducéy using two synthesizers
that alternatelyproduce theoutput frequency. One synthesizer produces the
output frequency while thesecondone isbeingtuned to thenext frequency
following a commandrom thecodegenerator. If the hogurationexceeds the
switchingtime ofeachsynthesizerthen thesecondsynthesizer beginsroducing
the nextfrequency beforea controlswitch routes itsoutput to amodulator or
a dehoppingnixer.

A divider is a binarycounterthat produces &quare-waveoutput. The
divider counts down by ongnit every time itanput crossezero. If themodulus
or divisor is the positive integed, then afterN zero crossings, the divider
outputcrossezero and canges stte. Thedivider thenresumesountingdown
from N. Programmable dividers have limited operating speeds that impair their
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ability to accommodate high-frequency VCQoutput. A problem isavoided
by the down-conversion of the VC@utput by themixer shown inFigure 3.19,
but spuriouscomponents aréntroduced. Sincefixed dividers can operate at
much higherspeedghan programmablalividers, one might considgracing a
fixed divider before th@rogrammablealivider in thefeedback loop.However,
if the fixed divider has anodulus Ny, then theloop resolution becomesV; f,.
so this solution is usually unsatisfactory.

A dual-modulus dividerwhich isdepicted inFigure3.20, allowssynthesizer
operation at highfrequencies whilemaintainingthefrequency resolutiorequal

Dual prescalar

fin +P

T +P+Q
X

Modulus Reset

control g
A [ fin

Divider 1 Divider 2 N
+A 3 | +B

i I

¥
Control bits

Figure 3.20: Dual-modulusdivider.

to fr. The dual prescalarconsists of two fixedividers with divisors equal
to the positive integersP and P + Q. The two programmabledividers count
down from the integersA and B, where B > A and A is nonnegative. These
programmabledividers are onlyrequired toaccommodate frequencyfi, /P.
The dual prescalarinitially divides by themodulus P + Q. This modulus
changes whenever a programmable divider reaches zero. (RfterQ)A input
transitions, divider lreacheszero, and themodulus control causes thedual
prescalar to divide by. Divider 2 has counted down ® ... AAfter P(B ... A)
more input transitions, divider 2e@acheszero andcauses amutput transition.
The two programmabléividers arethen reset, and the dupfescalarreverts
to division by P + Q. Thus, eachoutput transition corresponds tA(P + Q) +
P(B ... Axr AQ + PBinput transitions, which implies that the dual-modulus
divider has anodulus

N=AQ+PB, B>A (3-100)

and produces theutputfrequencyf;,/N.
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If Q =1 andP = 10, then the dual-modulus divider is calledl@/11
divider, and

N=10B+A, B>A (3-101)

which can bdncreased irunit steps bychangingA in unit steps. Sinc8 > A
is required,a suitablerange for A andminimumvalue of B are

0<A<9,  Bum=10 (3-102)

The relations (3-98), (3-101), and(3-102) indicatethat therange of a synthe-
sized hopset ifom f; + 100f, t0 fi + (10Bmax + 9)f-. Therefore, a spectral
band betweerf,.;, anfl,.. vered by théwopset if

fl + 100fr < fmin (3-103)
and

fi + (10Bmax + 9) fr 2 fimae (3-104)

Example 3. The Bluetooth communicationsystem is used to establish
wireless conmunicationsamongportableelectronicdevices. Thesystem has a
hopset of 79 carriefrequencies, its hopate is 1600 hops per second, its hop
band isbetween 240Gnd 2483.5MHz, and the bandwidth afachfrequency
channel is IMHz. Consider asystem in which the 79 carrier frequencies are
spaced 1 MHapartfrom 2402 MHz t02480MHz. A 10/11divider withf, =1
MHz providesthe desiredncrement, which igqual to thdrequencyresolution.
Equation (3-99) indicatesthatt, = 25 us, which indicatesthat 25potential data
symbols will have to beomitted during each hopinterval. Inequality (3-103)
indicates that f; = 2300 MHz is asuitablechoice. Then (3-104) issatisfied
by B.: = 18. Therefore, dividersA and B require 4 and 5 control bits,
respectively, to specifiheir potentialvalues. If thecontrol bits arestored in a
ROM, theneach ROMlocationcontains 9 bits. Thaumber of ROMaddresses
is at least 79, the number of frequencies in the hopset. Thus, a ROM input
address requires 7 bitg]

Multiple loops

A multiple-loop frequency synthesizaeses two omore single-loopsynthesizers
to obtainbothfine frequencyresolution andast switching. Athree-loopfre-
guency synthesizer shown inFigure 3.21. Loops A and B have the form of
Figure 3.19, butloop A does not have mixer and filter in itsfeedback. Loop
C has the mixer and filter, buacks thedivider. Thereferencdrequencyf,
is chosen to ensure that the desired switching time is realizéd>IM, then
loop C doesnot appreciably degradthe switchingtime. Thedivisor M is
chosen so thaf./M isqual to the desireesolution. LoopA and the divider
generateincrements off,./M while loop B generatesncrements off,.. Loop C
combines theoutputs ofloops A and B to produce theutputfrequency
fr

fo=Bfr+ AT+ N (3-105)
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Figure 3.21: Indirect frequencysynthesizewith threeloops.

whereB, A,andM are positiveintegers becaughey are produced bgividers.
Loop C is preferable t@ mixer and bandpass filtbecause the filtewould have
to suppress aasely spaced unwantedcomponenwhen Af,./M and Bf, were
far apart. To ensurethat eachoutputfrequency isproduced by unique l@zes
of A andB, it is requiredthat Apee = Amin + M — 1. TO preventdegradation

in the switchingime, itis requiredthat A,,;, > M. Both requirements are met
by choosing

Amin =M +1,  Ape =2M (3-106)
According to(3-105), arange of frequencies froffl.n, ~ th.ee d8Vered if
Bminfr + Amin'f]\% + fl < fmin (3—107)
and
fr
Bmazfr + Amam'M + fl 2 fmaa: (3—108)

Example 4. Consider theBluetooth system ofExample 3 butwith the
more stringent requirement that = 2.5 us, which only sacrifices 3potential
data symbols per hop interval. Tsiegle-loopsynthesizer of Example 3 cannot
provide thisshortswitching time. The required switchingne is provided by a
three-loop synthesizewith f, = 10 MHz. Theresolution of 1 MHz isachieved
by takingM = 10. Equationg3-106) indicatethat Amin = 11 anA,ee =
20. Inequalities(3-107) and (3-108) arsatisfied if f; = 2300 MHz, B = 9,
and B.... = 16. Themaximum frequenciesthat must be accommodated by
the dividers inloops A and B are A,,4. f =200 MHz and B,,qz fr =160 MHz,
respectively. viders A and B require 5 and 4 control bitsespectively..3
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Fractional-N Synthesizer

A fractional-N synthesizer uses a singd®p and extensivauxiliary hardware
to produce an outpdtequencygiven by (3-105)with 0 < A < M —1. Although
the switching time isnverselyproportional tof, , theesolution isf,./M, which
can be madarbitrarily small in principle. Thesynthesismethodalters theloop
feedback by dividing theutput freqyuency byB most of the time but diding
B + 1 every M/A output cycles so that the effective divisor is N = B + A/M.
The main disadvantage of the fractionalsihthesizer relative to the other
synthesizers afomparablgerformance is itproduction ofelatively high-level
spurioussignalsthat frequency-modulate itsutput signal.

As shown in Figure 3.22, the number A/M is added to the content of an
accumulatorevery output cycle. Eachtime the ontentexceedsunity, acarry

P o " (B * {:7) Iy
oy e Lowpass
detector N =) & It};r > VCO —?—}

—

Cycle

+B i I
swallower
i i) 1

Amplifier { C%Ii]::cﬂ
A 4 t Carry
P bit
A —N . :‘/'\ D/A

M Accumulator Wi

A

Figure 3.22:FractionalN frequency synthesizer.

bit is generated that causes division by B + 1 instead of B. For example, if
f» = 1 MHz and it is a@sired togeneratefy = 9.15 MHz, thenB = 9 and
A/M = 0.15 isadded to the content of amtcumulatorevery outputcycle. The
output frequency isdivided byB + 1 = 10 everyM/A = 1/0.15 =6.67 output
cycles on the average. Theycle swallower is a devicihat blocks one of the
VCO outputcycles in response to @arry bit from the accumulator. For the
VCO to producea stable outpufrequency, itsinput must beapproximately

a direct-currentsignal. However, forevery referencecycle, the VCOoutput
undergose N cycles, and the divider output undergoes N/B = 1 + A/BM
cycles. Therefore, the relative phadmtween the two phase-detectoputs
increases by2rA/BM radians peramplifier output. Since theaccumulator
outputincreases byA/M every réerencecycle, aprogrammableamplifier with

a gain of2n/B vyields theutput needed forcancellation.
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Example 5. Consider aractional-N synthesizer for th@&luetoothsystem
of Example 4 in which, = 2.5 us. If the output of thefractionallN synthesizer
is frequency-translated 800 MHz, then the gnthesizeritself needs tocover
102 MHz to 180 MHz. Thawitching time is achieved kgking f. = 10 MHz.
The resolution is achieved by taking M = 10. Equation (3-105) indicates that
the required frequencies are covered by varyingdn 10 to 18 and Arom O
to 9. The accumulatoincreasests content by A/IM = A/lGvery refeence
cycle. The integer8 and A require 5 and! control bits, respectively]

3.5 Problems

1. An n-stagefeedbackshift register is used as the codenerator in the
FH/MFSK transmittershown in Figure 3.5(a). Whas the maximum
number ofeffective frequencychannels in the hopset? Whatréquired
for messagerivacy?

2. ConsiderFH/MFSK with soft-decision decoding okpetition codes and
&v/Ito > 3/m. Showthat Ly isgiven by (3-30).

3. Consider FH/MFSK with soft-decision decoding afepetition codes and
large valuesof &,/I. Supposethat the number ofepetitions is not
chosen tominimize thepotentialimpact ofpartial-bandamming. Show
that anonbinary modulatiomwith m bits persymbolgives abetterperfor-
mancethan binary modulation in thpresence ofvorst-casepartial-band
jamming if L > (m — 1) In(2)/ In(m).

4. Draw theblock diagram of a receiver for an FMFSK systemwith an

independently hopped MFSK set. This system precludes sophisticated
multitonejamming.

5. How many symbols per hop arequired for thdoss due to ghase-
reference symbol to be leisan 0.1 dB in an FH/DPSKystem?

6. This problem illustrates # importance o& channetode to drequency-
hopping system in the presence of worst-casetiphband interference.
Consider anFH/MSK systemwith limiter-discriminator demodulation,
(@) Use (3-70) taalculate the mguired &,/ to obtain a bit error rate
P, = 10~% when no chanel code isused, (b) Calculate the required
&/ Iyp for P, = 1073 when aGolay (23,12) code isised. As a first
step, use the firsterm in (1-25) to estimate theequiredsymbol error
probability. What is thecoding gain?

7. Consider an FH/DPSkKsystemwith a turbo decoder, (a) Derive the
maximum-likelihood estimates ¢8-86) and (3-87). (b) Asumethat the
{pox} are correct. Derive the value of the factwcessary foC to be
unbiased, (c) If phassynchronization isavailable, Ny is the same for
eachsymbol, andboth Ny and theattenuation aré&nown, show that
(3-90) reduceso (1-137).
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8. It is desired taover 198 ... 200 MHz in 10 Hzrements using double-mix-
divide modules(a) What is theminimum number ofmodulesrequired?
(b) What is the rangef acceptable reference frequencies? @hoose a
reference frequency. What are finequencies of theequiredtones? (d)
If an upconversion by 180 MHz follows the DMiDodules, what is the
range ofacceptableeference frequencies? tisis system moreoractical?

9. It is desired tocover 100 ..100.99 MHz in 10 kHzncrementswith an
indirectfrequencysynthesizer containingsingle loop and dual-modulus
divider. Letf; =0 in Figure3.19 andQ = 1 in Figure3.20. (a) What is
a suitable range ofalues ofA? (b) What are a suitablealue of P and
a suitablerange of values oB if it is requiredto minimize thehighest
frequencyapplied to theprogrammablelividers?

10. It is desired tacover 198 ... 200 MHz in 10 Hz increments wigwitching
time equal to 2.5 ms. An indireftequencysynthesizer withthreeloops
in the form ofFigure 3.21 is used. It iglesired thatBn.x < 10%. (a)
What aresuitable values of theparametersf, , M, Anin, Amax, Bmin;
Bmax , and f; ? (b) If the desiredwitching time isreduced to 25Qs
and f; is minimized, what are thalues oftheseparameters?

11. Specify the desigrparameters o fractional-Nsynthesizerthat covers
198 ... 200 MHz in 10 Hz incrementish a switching time equal to 250
Us.
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Chapter 4

Code Synchronization

A spread-spectrumeceivermust generate a spreadingjsence orffrequency-
hopping pattern that isynchronizedvith thereceived sequence pattern;that
is, the correspondinghips ordwell intervalsmustprecisely omearly coincide.
Any misalignmentcauses the signamplitude at the demodulator output to
fall in accordancevith the autocorrelation or partial autocorrelatifmmction.
Although the use oprecisionclocks in both the transmitter and theceiver
limit the timing uncertainty in theeceiver,clock drifts, rangeuncertainty, and
the Doppler shift mayausesynchronization problemsCode synchronization,
which is eithersequence opatternsynchronization, might be obtaindtbm
separatelytransmittedpilot or timing signals. It may be aidedor enabled by
feedbacksignalsfrom thereceiver to the tmasmitter. However, toreduce the
cost in power andoverhead, mosspread-spectrumeceivers can acquireode
synchronizatiorfrom thereceivedsignal.

4.1 Acquisition of Spreading Sequences

In the first part of thischapter, we considatirect-sequence systems. To de-
rive themaximume-likelihoodestimate of thecode phaser timing offset of the
spreadingsequenceseveralassumptions are madeSince the presence of the
data modulatioimpedescode synchronizationthe transmitter isassumed to
facilitate thesynchronization by tmasmitting thespreadingsequencewithout
any data modulation. Inearly all applicationsponcoherent code synchroniza-
tion must precedearrier synchronizatiotecause the signanergy isspread
over awide spectraband. Prior to despreading, which requiresde synchro-
nization, thesignal-to-noiseaatio (SNR) isunlikely to be sufficientlyhigh for
successfukarrier tracking by ghase-lockedoop. The reeived signal is

r(t) = s(t) + n(t) (4-1)
where s(t) is thedesiredsignal andn(t) is thedalitive white Gaussiannoise.
For a direct-sequence systemth PSK modulation, thedesired signals

s(t) = V2Sp(t — 7) cos (2m fot + 27 fat + 6) (4-2)
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where S is the averagpower,p(t) is the spreadivgaveform,f, isthe carrier
frequencyf isthe randomcarrier phase, and and f; are thainknowncode

phase and frequency offset, respectively, that must be estimated. The frequency
offset may be due to a Doppler shift or to a drift or instability in the transmitter
oscillator.

The coefficients in th@xpansion of the observedaveform in terms of or-
thonormal basis functions constitute thevectorr = [ry r2...7rn]. Théikelihood
function for the unknowm anfl, is tleenditional density function afgiven
the values ofr andy. Sincef is aandom variable, the likelihoofinction is

A(r) = Ep [f (r|7, fa, 0)] (4-3)

where f(r|7, f4,0) isthe conditional densityfunction ofr given the values of
7,fs, and @, andE, is the expectatiomith respect tof. The maximum-
likelihood estimates ar¢hose values of ang; that maximizeA(r).

The coefficients in the expansion ) farms ofthe orthonormabasis
functions arestatisticallyindependent.Since eachcoefficient is Gaussiawith
variance Ny /2,

1 (rs — s0)”
_ 12 1 4_4
el fu0) =11 o Oexp[ N } (44)
where the{s;} are the coefficientsf the signals(t) whenr, f;, andd are given.

Substituting this equation into(4-3) and eliminating factors irrelevant to the
maximum-likelihood estimation, we obtain

A(r)=E iN-‘——l—N? 4-5
(r) = Ep { exp Nozlnsz No;sl (4-5)

Expansions in therthonormalbasis functions indicate that if N — oo, the
likelihood function may beexpressed in terms of thegeal waveforms as

T
Alr(t)] = Es {exp [Nio /0 r(t)s(t)dt — Nio] } (4-6)

where £ is theenergy in thesignal waveform over the observatiomnterval
of durationT. Assuming that £ does notvary significantly over theranges
of = and f; considered, thfactorinvolving £& may bedroppedfrom further
consideration. Thesubstitution ofs(¢t) in(4-2) into (4-6) then yields

e

For noncoherent @mation, the eceivedcarrier phasef is assumed to be
uniformly distributedover [0,27). A trigonometricexpansionfollowed by an
integration of(4-7) over ¢ gives(cf. (7-14))

Alr(®)] = Io (3—2‘%—@) (48)

Aflr(t)] = Ey {ex [2\/— / Yot — 7) cos (2m fot + 2w fut + 6) dt




4.1. ACQUISITION OF SPREADING SEQUENCES 183

wherely( ) is the modifieBesselfunction of thefirst kind and ordeeerogiven
by (D-30), and

2

T .
R (7, fa) = [/0 r(t)p(t — 7) cos (27 ft + 27 f4t) dt:|

T 2
+ [/ r(t)p(t — 7) sin (27 fot + 27 fat) dt] (4-9)
0

Since Iy(z) is amonotonically increasingfunction of z, (4-8) implies that
R(r, fq) is a sufficient statistidor maximum-likelihoodestimation. Ideally,
the estimates ametermined byconsidering allpossible values of anfl;, and
thenchoosingthosevaluesthat maimize (4-9). A devicethatimplements(4-9)
is called anoncoherent correlator.

A practicalimplementation ofmaximume-likelihoodestimation or othetype
of estimation is greatlfacilitated by dividing synchronizatiointo the twooper-
ations of acquisition anttacking. Acquisition provides coarssynchronization
by limiting the choices of theestimatedvalues to dinite number ofquantized
candidates Following theacquisition,trackingprovides andnaintaingine syn-
chronization.

One method ofacquisition is to use parallel array of processorseach
matched tocandidatequantizedvalues of thetiming and frequency offsets.
The largest processoutputthenindicateswhich candidates areelected as the
estimates. Aralternativemethod ofacquisition, which is mucless complex,
but significantlyincreases théime needed tomake a decisionis to serially
searchover the cadidate offsetsSince thérequency offsets usuallynegligible
or requires only a few candidatelues, theaemainder of thichapteranalyzes
code synchronization in whie only thetiming offset 7 is estimated. Search
methodsrather thanparallel processing are examinedode acquisitionis the
operation by which thghase of theeceiver-generatedequence irought
to within a fraction of achip of thephase of the received sequencAfter
this condition isdetected andverified, the trackingsystem isactivated. Code
tracking is the operation bwhich synchronization errors afartherreduced or
at leastmaintainedwithin certain bounds. Both ¢éhacquisitionand tracking
devicesregulate theclock rate. Changes in the clockate adjust thehase or
timing offset of thelocal sequencgenerated by threceiverelative to the phase
or timing offset of thereceived sequence.

In a benign environmentsequential estimatiomethods provideapid ac-
quisition [1]. Successiveeceived chips ardemodulated anthenloadedinto
the receiveres code generator to establish its initial state. The tracking system
then ensureghat thecodegenerator maintainsynchronization.However, be-
causechip demodulation isequired, theusualdespreadingnechanisncannot
be used tsuppresdnterferenceduring acquisition. Since anacquisition fail-
ure completelydisables acommunicationsystem, an acquisitiorystemmust
be capable ofejecting the anticipatetével of interference. Tameetthis re-
guirement,matched-filter acquisitiorand serial-search acquisitiomre the most
effectivetechniques irgeneral.
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Figure4.1: Digital matchedfilter.

Matched-Filter Acquisition

Matched-filteracquisitionprovidespotentially rapid acquisitiowhenshort pro-
grammablesequences givadequate security. The matchilter in an acquisi-
tion system is matched to one period of #peeading waveform, which is usu-
ally transmittedwithout modulationduring acquisition. The sequencéngth
or integrationtime of the matchedilter is limited by frequencyoffsets and
chip-rateerrors. Theoutput envelope,which ideally comprisedriangular au-
tocorrelationspikes, is comparedith one ormore thresholds, onef which is
close to the peak value of the spikes. If the -dgtabol boundariescoincide
with the beginning and end of a spreadseguence, theccurrence of a thresh-
old crossing provides timing information used for bsyimbol synchronization
and acquisition. Amajor application ofnatched-filteracquisition is forburst
communications, which are short and infrequesmmunicationghat do not
require a long spreadingequence.

A digital matched filter thagenerate®(r,0) fononcoherenacquisition of
a binary spreading waveform is illustrated in Figdreé. Thedigital matched
filter offers great flexibility, but is limited in theandwidth it can accommodate.
The receivedspreading waveform idecomposednto in-phase and quadrature
basebandcomponents,each ofwhich is applied to a separateanch. The
outputs ofeachdigitizer are applied to &ransversalffilter. Tappedoutputs of
eachtransversal filter arenultiplied by stored weights ansbmmed. The two
sums aresquared andddedtogether to produce tHmal matched-filteroutput.
A one-bit digitizer makefarddecisions on theeceivedchips byobserving the
polarities of the samplealues. Eachransversalfilter is a shift register, and
the reference weights asequence chipstored inshift-registerstages. The
transversalfilter containsG successive receivespreading-sequence chips and a
correlatorthat computes thenumber ofreceived andstored chipshat match.
The correlator outputs are appliedtte squarers.
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Figure 4.2: Configuration of aserial-searchacquisitionsystem enabled by a
matched filter.

Matched-filter acquisition forcontinuous communications is useful when
serial-searctacquisitionwith along sequencdails or takes todong. Tte trans-
mission of theshort sequence may lw®ncealed byembedding it vthin the
long sequence. Thehortsequence may besaibsequence of theng sequence
that ispresumed to bahead of theeceivedsequence and is stored in the pro-
grammablematchedfilter. Figure 4.2depicts theconfiguration of amatched
filter for short-sequencacquisition and aerial-searctsystem for long-sequence
acquisition. Thecontrol signalprovides theshort sequence thais stored or
recirculated in the matched filter. The contsignal activates thenatched
filter when it isneeded andleactivates ibtherwise. Theshort sequence is de-
tected when thenvelope of thenatched-filteroutput creses ahreshold. The
threshold-detectopoutput starts along-sequencgenerator in theserial-search
system at gredetermined initiatate. The long sequenceuised forverifying
the acquisition and for despreading teeeiveddirect-sequence signabeveral
matched filters in parallel may hesed toexpedite theprocess.

4.2 Serial-Search Acquisition

Serial-search acquisitioronsists of aearch,usually indiscretesteps, among
candidatecode plases of a locasequencauntil it is determinedthat thelocal
sequence isiearly synchronizedavith the receivedspreading sguence. Con-
ceptually, thetiming uncertaintycovers aregionthat is quatized into a finite
number ofcells, which aresearch positions afelative codephases otiming
alignments. Theells areserially testeduntil it is determined that a particular

cell corresponds to thalignment of the twsequences to hin a fraction of a
chip.
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Figure 4.3: Serial-searclacquisition system.

Figure 4.3depicts theprincipal @mponents of aserial-searchacquisition
system. Theaceiveddirect-sequence signal andazal spreadingsequence are
applied toa noncoherentcorrelator that produces th&atistic (4-9). If the
received and locadpreadingsequences are not aligd, the sampledorrelator
output islow. Therefore, the threshold is nekceeded, theell undertest is
rejected, and thphase of thdocal sequence isetarded oradvanced, possibly
by generating an extrelock pulse or byblocking one. A newcell is then
tested. If thesequences armearly aligned, thesampledcorrelatoroutput is
high, the threshold igxceeded, the search stopped, and the twsequences
run in parallel at soméixed phaseoffset. Subsequent testgerify that the
correctcell has beerndentified. If acell fails the verification tests, the search
is resumed. If ecell passes, the tweequences are assumed to be coarsely
synchronized, demodulatidmegins, and thérackingsystem is activated. The
threshold-detectoputput continues to bemonitored sothat anysubsequent
loss ofsynchronizationactivates the serial search.

There may beseveral cellghat potentially provide aalid acquisition. How-
ever, ifnone of theseells caresponds to perfedynchronization, theletected
energy isreducedbelow its potentialpeakvalue. Thestep sizeis the separa-
tion betweencells. If thestepsize isone-half ofa chip,then one of thecells
corresponds to anlignment wthin one-fourth of achip. On theaverage, the
misalignment of thiscell is one-eighth of achip, which maycause anegligi-
ble degradation. As thstepsize decreasedoth theaveragedetectedenergy
during acquisition and the@umber ofcells to be searchedcrease.

The dwell timeis the amount ofime required fortesting acell and is ap-
proximately gual to thelength of the integratiomterval inthe noncoherent
correlator (Section4.3). An acquisitionsystem iscalled asingle-dwell system
if a singletest determineswvhether acell is accepted as the correct one. If ver-
ification testing occurdefore acceptance, ttsgstem iscalled amultiple-dwell
system.The dwelltimes either ardéixed or are variable bubounded bysome
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maximumvalue. The dweltime for the initialtest of a cell is usually designed
to be muchshorterthan thedwell times for verificationtests. Thisapproach
expedites the acquisition lguickly eliminating the bulk of the incorrecells.

In any serial-search system, the dwihe allotted to a test is limited by the
Doppler shift, which causes the receivezhd local chp rates todiffer. As a
result, an initialclosealignment of the twsequences may disappear by the end
of the test.

A multiple-dwell system may use aonsecutive-count strategy, in which a
failed test causes a cell to benmediately rejected, or amp-down strategy,
in which afailed testcauses aepetition of a previous testFigures 4.4 and
4.5 depict theflow graphs of theconsecutive-count andp-down strategies,
respectively that requireD tests to be gssedbeforeacquisition is declared. If
the thresholds not exceededduring test 1, the celfails thetest, and thenext
cell is tested. If it isexceeded, the depasses the test, theearch isstopped,
and the system enters thverification mode. The sanell is tested again, but
the dwelltime and thethresholdmay be changed.Once all theverification
tests havebeenpassed, the codeacking is activated, and thgystementers
the lock mode. In the lock mode, the lod&tector continuallyerifies thatcode
synchronization is maintained. If theck detectordecidesthat synchronization
has been lostreacquisition begins in theearchmode.

The order in which theells are tested idetermined by the general search
strategy. Figure 4.6(ajepicts auniform search over thecells of thetiming un-
certainty. The brokelfines represent thdiscontinuoudransitions of thesearch
from the one part of the timing uncertainty doother. Thebroken-center Z
search, illustrated in Figuré.6(b), isappropriate whera priori information
makespart of thetiming uncertaintymore likely to contain the correcell than
the rest of the regionA priori information may belerivedfrom the detection
of a short preable. If thesequences argynchronizedwith the time ofday,
then thereceiveresestimate of the trasmitterrange combined with the time of
day provide thea priori information.
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Figure4.5: Flow gaph ofmultiple-dwell systemwith up-downstrategy.
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Figure 4.6:Trajectories osearchpositions: (a)uniform search and (bproken-
center Z search.

The acquisition time is the amounttifne required for amcquisition system
to locate the correatell and initiate thecodetracking system. Toderive the
statistics of the acquisitiotime [2], one of theg possiblecells isconsidered
the correct cell, and thether (¢ — 1) cells are inorrect. Thedifference in
timing offsets amongeells is AT,., where thestep sizeA is usually either 1
or 1/2. However, itis convenient taallow the correctcell to include two or
more timing offsets orcode phases.Let L denote the number of times the
correct cell is testedbefore it is accepted and acquisitigrminates. LetC
denote thenumber of thecorrectcell andw; denote the probability thaf' = j.
Let v(L,C) denote thenumber ofincorrect cells testedduring theacquisition
process. Théunctional dependence idetermined by theearchstrategy. Let
T.(L,C) denote tle total rewinding time, which is théme required for the
search to movdiscontinuouslywithin the timinguncertainty. Since an incorrect
cell is alwaysultimately rejected,there are only three types efientsthat
occur during a serial search. Either nth incorrect cell is dismissed after
Ty1(n) seconds, aorrectcell isfalsely dismissed for thenth time afterT)s(m)
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seconds, oa correctcell is acceptedafter T, secondswhere thefirst subscript
is 1 if dismissabccurs, and dtherwise; thesecondsubscript is 1 if thesell is
incorrect, and 2 otherwiseEach of these decisiatimes is arandomvariable.
If an incorrectcell is accepted, theeceivereventuallyrecognizes themistake
and reinitiates theearch at the nextell. The wastedtime expended ircode
tracking is a randomariablecalled the penalty time. Thedefinitions imply
that theacquisitiontime is the randonvariable given by

v(L,C)
To= Y Tu(n)+ Z Tiz(m) + Tz + T-(L, C) (4-10)
n=1

The mostimportantperformancerneasures of the serial search are the mean
and variance of,. Givell =i and=j, tlw®nditionalexpected value of
T, is
E[Tuli, 5] = v(4, )T + (i — 1)T12 + Loz + Tr(4, ) (4-11)
whereT,Ty2, andly, are thexpected values @achTyy(n), Tiz(m), andlhs,
respectively. Therefore, theaneanacquisitiontime is

Ty = Tag + ZPL Zw] v(i,5)Ti + (8 — 1)Tia + T,(3, )] (4-12)
i=1

where Py (i) is the probablllty thal = 4. Wassumethat thetest statistics
are independenand identically distributedTherefore,

Py(i)=Pp (1 — Pp)*™! (4-13)

wherePp, is the probability that the correct cell is detected when it is tested dur-
ing a scan of the uncertainty region. After calculating the conditional expected
value ofT? giventhatL =4 andC = j, andising theidentity z? = var(z)+z?,

we obtain

T2 = f: 7r_,,{[1/2 DT+ (@ — D)Tha + Tog + T (3, 5)]?
i=1 Jj=
+ (¢, jlvar(Ty ) + (¢ — Vvar(Ti2) + var(Tee)} (4-14)

The variance of, is
02 =T2 -T2 (4-15)
In someapplications, theerial-searctacquisition must be completedthin
a specified period adurationT,,.,. [fit is not, theserialsearch is terminated,
and special measures such as i@ ched-filter acquisition of a short sequence
are undertaken. The grability that7, < Th.. can beboundedby using
Chebyshevesnequality (Appendix A):

P[TaS Tmax] 2 P{ITa - Ta, S Tmax - Ta]
0,2
>1 - —t (4-16)
(Tmax - Ta)

whereP[A] denotes therobability of theeventA.
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Uniform Search with Uniform Distribution

As an importantapplication, weconsider theuniform search ofFigure 4.6(a)
and a uniforma priori distribution for thelocation of the correctell given by

If the cells in thdigure arelabeled consecutivelfrom left to right, then
v(E,9)=(E-1)g-1)+5-1 (4-18)
The rewinding time is
Tr(ivj) = Tr(i) = (Z - 1)Tr (4‘19)

where T, isthe rewindingtime associatedvith eachbrokenline in thefigure.
If the timing uncertaintycovers arentire sequenceeriod, then thesells at the
two edges arecaually adacent andl = 0.

To evaluatel, and2, wsubstitute(4-13), (4-17),(4-18), and(4-19) into
(4-12) and (4-14) and use tfalowing identities:

o« (e, o] o0

(1+r
Y=
nn+1) & +1)(2n+1)
Zz———————— ; 5 (4-20)

where0 < |r| < 1. Defining

a=(qg—- )Ty +Ti2+Tr (4-21)
we obtain
_ 2~ Pp\ 1-Pp\ - .
Te = (g — —_ T ) + 1 -
(q 1)(2PD >T11+( 7y )(12+T)+ 22 (4-22)
and

= 2-P 1-P
T2=(q-1) < 2PDD> var (Th1) + ( PDD> var (Thz) + var (Tag)

6 P2 »

e _ 1-
+ (¢ + )Ty (T22 — T11) + 2a < -

Fo ) (T22 - Tll) + (Tzz — Tll)2
(4-23)

In mostapplications, theaumber ofcells to besearched is large, arsimpler as-
ymptotic formsfor the mean and varianoé the acquisitiortime are applicable.
As g — oo, (4-22)gives

- —Pp
Ta—>Q<22P >T117 q— 00 (4-24)
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Similarly, (4-23) and (4-15Yyield

1 1 1) -
o2 - ¢? (—I—D—%-——FL;-!—E) T%, q— o0 (4-25)

Theseequations musbe modified in thepresence of a large umtected
Dopplershift. Thefractionalchange in the receivethip rate of the spreading
sequence i®qual to thefractional change in thecarrier frequency due to the
Dopplershift. If the chip ratechangesrom 1/7,, to1/T. + 4, then theaverage
change in the code sequence phagturing the test of aincorrect cell i577;.
The changeelative to the stepize i36T11/A. Thenumber ofcells that are
actually tested in asweep of theiming uncertaintybecomesy(1 + 6751/A) 1.
Sinceincorrectcells predominate, theubstitution othe latterquantity inplace
of ¢ in (4-24) and (4-25)gives approximate asymptotiexpressions fofl;, and
a2 when the Doppleshift is significant.

Consecutive-Count Double-Dwell System

For furtherspecialization,consider theconsecutive-count double-dwell system
described byFigure 4.4 withD = 2. Assumehat thecorrect cellactually sub-
sumes two consecutivellswith detectiorprobabilitiesP, andP,, respectively.

If the testresults areassumed tde statisticallyindependent, then

Pp =P, +(1-P,)P, (4-26)

Let 7y, Pry, P,1, andP,; denotehe search-moddwell time, fake-alarm prob-
ability, and successivedetection probabilitiesrespectively. Letry, Prg, Paa,
and P, denote theverification-modedwell time, false-alarmprobability, and
successive detdon probabilities,respectively. Lefl;, denote themeanpenalty
time, which isincurred bythe incorrectactivation of thetrackingmode. The
flow graphindicatesthat since eactcell mustpass twotests,

Py = Pa1FPaz, Py = FPo1Pr (4-27)

and B

Ti1 =71+ Pp1 (T2 + ProTy) (4-28)
Equations (4-26) td4-28) aresufficient for theevaluation of theasymptotic
values of the mean andriancegiven by (4-24) and4-25).

For a more accuratevaluation of themean acquisitionime, expressions for
the conditionaimeansl,, and’, are neededgixpressindly, as the conditional
expectation of thecorrect-cell testduration given cell detection,enumerating
the possiblelurations and theiconditionalprobabilities, andhen simplifying,
we obtain

(1-P,) P, + 7 P (1— Pu) Py

Too =
92 =T1+ T2+ 71 7 7o

(4-29)
Similarly,

Po1 (1 = Pa2) (1 = Py) + (1 — Py) Poy (1 — P2)
1-Pp

Tip =271 + T2 [ (4-30)
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Single-Dwell and Matched-Filter Systems

Results for asingle-dwellsystem are obtained Isetting P,e = Py = Ppo =

1,’7’2 = O,Pa = a],Pb = Pbl,Ppl = Pp, 'anaE Td in (4-28) to (4-30) We
obtain
- _ - 1-P,) P -
T =71a+ Prly, Toz =74 [1 + LP—)“—b] y Tig =274 (4-31)
D

Thus, (4-22)yields

7 _ (@-1)(2- Pp) (Ta+ PrT,) + 2710 (2— P)+2(1 - Pp) T
¢ 2Pp

(4-32)

Since the single-dwebystem may be regardexd a speciatase of thedouble-
dwell system, the latter can provide a better performance by the appropriate
setting of itsadditional parameters.

The approximatenean acquisitiotime for amatched filter can be derived
in a similar mannerSuppose that mangeriods ofa shortspreadingsequence
with N chips perperiod arereceived, and thenatched-filteroutput is sepled
m times per chip. Then theumber ofcells that aretested isq = mN and
T, = 0. Each sampledutput iscompared to a threshold sq = T,,/m is the
time durationassociatedvith atest. Form =1 or 2, iis reasonabléo regard
two of the cells as theorrectones. These cells aedffectively testedwhen a
signal period fills or nearly fills thenatched filter.Thus, (4-26) isapplicable
with P, ~ Py, and(4-32) yields

2-Pp
2Pp

T,~ NT, ( ) (1+mKPp), g>>1 (4-33)

whereK = T,/T.. ldeally, thethreshold isexceedednce per peod, andeach
thresholdcrossing provides aming marker.

Up-Down Double-Dwell System

For theup-downdouble-dwell systemwith two correctcells, theflow graph of
Figure4.5 with D = 2 indicatesthat

- i Py1 Poa
P, = P,1 P, P,1(1-P, = 4-34
1 2%[ 1 2)] 1= P (1= Pa) (4-34)
Similarly,
P, PPz (4-35)

T 1- Py (1- P)

and Pp is given by(4-26). If anincorrectcell passes thénitial test but fails
the verification testthen thecell begins thetesting sequenceagain without
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any memory of the previous testing. Therefore, for an up-down double-dwell
system, aecursive evaluatiogives

Ty = (1 — Ppy) 71+ Pp1Ppo (T1+ 72 + Tp) + Pr1 (1 = Pra) (11 + 72 + T11)

71+ P (12 + ProTy) (4-36)
1 — Pp1 (1 - Pr2)

Substitution of(4-34) to (4-36)into (4-24) to(4-26) gives theasymptoticvalues
of the mean and varianad the acquisitiontime.
From the possiblelurations and theiconditional probabilities, webtain

(1- Pal)PbIPbZT
Pp

(m1 + T3) (4-37)

Too = T1+ T2 + Pa1 (1 — Pag) Tog +

(1 = Pa1) Poi (1 — Pr2) Py
+
Pp

1

where T}, is theexpecteddelay for thedetection of the correatell giventhat
the testing begins at the second correct cell. A recursive evaluation gives

Thy = T1 + To -+ Po1 (1 — Po2) Thy

T1+ T2
= 4-38
1- Py, (1 — Pbg) ( )

Similarly, Ty, is determined bythe recursiveequation

(1 - Pu1) (1 — Pa2)

Tio =T1 + 71+ Pa1 (1 = Paz) (72 + Th2)
1-Pp
1= Pyy) Py (1 Py) (1 - P, .
+ ( 1) b;( E b2) ( b) (11472 +TYy) (4-39)
- Pp

with
= T1+ Py (1 — Peg) T2
T12 =
1— Py (1 - Py)

(4-40)

Penalty Time

The lock detectorthat monitors thecode synchronization in thdock mode
performstests toverify the lock condition. The time thafapsesbefore the
systemincorrectlyleaves thdock mode iscalled theholding time. It is desirable
to have alarge meanholding time and asmall mean penalty time, but the
realization of one of theggpalstends to impedéhe realization ofhe other. As
a simple example, supposieat eachtest has dixed duration and thatode
synchronization igctually maintained. Ainglemisseddetection, whib occurs
with probability 1 — Pp, causes the locKetector toassume doss oflock and
to initiate asearch. Assuming thestatisticalindependence of théock-mode
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tests, the mean holdingne is

Tp =) ir(1-Ppr) Py
i=1
-

= 4-41
1— PDL ( )

This result mayalso bederived byrecognizingthat T, = 7 + Pp T}, lecause
once the lockmode isverified, the testing of theame cell isenewedwithout
any memory of the previous testing. If thexally generatedcode phase is
incorrect, thepenalty time expires unlesdalse alarms,each of viich occurs
with probability Prz,, continueto occur everyr seconds. A dévation similar
to that of(4-41) yields the mearpenaltytime for asingle-dwell lockdetector:

T

T = ——
P1- Prg

(4-42)
A trade-offbetween a higif;, and a Id]?’g exists becduseeasingPp; tends
to increasePry,.

When a singlaest verifies thdock condition, the synchronizatiosystem is
vulnerable todeepfades andpulsedinterference. A preferablstrategy is for
the lock mode tobe maintaineduntil a number oftonsecutive orcumulative
missesoccur during aseries oftests. Theperformanceanalysis is analogous to
that of serial-searchacquisition.

Other Search Strategies

In a Z search,no cell istestedmore than once until all cells in thetiming
uncertaintyhave beertested. Bothstrategies ofFigure 4.6 areZ searches. A
characteristic of th&Z search isthat

v(i,g) = (- 1)(g - 1) +v(1,5) (4-43)

where v(1,4) is thenumber ofincorrectcells testedwhen Pp = 1 andhence,
L = 1. For simplicity, we assumthat ¢ iseven. For théroken-center Z search,
the searctbeginswith cell ¢/2 + 1, and

i 3
l/(l,])—_—-{J 2 1,

Jjz
q— j) J < (4_44)

41
q

2
whereas/(1,j) = j—1 for thaniformsearch. Iftheewinding times negligible,
then (4-12), (4-13), and (4-43yield

_ 1-Pp
T =
a PD

[(q — 1)Ty1 + Th2] + Tao + Ta1v(1) (4-45)

where

v(1) = 3 v(1,g)m; (4-46)

=1
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Figure 4.7: Trajectories of expanding-windowearchpositions: (a)broken-
center and(b) continuous-centesearch.

is the averagaumber of inorrect cells testedwhen Pp = 1. If C has a uniform
distribution, then v(1) and,hence,T, are the same fboth strategies. If the
distribution ofC is symmetrical about pronounced centrgbeak andPp =~ 1,
then auniform searchgivesv(1) = ¢/2. Since abroken-center Zearchusually
ends almostmmediately orafter slightly more thang/2 tests,

~0(} a(1y_14¢ -
which indicatesthat for bhrge values of an®p close tounity, the broken-
center ZsearchreducesT, approximately by factor of2 relative toits value
for the uniformsearch.

An expanding-window searchitempts tceexploit theinformation in thedis-
tribution of C by continually retesting cells with high priori probabilities of
being thecorrectcell. Tests argperformed on altells within a radiusR; from
the center. If the correatell is not found, then tests are pdormed on all
cells within an ncreasedradiusR,;. Theradius isincreased successivebyntil
the boundaries afhe timinguncertainty are refed. Theexpanding-window
searchthen beomes a Z search. If theewinding time isnegligible andC is
centrally peaked,then thebroken-centersearch ofFigure 4.7(a) ispreferable
to the continuous-centesearch ofFigure 4.7(b) because théatter retests cells
before testing all theells near thecenter of thetiming uncertainty. In an
equiexpanding searchhe radiihave theform

nq
Rn——ﬁ, n=12,...,N (4-48)
where N is the number ofweepsbefore thesearchbecomesa Z search. If the
rewinding time is negligible, then it can beshown [3] that thebroken-center
equiexpanding-windovsearch isoptimized forPp < 0.8 bychoosingN = 2.
For thisoptimizedsearch.f, isnoderatelyreduced relative to its value for the
broken-center &earch.
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Figure4.8: Trajectories oflternatingsearch positions: (a)niform search and
(b) nonuniform seah.

WhenT,(i,j) =0 andPp =1, theptimalsearchwhich iscalled auniform
alternating search, tests tteells inorder ofdecreasing priori probability. For
a symmetricunimodal,centrally peakeddistribution ofC, this optimalsearch
has the trajectory depicted Kigure 4.8(a).Once all the cells in the timing
uncertaintyhave beertested, thesearchrepeats the samgattern. Equations
(4-43) and (4-45) are applicable. B, =~ 1 and tdistribution of C has
a pronounced centrgdeak, thenv(1l) is small, and a comparisawith (4-47)
indicatesthat tle uniform alternatingearch has an adntage over theroken-
centerexpanding-windowsearchwheng >> 4 and theewinding time for any
discontinuougransition ismuch smallethanT;,;. However,computationshow
that thisadvantage dissipates Bs decreases [3jvhichoccursbecause all cells
are testedvith the samefrequencywithout acounting for the distribution of
C.

In the nonuniform alternating search, illustratedfigure4.8(b), a uniform
search igperformed until aadiusR, isreached.Then aseconduniform search
is performed within #arger radiusk,. This process continuesmtil the bound-
aries of the timing uncertainty areached and thsearchbecomes ainiform
alternatingsearch. Computationshowthat for acentrally peaked @tribution
of C, the nonuniform alternating search can give a significant improvement over
the uniform alternatingearch ifPp, < 0.8, and theadii R,,n =1,2,..., are
optimized[3]. However, if theradii are optimized foPp < 1, then asPp — 1
the nonuniform search becomiegerior to theuniform search.



4.2. SERIAL-SEARCH ACQUISITION 197

Density Function of the Acquisition Time

The densityfunction of T,, which is neededo accurately calculat@|T, <
Tmaz) and other probabilities, may loeecomposed as

o0

] q
fa®)=Pp Y (1= Pp) ™'Y m;fu(tli,5) (4-49)

i=1 =1

where f.(t|¢,7) is theconditionaldensity ofT, given that L = i andC = j.
Let « denote theconvolution operation|f(¢)]*® denote thefold  convolution

of the densityf(t) with itself, [f(¢)]** = 1, and[f(¢)]*! = f(t). Using this
notation, weobtain

faltli,g) = [P @IS « [f2(8)]7 7Y & [faa (1)) (4-50)

wherefi1(f), fiz(t), andfse(t) arehe densitiesassociatedvith 73,,T12, and
T, respectively. If one of thdecisiontimes is a constanthen theassociated
density is a deltédunction.

The exactevaluation off,(¢) idifficult [4], but anapproximation usually
suffices. Since theacquisitiontime conditioned onL =: and' =j is the sum
of independentandom variables, iis reasonable tapproximatef,(t|:,7) by a
truncatedGaussian densityith mean

pig = (i, )T + (i — )Tio + Ty + T0(3) (4-51)
and variance

ol = v(i,j)ver (Tn) + (i — Vvar (Th2) + var (Taz) (4-52)
The truncation issuch that f,(t|é,j) # 0 only if 0 <t < Tpax Or 0 <t <
pi; + 30:5. When Pp is large, thenfinite series in(4-49) convergesrapidly
enough that the,(t) can be accurately approximated by its firsteewms.

Alternative Analysis

An alternative method of analyziragquisitionrelies ontransfer functiong5].
Each phase offset of tHecal codedefines astate of the system. Of thetal
number of; states,gq—~ 1 are statébat correspond tmffsets (cells) that equal
or exceed a chipluration. Onestate is acollective state thatorresponds to all
phaseoffsets that aréessthan achip durationand, hence, causacquisition to
be terminated andodetracking to begin. Theerial-searctacquisitionprocess
is represented by itsircular state diagram, a segmentwhich isillustrated in
Figure4.9. Thea priori probability distributionr;,7 = 1,2,...,q, gives the
probability that thesearchbegins instatej. Theewinding time isassumed to
be negligible.

The branch labsl between two states ateansfer functionsthat contain
information about thelelaysthat mayoccurduring thetransitionbetween the
two states. Let denote the unit-delay variable and let the power of denote the
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Lock mode

Figure4.9: Circular state diagram foserial-searctacquisition.

time delay. Asingle-dwell system wittiwell =, false-alarnprobability Pr, and
constantpenalty time T,, has transfer functioHy(z) = (1 — Pr) 2™ + Prz"*T»
for all brancheghat do not originate icollective stateg lecause the transition
delay isT with probability 1 — Pp andr + T, with probability Pr. For a
multiple-dwellsystem,Hy(2) is determined by firdtawing a subsidiary state
diagramrepresentingntermediatestates andransitionsthat mayoccur as the
system progresses from one state tortbgt one in the originatircular state
diagram. Forexample, Figure 4.10 illustrates thesubsidiarystate diagram
for a consecutive-count double-dwell system widlse alarms Pr;  andPpgq
and delaysr; ands for thiaitial test and theverification test, respectively.
Examination of allpossiblepathsbetween theanitial state and thenext state
indicatesthat

Ho(z) = (1 - Pp1) 2™ + Pp12™} [(1 — Pry) 2™ + PF2z72+TP]
= (1- Ppl) z"' + Ppq (1- PF2) 27T 4 PF1PF2271+72+T” (4—53)

Let Hp(z) denote the transféunction between theollective stateg and the
lock mode. LetHp(z) denote thansfer function betweestateq and state
1, which represents tifailure to reognizecode-phaseffsetsthat arelessthan
a chipduration. Thesetransfer functions may béerived in the same manner
as Hy(z). For example, considercansecutive-count, double-dwesystem with
a collectivestatethat comprises twcstates.Figure4.11 depicts thesubsidiary
statediagramrepresentingntermediatestates and transitiorthat mayoccur
as thesystemprogresse$rom stateq (with subsidiarystatese and) teither
the lockmode or state 1Examination of allpossible paths yields

Hp(z) = PPzt 4 Py (1- P.2) PMPwZ}rl-{—z-r2
+ (1= Par) P Pips™n 72 (4-54)
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initial (1-Pgy)z next
state g — state
Ppjz™ (1-Ppy)z ™2
T,
PF"}'.T?'
p False alarm
Figure 4.10: Subsidiary state diagram fodetermination of Hyo(z) for
consecutive-count double-dwedlystem.
HM(Z) = (1 - Pal) (1 - Pbl) 22 + (1 — Pal) Py (1 — Pbg) 2?71t

+ Py (1 — Pag) (1 — Pbl) Z2mitT2

4 Pa1 (1 — Pag) Pyy (1 — Pyp) 2271272 (4-55)

For a single-dwell systemwith a collective state tha comprisesN states,

N i—1 .

Hp(2) =Pz +Y P |J[ (1= P)| &7 (4-56)

7j=2 1=1
N
Hy(z)= [[[-P)| " (4-57)
=1
Hy(z) = (1 — Pp) 2" 4 Pp2"tT» (4-58)

wherer is thedwell time, Pr is thefalse-alarmprobability, andP; is the
detectionprobability of statej within the collective state. Tcacalculate the

statistics of the acquisitiotime, weseek thegenerating functiordefined as the
polynomial

H(z) =) pi(r:) 2™ (4-59)
i=0

wherep;(7;) isthe probabilitythat theacquisitionprocesswill terminate in the
lock mode afterr; seconds. IfH(z) iknown, then thenean aquisition time
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Lock mode

P,z (]‘PaE)ZrJ (1-Ppp)z ™

a & 2 ® |

(1-P4y)z% b (1-Pp)z™

Figure 4.11: Subsidiary state diagram for calculationkp(z) g (=) for
consecutive-countouble-dwell systenwith two-state collective state.

is
- = dH(z
T, = ;Tipi(ﬂ') = Ta |, (4-60)
The secondderivative ofH(z) gives
d2H(z) —_ .
T eineevne=T-n
Therefore, thevariance of theacquisitiontime is
o _ [PH()  dH() _[dHEF)] )
%a = { dz? dz dz . (4-62)
To derive H(z), we observéhat it may beexpressed as
q
H(z) =) m;H;(z) (4-63)
J=1

where H;(z) is the tnasfer function from annitial statej to thelock mode.
Since thecircular statediagram of Figure4.9 may betraversed arindefinite
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number oftimes during theacquisitionprocess,

oo

Hy(2) = B () Hp ()Y [Hae () 2)]
=0
_ _HIT(2)Hp(2) (464)
1 - Hu(2)H{ ()
Substitution othis equation into(4-63) yields
H(z) = T H" I ZnJH‘? i (4-65)

The generatindunction may bexpressed as thmlynomial in(4-59) by means
of polynomiallong division.
For the uniforma priori distributiongiven by (4-17),

Hio) - Hp(2) [L - HY(2)]
2= ~1
a[1 - Hn() B (2)] L - Ho(2)]
Since theprogressiorfrom one state tanother ignevitableuntil thelock mode
is reachedHy(1) = 1. SinceHp(1) + Hp (1) = 1, (4-65) and(4-60) yield
1 ) , , _ Hp(1)
T, = gt { Ho )+ HieW) + = VA1) |1 - 75 (4-67)

where the primendicatesdifferentiation with respect toz. As an example,
consider a single-dwell systewith atwo-state collectivestate. Theevaluation
of (4-67) using (4-56) to (4-58) with N = 2 yields (4-32) with T, = 0 if we set
P, = P,, P, = Py, T, = Tp, T = 74, and definePp by (4-26).

(4-66)

4.3 Acquisition Correlator

The noncoherent correlator of Figure 4.3 provides the approximate maximiza-
tion of V(7) = R(r,0) given by (4-9). It is assumetiatchip synchronization is
established by one of thetandard methodsf symbolsynchronization.Conse-
guently, thetestinterval can be definedith boundaries thatoincidewith chip
boundaries, and wiest codephasessuchthat » = vT,, wherev is afnteger.
Let MT. denote theluration of thetest interval,whereM is a positive integer.
If the Dopplershift is not estimated,f; may bebaorbed intof, in (4-9). If
the test interval beginwith chip v of thelocal spreadingsequencethen (2-76)
and (4-9)imply that thedecisionvariable for ondest ofa specificcode phase
vT, is

V=V24+V? (4-68)
where

M-1 M-1
Ve= Z Pr—vTk,  Va= D Prvlk (4-69)
k=0 k=0
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Figure 4.12: Noncoherent correlator foacquisition system. CMF =hip
matched filter. SSG= spreadingsequencegenerator.

(k+1)T.
T = / r(t) (t — kT,) cos2m fot dt (4-70)
kT,
(k+1)T
Yk = / r(t) (t — kT,) sin2n ft dt (4-71)
kT,

The sequencefse,} adgy} candigained by arnn-phase andjuadrature
downconversions followed bghip-matchedfilters sampled at times = kT..
Thus, the acquisitiorcorrelator has théorm depicted inFigure 4.12. The
decisionvariable V is applied to ahresholddetector todeterminewhether or
not a test of garticularcodephase igpassed. If @juaternary data modulation
is usednstead oPSK, then thenly modificationnecessary is tassign sparate
spreading sequenaenerators to the twparallel branches of theorrelator.

The sequencefr,} andg,} can be applied teultiple parallelinner prod-
uctswith differentvalues ofv simultaneously. Thigprocedureallows a @rallel
search ofvarious code phasewith a moderate amount aidditionalhardware
or software. Sincep, = +1, eachinner product may becomputed by either
adding orsubtractingeachcomponent of z,} oy}

To analyze theperformance of thacquisition correlatounder fadingcon-
ditions, weassumethat thereceived gnal is

r(t) = V2Sap(t — ) cos(2m fot + 8) + n(t) (4-72)

wherex is thattenuation due to fadin&is the average powarhena = 1, p(t)
is the spreadingaveform, f. isthe carrier frequencygd is thndom carrier
phase;s is the delay due to tlneknown codephase, and(t) is thaterference
plus noisemodeled asadditivewhite Gaussiamoise. Thedatamodulationd(t)
is omitted becauseeither it is not transitted during acquisition orthe test
durationMT,. ismuch smallethan asymboldurationT,; = GT,. In thelatter
case, therobability that asymboltransition occurgluring atest is negligible,
and the squaring operations eliminate the symvadle from V. Let & = vT,
denote thelelay associatedith the codephase of the localpreadingsequence.
The differencebetween and may be expressed inforen 7 —7 = NT.+¢€T,,
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whereN is an integer an < e < 1. Fa@& rectangular chip waveform, (4-69),
(4-70), and(4-72), f.IT. >> 1, and the definition ofhip » yield

M-1 M—-1
S
Ve=14/ 50~'Tc cos § I;) Pk—v [(1 — €) Pr—v4+N + €Pk—riN+1] + ];) Ph—vT

(4-73)
where

(k+1)T.
N = / n(t)y (t — k1) cos 2w f.t dt (4-74)
kT,

The alignment of theeceived and locaspreadingsequences iglose enough
for acquisition ifN = .1 orN = 0. If ¥ # -1 andN # 0, then thecell
may be considered increct. The equation fov; is theame ag4-74) except
that —sin6 replacescosd, anch, is given by (4-74jth sin 27 f.t replacing
cos 27 f..t.

The firstterm ofV, in (4-73) contributesself-interferencghat maycause a
falsealarm. The self-interferends small if theautocorrelation of thepread-
ing sequence isharplypeaked. In aetwork ofsimilar systems, imrfering se-
guences arsubstantiallysuppressed if the cross-correlations among sequences
are small, as thegre if all thesequences are Gold or Kasami seque(Céspter
6).

In the performancenalysis, thespreadingsequencep,} is modeled as a
randombinary sequence and is modeled asaadomvariable. Thus, given
the values ot and, theelf-interferencevarieswith respect to its meavalue
and, hence, degradescquisitionevenwhen thenoiseterm isnegligible. If the
variablepart theself-interference isegligible,then (4-73) can be gproximated
by

Ve = E[Ve] + Ny (4-75)

whereN,. is theseconderm in(4-73). Sincen(t) iszero-meanwhite Gaussian
noise,ny is a zero-mean Gaussi@ndomyvariable. Sincepy._, = +1 and
is independent ofi;, the produgy_,ng mro-mean andsaussian. The

independence of the terms in the stmnindicates thatV,. is a zero-mean
Gaussiarrandom variable. Similarly, webtainthe approximation

V, = E[Vi] + N, (4-76)

whereN,, is azero-mean, Gaussiann@dom variable.Straightforwardcalcula-

tionsusing f.T, >> 1 indicate thatV,. andv,, arstatistically independent
with the same variance:

NoMT,
4

To determine the condition undehich theself-interference iapproximated
by its mearvalue, we calculatear(V;). Given «, 8, ande, (4-73)yields

0% = var (Ny.) = var (Ngs) =

(4-77)

_ Sa®MT?cos? 0
=

NoMT,
var (V) (2¢ — 2¢ +1) + —0-4—— (4-78)
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where g(e) = €2 if N = 0, gle) = (1 -¢€)?if N = ...1, andy(e) = 2¢ —
2¢ +1if N # 0,-1. The first term is much smaller than thesecondterm
if £./No << 1,where & = Sa’T, is theenergy per chip. This cordition
is satisfied with high probability imost practical systems, especially iV,
incorporates the powespectral desities due tomultiple-accessnterference
and multipathsignals. Accordingly, we proceedwith the analysisusing the
approximations(4-75) and(4-76). Without theseapproximations, alternative
approximations andssumptions areecessary or thanalysis becomemuch
more complicated6]. A commonapproximation isthat ¢ =~ 0.

If #+—7 > T,,then acell isincorrect and4-73)with N # —1,0 implies that
E|V,) = E[V,] =0. If T — 7 < T, the values ofE[V.] andt[V;] depend on the
stepsize of theserial search. The step size is geparation irchips betveen
cells and isdenoted byA. Whe\ = 1, two consecutivecells ae considered
correct. If# — 7 is increasingthen thecell corresponding toN = ...1 occurs
first and is followed by the cell correspondingNo= 0. If ¢ is assumed to be
uniformly distributedover (0,1) andN; = —1 or Othen (4-73) and thesimilar
equation forV; yield the conditional meangiven « andg:

S aMT,.cosb S aMT,sinf
E ch = — T, E s = — -, =
Vel =1/ 3 5 [Vl = -1/3 5 A=1 .
4-79

WhenA = 1/2, the two consecutiveells with the smallest values &f — = are
considered theéwo correctcells. For all theothers, weassumethat E{V,] ~
E[V;] = 0. The first correctcell corresponds toN = ...1 and/2 < e < 1,
whereas theecond oneorresponds tiN = 0 and0 < € < 1/2. Ife is assumed
to be uniformly distributed over thelatter intervals, then for bothcells, we
obtain

S 3aMT,cos6 S 3aMT,.sinf 1

EVll=4/5 —————, EVil=—/5 —— , .
[Vel 2 4 [Vs] 2 4 A 2 ( )
4-80

Let V; denote thalecisionvariable V when thecorrect cell istested, and let
W denoteV when the incorrectell is tested. Equations(4-68), (4-75), and (4-
76) and the precedingnalysisindicate thatlp is the sum of tisguares of two
independentzero-meanGaussian nadom variables. The mults of Appendix
D thenindicate that V, has aentralchi-squaredistribution with two degrees
of freedom andprobability densityfunction

fe(z) = % exp (~%) u(x) (4-81)

whereu(z) = 1, z > 0, andu(z) =0,z <0, and? = var(Ny.) = var(Ngs).

The false-alarmprobability for atest of anincorrect cell is theprobability
that V4 > V;, whereV; is the threshold.The integration of(4-81) gives the
false-alarmprobability:

P = exp (-—2‘%) (4-82)

Similarly, given o« andé,V; is the sum of thegjuares ofwo independent
Gaussianrandomvariableswith nonzeromeans. Theesults ofAppendix D
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then indicatethat Vi has aaoncentralchi-squaredistributionwith two degrees
of freedom andprobability densityfunction

fl(ilt) = %exp <.— /\2—;—21:) ]’0 (g) u(z) (4—83)
where
A= (EVAP + (BIV.)? = o /S0?M>T? (4-84)
and

409, A=1 (4-85)

The detection probability for &st of a correctcell is the probability that

Vi > V;. The integration of(4-83) and thesubstitution of(4-84) give the
detection probability

f:{l, A=1/2

Vi
Py=Q (ﬁa, —“U——‘) (4-86)
whereQ( ) is thegeneralizedQ-function defined by (D-15),
9 &
§=gfMy (4-87)

and¢. = ST, is the signatnergy perchip when fading isabsent andr = 1.
Combining (4-86) aml (4-82)yields

Py= Q1 (Vea, /=20 F;) (4-88)

Thus, if Py is specifiedP; igiven by (4-88). Thehresholdneeded taealize
a specifiedP; is

V, =

_ OJ;I T P; (4-89)

which requires anaccurateestimate ofNg.
In the presence of fast Rayleighifag, o has theRayleigh probability den-
sity (Appendix D.4):
fa(2) = 2z exp(—2®)u(z) (4-90)

where E[a?] = 1 sothat S remains theaverage signal power if4-72). It
is assumedthat « is approximatelyconstantduring atest, but independent
between one test andh@her. Since (4-86) isconditioned onx, the detection
probability in thepresence of fadiading is

P, = /OO 22 exp (—:vQ) Q1 (\/Ex, \/m) dz (4-91)
0

To evaluatethis integral, wesubstitute thentegral definition of @( ) given
by (D-15), interchangéhe order ofntegration in the resulting double integral,
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and then us¢D-33) toevaluate one of thmtegrals. The@emaining integration
over an exponentidlnction iselementary. Théinal result is

Py = p}/C+® (4-92)

For slow Rayleigh fding with a coherencéme muchlargerthan the acquisition
time, it is appropriate to us@-86) in calculating the conditional mean cai-
sition time andthen integrateover theRayleigh density to obtain the mean
acquisitiontime.

Let C denote theaumber ofthips in thetiming uncertainty. Thenormalized
mean acquisition time (NMAT) idefined asl,,/CT.. Theormalized standard
deviation (NSD) iglefined asr,/CT..

Example 1. As an example of thapplication ofthe precedingesults,
consider asingle-dwell systenwith a uniformsearch and aniform a priori
correct-cell locationdistribution. Letry = MT., whereV is the number of
chips pertest, andTl,, = K7., wher& is the number othips in themean
penalty time. It isassumedhat there are twindependent correatells with
the commondetectionprobability P; = P, = P,. Ifg >> 1, (4-32) and (4-26)
yield theNMAT:

Ta o 2 — PD q

oT. = ( 3P, ) 5 (M + KPr) (4-93)
where

Pp =2P; - P? (4-94)

In a single-dwellsystem, Pr = Py, which igjiven by (4-82). For stepsize
A=1,q/C =1;for A =1/2,q/C = 2. In the absence dhding, (4-88) relates
Py and Py, wherea$4-92) relateshem in thepresence of fast Rayleidghding.

Figure4.13shows theNMAT as afunction of€./Ny forfast Rayleigh feing
and no fading. Ateachvalue ofé./Ny, the values aPy anl are selected
to minimize theNMAT. The figure indicates thedvantage oA = 1/2 when
K >10% and the advantage &f = 1when K < 10%. The large increase in the
NMAT due to fast Rayleigh fiing is apparentFrom (4-25), it isfound that
each plot of the NSD is similar that of thecorrespondindMAT. OJ

Example 2. Consider double-dwelsystemswith a uniform search, a
uniform a priori correct-cell locatiomistribution, and tw independentarrect
cells with Py = P, = Py, P,1 = Py, and P, = Py,. The test durations are
71 = MiT, and 1o = Myr.. If ¢ >> 1, the NMAT is obtainedfrom (4-24)
and (4-94), wherdy, igiven by (4-28) for a consecutive-count system and
(4-36) for anup-down system. ByeplacingP, with P,; and Py with Pp;, the
probabilities P,; andPg;,t =1 or 2, are relatdtrough (4-88) with « = 1 for
no fading and4-92) for fastRayleighfading.

Figure 4.14 shows the NMAT as a function&f Ny for double-dwell systems
in the presence of fast Rayleigh fading. The sz isA = 1/2, wvhich is
found to be advantageous for the parameter values chosen. At each value of
E./ Ny, the values oPgy, Pry, M1, and M, areselectedo minimize theNMAT.
The figure illustrates # advantage of thep-down system inmost practical
applications. From(4-25), it isfound thateachplot of the NSD is similar to
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Figure 4.13: NMAT versusé&,./N, forsingle-dwell system in presence of fast
Rayleighfading or no fading.Values ofP; andM are optimized.

that of the correspondinlMAT. A comparison of Figuret.14 with Figure
4.13 indicatesthat double-dwell systems arecapable ofsignificantly lowering
the NMAT relative to asingle-dwell system.Od

The existence ofwo consecutivecorrect cells can bedirectly exploited in
joint two-cell detection, which can be shown to provide a lower NMAT than the
conventionalcell-by-cell detection[7]. In the presence ofrequency-selective
fading with alargenumber ofresolvablemultipath signals, theNMAT of serial-
searchacquisition isusually increasedbecause théncreasedself-interference is
more significantthan thehigher number ofnonconsecutivecorrect cells with
correctphases. Howevejpint two-cell detection ismore resistant tonultiple-
accessinterference andnore robustagainst variations in the detectiohresh-
old, the power level ofthe desiredsignal, and thenumber of multipathsignals.
The advantages ¢bint two-cell detectionover cell-by-cell detection are the
result of theefficient combining of the energy of twadjacentcorrect-phase
samples.

The detectiorthreshold of(4-89) depends on an estimate 8§, the equiv-
alent noise-powerspectraldensity. Anaccurate estimate usualfgquires a
long observationinterval. However, inmobile communicationsystems and in
the presence of jaming, theinstantaneousnterferencepower may beaapidly
varying. Tocopewith this environment, amdaptivethreshold may be set by
the instantaneoureceived powel8]. As aresult, themean acquisitiotime is
loweredrelative to its value fononadaptive semeswhen Rayleighfading or
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Figure4.14: NMAT versusé./Ny fordouble-dwell systems in presencefadt
Rayleighfading. Stepsize isA = 1/2. Values oPg, Prqy, M;, andf, are
optimized.

pulsed Gaussianoisgjamming ispresent. When aakereceiver(Chapter 5 ) is
used,eachfinger of the receiver must acquire ttiming of a separatenultipath
signal. Whethermatchedfiltering or aserial search isused,somemechanism
is needed tensurethat eachfinger acquires aistinct multipath sgnal [9].

An alternative toacquisition tests of fixedwell time or number ofletector
samples issequential detectionwhich usesonly the numbernecessary for a
reliable decision. Thus, some sample sequences majlow a quick decision,
while others mawarrant using &gargenumber osamples in thevaluation of a
single phase of thepreading waveform. Theequential probability ratio tege],
[3] entails therecalculation ofhe likelihoodratio aftereach newdetectorsample
is produced. This ratiss compared wittboth upper andower thresholds to
determine if thetest isterminated and no momamplesneed to beextracted.
If the upperthreshold isexceeded, the receiver declagsyuisition and the
lock mode is entered. If the likelihoadtio dropsbelow the lowerthreshold,
the testfails, andanothercode phase itested. Adong as thdikelihood ratio
lies between the twohresholds, alecision ispostponed and the ratio continues
to be updated. Although th&equential detector is capable sifnificantly
reducing themean acquisitiotime relative todetectorghat use dixed number
of samples, it has aumber ofpractical limitations. Chief amongthem is
the computationatomplexity of the calculation of the likelihoa@tio or log-
likelihood ratio.
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4.4 Code Tracking

Coherent code-trackintpops operate atbasebandollowing the coherent re-
moval of thecarrier of thereceivedsignal. Animpediment totheir use is
that the input SNR isisuallytoo low for carrier synchronizatioprior to code
synchronization and theubsequentlespreading of theeceivedsignal. Further-
more, coherent loopgannot easilyaccommodate the effects of dat@dulation.
Noncoherentioops oprate directly on theeceived signals and armaffected
by the datanodulation.

To motivate thedesign of thenoncoherent loop, one madapt thestatistic
(4-9). If the maximum-likelihood estimafe assumed to beithin theinterior
of its timing uncertaintyregion andR(r, f4) is a €ferentiablefunction of 7,
then the edmate? thatmaximizesR(r, f4) may béound bysetting

OR (Ta fd)

5 =0 (4-95)

A major problemwith this approach isthat R(r, f4) given by (4-9) is not
differentiable ifthe chipwaveform isrectangular.This problem is circumvented

by using a dferenceequation as anpgroximation of thelerivative. Thus, for
a positivedT,, we set

6R(Tafd) ~ R(T + 6Tc,fd) - R(T - 6Tcafd)
or 26T

(4-96)

This equation implieshat thesolution of(4-95) may beapproximately obtained
by a devicethatfinds the7 suchthat

R(#+6T., fa) — R(# = 6Ty, f2) =0 (4-97)

To derive an alternative to this equation, assumehat nonoise ispresent,
fa = 0, and that thecorrect timing offset of the reeived signal isT = 0.
Substituting(4-2) with 7 = 0 into (4-9) andusingtrigonometry, weobtain

2

R(#,0) = ; [/0 p(t)p(t - f’)dt} (4-98)

If p(t) is modeled as thepreading waveform for a randobinary sequence
and the interval [0T] includes many chips, then the integral is reasonably
approximated by its expected valuehigh is proportional to the autocorrelation

Ry(T) = A (11,) (4-99)

where thetriangularfunction isdefined by(2-14). Substitutingthis result into
(4-97), we findthat themaximume-likelihood estimate @pproximatelyobtained
by a devicethat finds the# suchthat

R2(# +6T.) — R (# — 6T.) =0 (4-100)
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Figure4.15: Delay-locked loop.

The noncohererdelay-locked loog10], which is diagrammed in Figurel5,
implements arapproximatecomputation of thelifference orthe left-handside
of (4-100) andthen continually adjusté so that tld#ferenceremainsnear
zero. The estimate issed toproduce thesynchronizedocal spreadingsequence
that isused fordespreading theeceiveddirect-sequencsignal. Thecodegen-
erator produces thresequences, one @fhich is the referenceequence used
for acquisition and deodulation. The other twsequences are advanced and
delayed, respectively, b§T. relative to thereferencesequence. Theroduct
éT. is usually equal to thacquisition step size, atdususuallysé = 1/2, but
othervalues areplausible. The advanceghd delayed sequences aneltiplied
by the receivedlirect-sequence signal separate branches.

For the receivedirect-sequencsignal (4-2), thesignalportion ofthe upper-
branchmixer output is

su1(t) = Ad(t)p(t)p (t + 0T, — €T;) cos (2 f.t + 6) (4-101)

whered = /25 and €T, is the delay of theeferencesequenceelative to
the receivedsequence.Although ¢ is a functionof time because of the loop
dynamics, thdime dependence isuppressed fonotationalconvenience. Since
each badpass filter has @andwidth on theorder of1/T;, whereT; is the
duration ofeachsymbol, d(t) is not gnificantly distorted by thédiltering.
Nearly all spectral componentsxcept theslowly varying expected value of
p(t)p(t + 8T, — €I,) are blocked by theipper-branchbandpass filter.Since
this expected value is thautocorrelation of thespreadingsequence, thélter
output is

su2(t) = Ad(t)R, (0T — €T;) cos (27 fot + ) (4-102)

Any double-frequencycomponentproduced by thesquare-law device isilti-
mately suppressed by the loop fil@nd thus is ignoredSinced?(t) = 1, the
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datamodulation isremoved, and thapper-branchoutput is

2
5u3(t) = 53-125(57; —€T,) (4-103)
Similarly, theoutput of thelower branch is
A2
sw(o:u.a-ﬁg(—aiz-—ez;) (4-104)
The difference between tleaitputs of the twdranches is therror signal:
AZ 2 2
5e(t) = = [R2 (0T, — €T,) — RZ(—6T, — €Tv)] (4-105)

SinceR,(7) is an evefunction, theerrorsignal isproportional to the left-hand
side of (4-100).
The substitution 0{4-99) and(2-14) inb (4-105)yields

Se(t) = %35(6,5) (4-106)

whereS(e, §) is thediscriminator characteristior S-curveof the trackingoop.
For0<é <1/2,

4e(1 — 4), 0<e<$é
) 46(1 — ), §<e<l1-4§
S0 =014 (c=8)(c-6-2), 1-6<e<1+s (4-107)
0, 1+6<e
For1/2 <4 <1,
4e(1 - 9), 0<e<1-4§
14 (e=0d)(e-d+2), 1-6<e<$
S0 =14 (c—o)(e—6-2), o<e<1+s (4-108)
0, 1+6<e
In both cases,
S(—¢,8) = —S(¢,0) (4-109)

Figure 4.16 illustrates the discriminatocharacteristic foh = 1/2.  The
filtered error signal isapplied to the voltage-controlled clocikChanges in the
clock frequencycause theeferencesequence taonvergeoward alignmentvith
the received spadingsequenceWheno < e(t) < 144, the referencgequence
is delayedrelative to thereceivedsequence. Ashown in kgure4.16, S(e, 8) is
positive, so theclock rate isincreased, ane(t) decreases. Tigaire indicates
that s.(¢) — 0 ase(t) — 0. Similarly, whene(t) < 0, we findthats.(t) — 0 as
e(t) — 0. Thus, thedelay-locked loogdracks thereceivedcodetiming once the
acquisition system has finished thearsealignment.

The discriminatorcharacteristic of code-trackiigops difers from that of
phase-locked loops ithat it is nonzero onlyithin afinite range ofe. Outside
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Sie, d)

Figure4.16: Discriminator characteristic afelay-locked loop fol = 1/2.

that range,codetracking cannot besustained, theynchronizatiorsystemloses

lock, anda reacquisitionsearch isinitiated by thelock detector. Tracking

resumes once the @gsition systenreduces: tavithin therange for which the
discriminator characteristic is nonzero.

When short spreadingequences are used irsynchronoudirect-sequence
network, thereduced randomness the multiple-accessterference (Chapter
6) may causencreasedtracking jitter or even amffset in the discriminator
characteristic[11]. For orthogonalsequences, thaterference iszero when
synchronizationexists, butbecomedarge when there is eode-phasesrror in
the localspreadingsequence. In the presence ofracking error, thedelay-
locked-loop armwith the larger offsetrelative to the correctode phase re-
ceivesrelatively morenoise power than the other armThis disparity reduces
the slope of thaliscriminator characteristicand, hence, degrades thteacking
performance. Moreover, because of th@eonsymmetric chracter of thecross-
correlations among thspreadingsequences, théiscriminator characteristic
may be biased in ondirection, which willcause d@rackingoffset.

The noncoherentau-dither loop,which is depicted in Figuré.17, is dower-
complexity alternive to thenoncoherentlelay-locked loop. Théither gener-
ator producesthe dither signal D(t), a squarevave that alternatesbetween +1
and ...1. This signal controls a switch that alternately passes an advanced or

delayed wersion of thespreadingsequence. In thabsence ohoise, theoutput
of the switch can be represented by

1- D(t)

}p(t‘{—(sTc—ETc)"‘l: 5

} p(t— 6T, — €T,) (4-110)

where the two factorsvithin brackets areorthogonalfunctions oftime and
alternatebetween +1 and 00Only one ofthe factors is nonzero at amystant.
The receiveddirect-sequenceignal is multiplied by sq(t), fitered, and then
applied to a square-ladevice. If the bandpadfiter has a sufficiently narrow
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Figure 4.17: Tau-ditherloop.

bandwidth, then a dization similar tothat of(4-103) indicatesthat thedevice
output is

s2(t) =~ é; [1%2@} RZ (6T ~ €T.) + ’—423 [1;39@] RZ (=0T, — €To)
(4-111)
Since D(t)[1 + D(t)] = 1+ D(t) andD(t)[1 — D(t)] = —[1 - D(¢)], theénput to
the loop filter is
salt) ~ ﬁ; F—JFQ]?@] R2 (6T, - ¢T,) — A; {1;2'@] R2 (0T, — T,)

(4-112)
which is a rectangulawave if the timevariation ofe is ignored.Since the loop
filter has a narrowbandwidthrelative to that of D(t), its output isapprox-
imately the direct-currentcomponent ofsz(t), which ishe average value of
s3(t). Averaging the twaerms of(4-112), weobtain the filteroutput:

A% s 2
sq(t) = T [R2 (8T, — €T.) — R2 (8T — €T)] (4-113)

The substitution of4-99) yields the clocknput:

sa(t) = %35(6,6) (4-114)

where thediscriminatorcharacteristic igiven by (4-107) to(4-109). Thus, the
tau-ditherloop cantrack the coddiming in a mannesimilar to that of the
delay-lockedloop. A detailedanalysisindicatesthat the tau-dither loop pro-
videslessaccuratecodetracking [2], [3]. However, thetau-ditherloop requires
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less hardware than the delay-lockéoop andavoids the need tbalance the
gains anddelays in the twdranches of thelelay-locked loop.

In the presencef frequency-selectivéading, thediscriminator characteris-
tics oftrackingloops are severelgistorted. Much better performance is poten-
tially availablefrom anoncoherentrackingloop with diversity andmultipath-
interferencecancellation[12], but a &rge increase iiMmplementatiorcomplexity
is required.

4.5 Frequency-Hopping Patterns

The synchronization ofhe referencdrequency-hoppingatternproduced by
the receiversynthesizerwith the receivedpattern may bdacilitated by pre-
cision clocks in both the transmitter and the receiver, feedtsaghalsfrom
the receiver to théransmitter, or transmittegilot signals. However, in most
applications, it isnecessary odesirable for the receiveo be capable afbtain-
ing synchronization byrocessing theeceivedsignal. During acquisition, the
referencepattern issynchronizedvith the eceivedpattern to within a fraction
of a hop duration. Théracking systenfurther reduces the synchronization er-
ror, or atleastmaintains it vithin certainbounds. Folcommunicationsystems
that requirea strongcapability to rejecinterference,matched-filter acquisition
and serial-search acquisition are the masffective techniques. Thenatched
filter provides rapid acquisitionf short frequency-hopping patterns, but re-
quires the simultaneous synthesisnaiitiple frequencies. The matchdiiter
may also be used in theonfiguration ofFigure 4.2 todetectshort patterns
embedded irmuchlongerfrequency-hopping patternsSuch adetection can be
used to initialize osupplement seiidearchacquisition, which is more reliable
and accommodates long patterns.

Matched-Filter Acquisition

Figure 4.18 shows a programmabieatched-filter acquisition system that pro-
videssubstantiaprotectionagainstinterference[13]. It is assumedhat asingle
frequencychannel isusedduring each hopinterval that occurs duringcqui-
sition. One or moregrogrammable frequencgynthesizerproducetones at
frequenciesfy, f2,..., fn, Whichare offset by a constanrequencyfrom the
consecutivefrequencies of théopping pattern for codacquisition. Eachtone
multiplies thereceivedfrequency-hoppingignal and the result is filtered Huat
most of the receivednergy is blockedgxcept theenergy in drequency-hopping
pulse at a specific frequency. Ttieesholddetector oforanchk producesix(t)
= 1 if its threshold isexceeded, whichdeally occursonly if the receivedsig-
nal hops to aspecific frequency.Otherwise, the threshold detectproduces
di(t) = 0. The use of binaryetectoroutputs prevents the stemfrom being
overwhelmed by a fewtrong interference signalsnput D(t) of the ompara-
tor is the numbepf frequencies in théopping pattern thatwere received in
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Figure4.18: Matched-filteracquisition systemvith protectionagainstinterfer-
ence.

succession.This discrete-valuedgontinuous-timegunction is

N

D(t) =Y di[t — (N = k+1)Ty] (4-115)
k=1

whereT}, is the hopluration. Thesewaveforms arellustrated in kgure 4.19(a)
for N = 8. The input to thehresholdgenerator is

L(t) = D@t + T}) (4-116)

Acquisition isdeclaredwhen D(¢) > V(¢), wheréV/(t) isan adaptivethreshold
that isa function ofL(t). Aneffectivechoice is

V(t) = min[L(¢) + lo, N] (4-117)
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(a) (b)
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Figure 4.19: Ideal acquisition system waveforms: (&rmation of D(¢) when
N = 8, and (b) comparison @f(t) and).

where [y is gpositive integer.

In the absence of noise amderference,L(t) = 0 and/(t) = lp during
the hop interval in whichD(t) = N, asillustrated in Figure 4.19(b). If
of the N frequency channelmonitored bythe matchedilter receivestrong,
continuous interferencéhenL(t) = j andV(t) = j+1ly duringhis hop interval
if 4 < N —Ip, and D{t) > V(t). Duringotherintervals,j + i, < V(t) < N,
but D(z) = j. Therefore¥ (t) > D(¢t), and the match&ter does not declare
acquisition. Falsealarms are prevented becausg) providegstimate of
the number ofrequency chanelswith continuousinterference.

When acquisition tone iseceived, the signal inrnchk of thematched
filter is

k() = V28 cos 27 fot + V21 cos(27 fot + @) + n(t) (4-118)

wheref, is théntermediate frequency, the firgtrm is the desired signadith
average powelS, the second termmepresents tonénterference with asrage
powerl, n(t) is zero-meanstationary @ussiannoise and interference, ard
is the phase shift of the toneterferencerelative to thedesired signal. The
power inn(t) is

Ny =N+ N; (4-119)
whereN; ispower of thethermalnoise andV; is thg@ower of the statistically
independenhoiseinterference.

Bandpass filters arasedinstead of filters matched to the acquisition tones
because the appropriatamplingtimes are unknown. Thpassbands of the
bandpass filters in the branchase assumed to kspectrallydisjoint sothat
tone interference entering oheanch has néigible effect on theotherbranches,
and the filteroutputs are statistically independent of eatier. Toprove the
statisticalindependence of theoise, letR,(r) and,(f) denote theautocorre-
lation and power spectrdensity, respectively, of thetationaryGaussiamoise
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n(t) in the receivedsignal. Leth,(t) anchy(¢) denote the impulsesponses and
Hi(f) andHz(f) the transfer functions of timmndpasdilters. Since the same
Gaussiamoise procesgntersboth filters, their outputs are jointlyGaussian.
The cross-covariance of ti@ntly Gaussianzero-meanifter outputs is

C=F [/ hi(T1)n(t — 71)dTy /hg('rg)n(t — To)dT2
_ / / b1 (71)ha(72) B (73 — 71)dry drs
_ ///hl(n)hg(n)su) explj2m f(ra — m1)|df dry drs
- / S(F)VHL(f)H3 (f)df (4-120)

where all the integrals extemder (—o0, 00). Thus,C = 0, if H1(f) andH,(f)
are spectrally disjoint. If theoise iswhite andhence,S(f) is a@onstant, then
C = 0 if Hy(f) andHz(f) are orthogonal. Whe® = 0 for all pairs ofband-
passfilters, thethreshold-detectooutputs in theN branches are statistically
independent.

Supposethat noise interference ispresent in abranch, but that tone in-
terference isabsent sothat | = 0. The stationary Gasian noise has the
representatior{AppendixC.2)

n(t) = nc(t) cos 2w fot — ng(t) sin 27 fot (4-121)

wheren.(t) anch,(t) areero-mean Gaussigmrocessesvith noise powers equal
to N;. In practice, the matchddter of Figure4.18 would operate in contin-
uous time sdhat acquisitionmight bedeclared at anynoment. However, for

analyticalsimplicity, the déection andfalse-alarmprobabilities arecalculated
under the assumption that there is sample taken per hagwell time. From

(4-119)with | = 0 and (4-121), it followshat

re(t) = 1/ Z2(t) + Z2(t) cos|2n fot + B(t)] (4-122)

where

Z1(t) = V25 +ng(t), Za(t) = ns(t), ¥(t) =tan™! [—ZS—E%] (4-123)

Sincen.(t) andns(¢t) arestatistically independent(Appendix C.2), thgoint
probability deasity function of Z; andZ, atny specifictime is

(:1 — V25)? +z§]

g1(21,22) = exp [ - (4-124)

27FN1 2N1

Let R and© be implicitly defined by; = Rcos® an#ly; = Rsin®. Theint
density ofR and© is

( 72 — 2rv/28 cos 8 + 28
exp{ —

g2 (7‘, 9) = 9N,

,,
> < -
2 N, )M"_O, 6] <m (4-125)
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The probability densityfunction of theenvelopeR = /Z%(t) + Z2(t) isob-
tained by integratiomver 8. Theapplication of(1-59) gives

fu(r) = -]% exp ( - %?)10 (ﬁf\?)um (4-126)

wherely( ) is the modifiedesselfunction of the firstkkind andorder zero, and
u(ry=1ifr>0 andu(r)=0if » <O0.

The detectionprobability for the thresholdletector in the branch is the
probability that theenvelope-detectooutput R exceeds thehreshold :

j / f(r)dr (4127)
n
The Marcum Q-function is defined as
o 2 2
Qla, B) = / T exp < -2 —;a )Io(a:r)dm (4-128)
B

Applying this definition,

Py = Q(\/_% \;’m> (4-129)

In the absencef noise inerference, theletectionprobability is

Py = Q(\/%S; \/LN_) (4-130)

If the acquisition tone is absent, but th@seinterference igpresent, thdalse-
alarm probability is

772
Py = - 4-
01 exp( 2N1> ( 131)
In the absence dfoth theacquisition tone and theoiseinterference, the false-
alarm probability is
2
Ui
Py = - 4-132
00 = €Xp ( 2Nt> ( )
In (4-129) to (4-132), thérst subscript is When theacquisition tone ipresent
and 0 otherwise, whereas thecondsubscript is 1 whe interference ipresent
and O otherwise.

Supposethat tone interference igresent in éranch. Wemake thepes-
simistic assumptiorthat this tonehas a frequencgxactly equal tahat of the
acquisition tone, asndicted in (4-118). Atrigonometricexpansion of the in-
terference term and derivationsimilar to that of (4-129)ndicatesthat given
the value ofp, the conditional detectioprobability is

Pui(4) = Q(\/2(S+ I +N\1/L_S'7cos ) , \/7_7]\[_1> (4-133)
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If ¢ is modeled as aandomvariableuniformly distributedover [0, 27), then
the detectiorprobability is

Py = %/0 Pri(¢)do (4-134)

where the fact thatos ¢ takes all its possible valuewer [0, 7] hasbeen used
to shorten thentegrationinterval. If the acquisition tone is absent, but the
toneinterference igpresent, the false-alarprobability is

— 2L n
P01~—Q< N \/N—1> (4-135)

It is convenient todefine thefunction

/B(i,N,m,Pa,Pb) = Z (J) (N m)PJ(]. . )m‘iji—j(l . Pb)N_m~i+j

§=0 v
(4-136)
Where(Z) =0 ifa > b. Given thatm of the N matched-filterbrancheseceive

interference of gual power, let the index represent thember of interfered
channelswith detectoroutputsaboven. 1f0 < 7 < i, there are(’J’.l) ways

to choosej channels out ofn and (N ]’") ways tochoose: — j channelswith
detectoroutputsabover fromamong theV—m channethat are not interfered.
Therefore, theconditional probabilitythat D(t) = ¢ given that m channels
receiveinterference is

P(D: Z,m) = ﬂ(i?N)maPhlaPhO) 3 h= 071 (4-137)

whereh = 1 if theacquisition tones are present alad= 0 thiéy are not.
Similarly, giventhat m of N acquisition channeleeceiveinterference, theon-
ditional probability that L{t) = [ is

P(L =lm) = B(I,N,m, Pny, Py), h=0,1 (4-138)

If there areJ interference signalsandomly distributecamong ahopset of

M frequencychannels,then theprobability that m out ofN matched-filter
branchesaveinterference is

My
P =700

The probability thatacquisition is declared atparticular sampling time is

(4-139)

min(N,J)

Z P ZP = ljm) Z P(D = k|m) (4-140)

k=V{(!)
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When the acquisition tones ameceived in socession, th@robability ofdetec-
tion is determinedrom (4-137) to(4-140). Theresult is

min(N,J) (N) (M~N) N N
Pp= ) m(,\j')‘m > B, N,m, Poy, Py) Y, B(k,N,m, Pyy, Pro)
m=0 J 1=0 k=V (1)

(4-141)
For simplicity in evaluating therobability of afalse alarm, weignore the
sampling timepreceding the peak value &f(t) FFigure 4.19 because this
probability is negligible atthat time. Since theacquisition tones arabsent,
the probability of dalsealarm is

min(N,J) (N) (M—N) N N
PF= z o ]\j—m Zﬁ(laNamvp()lvPOO) Z ﬁ(kanmaP()l’POO)
m=0 (J) =0 k=V (1)
(4-142)

If there is nointerference sdhat J = 0, then(4-141) and(4-142) reluce to

N N
Pp = Z <];7)P(§0(1 - Poo)N—1 Z (g) Plko(1 - Plo)NwiC (4-143)

1=0 k=V (1)

N N
Pr=Y_ (7) Pio(1— Poo)¥ ™1 > (],Z) Po(1 — Poo)N ¥ (4-144)

1==0 k=V (1)

The channelthresholdy isselected tomaintain a required®r whethere
is no interference and thalues ofly, N, and N; are given. The value &f
is thenselected tanaximize Pp given the values oN and S/N;. The best
choice is generallyly = |N/2|. Forexample, suppos¢hat N = 8, Pr =
1077, and the SNR isS/N; = 10 dB when aacquisition tonds received. A
numericalevaluation of(4-144) thenyields n//N; = 3.1856 andl, = 4 as the
parametewvaluesthat maintainPr = 10~7 while maximizingP, in theabsence
of interference. T threshold pain//N; = 3.1896, [p = 4 is thehoicewhen a
fixed comparator threshold{t) =!I, issedinstead of theadaptive threshold
of (4-117). IfD(¢) andL(t) arsampled once every hop dwailterval,then the
false-alarmrate isPg /Th.

As an example, suppoghat noisejamming with total power N;; isuni-
formly distributedover J matched-filtefrequencychannels sohat

N;

Ni= = (4-145)
is the power ineach ofthesechannels. Irdrferencetones are absent arid =8,
M = 128, andS/N; = 10 dB. Tensurethat P = 10~7 in theabsence gam-
ming, weassumehatl, = 4 andy/+/N; = 3.1856 when aadaptivecomparator
threshold is used, anthatl, = 4 andy//N; = 3.1896 when a fixed comparator
threshold isused. Since Pp isrelatively insensitive taJ, its effect isassessed
by examiningPr. Figurd.20 depictsPr as &unction ofN;;/S, the jamming-
to-signalratio. Thefigure indicates thaan adaptivahreshold ismuch more
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Figure 4.20:False-alarnprobability for matched-filteracquisition system.

resistant topartial-bandamming than dixed threshold whenv,;/S ifrge.
When N;;/S < 10 dB, theworst-casepartial-bandamming causesa consider-
ably higherPr than full-band jamming. It isfound tha multitonejamming
tends toproducefewer falsealarmsthannoisejamming. Various othemperfor-
mance and desigissues and thiempact offrequency-hopping interference are
addressed iffiL3].

Serial-Search Acquisition

As illustrated by Figurd.21, aserial-search acquisition systefor frequency-
hoppingsignalsdeterminesacquisition byattempting todownconvert the re-
ceived frequency-hopping pattern to a fixéatermediate frquency, and then
comparing theoutput of anenergydetector (Chapter 7) to a threshold. A
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Figure 4.21: Serial-searclacquisitionsystem.

trial alignment of tle frequency-hopping pattesynthesized by the receiver
with thereceived pattern is called eell. If a cell passesertain tests, acquisi-
tion is declared and theackingsystem is activated. tot, thecell is rejected.
A new candidatesell is produced when the referenpatternsynthesized by the
receiver is gher advanced odelayedrelative to thereceivedpattern.

A number ofsearchtechniques ardlustrated in Figuret.22, which depicts
successivérequencies in theeceivedpattern and sipossiblereceiver-generated
patterns.Each searckechnique is implemented part of auniform orZ-search
of the timing uncertainty. Thesmall arrows indicatetest times at Wich cells
are rejected, and thlarge arrowsindicate typical times at which acquisition
is declared osubsequenverification testingbegins. Thestep size, which is
the separation in hop duians betweencells, isdenoted byA. Techniques (a)
and (b) entailinhibiting the code-generatoclock after eachunsuccessful test.
Technique (c) is theame adechnique (b) buextends tk testduration to 3
hops. Technique (d)advances theeferencepattern byskipping frequencies
in the patternafter each unsuccessful test. Thimhibiting or advancing of
techniques (a) to (dpr an alternation othem continuesuntil acquisition is
declared. Thesmall misalignment techniqug) is effective when there is a
high probability that thereference andeceivedpatterns arewithin » hops of
eachother, whichusually istrue immediatelyafter the tacking systemloses
lock. Thecodegeneratotemporarilyforces thereferencesignal toremain at a
frequency for2r + 1 hop intervalextendingbothbefore and after the interval in
which thefrequencywould ordinarily besynthesized. If thenisalignment idess
than r hops, thermacquisitionoccurswithin 2r 4+ 1 hopdurations. In theifure,

r = 1, the initial misalignmentis one-half hopduration, and it isassumed
that thefirst time the reference ankkceivedfrequenciescoincide, detection
fails, but thesecondtime resultsin acquisition. Technique (f) entailsvaiting
at a fixedsynchronization frequency untihis frequency iseceived. This
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Figure 4.22:Search teleniques foracquisition.

technique results in a rapgkarch if thereferencefrequency can beelected
so that it issoon reached byhe receivedpattern. Thereferencefrequency
is determinedfrom an estimate of theiming uncertainty, thekey bits, and
the TOD bits(Chapter 3), but must bperiodically shifted by atleast the
coherencebandwidth sathat neither fading nomnterference inany particular
frequencychannelprevents acquisition.

When the period ofhe frequency-hoppingattern islarge, special mea-
sures may beequired to reduce thBming uncertainty. A reducethopset
with a short patternperiod may be usetemporarily toreduce thdiming un-
certainty andhence, theacquisitiontime. A feedbacksignalfrom thereceiver
may be used tadjust thetiming of the transmitté pattern. In a network,
a separateommunicationchannel or cueindrequency may provide the TOD
to subscribers. After detection of theTOD, a receiver might use thesmall
misalignment telenique for acquisition.

The search control systerdetermines the integration intervals, tieesh-
olds, and thdogic of thetests to be conductedefore acquisitioris declared
and the trackingystem is activated. Theetails ofthe searchcontrol strat-
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egy determine thetatistics of the acquisitiotime. The controlstrategy is
usually amultiple-dwell strategythat uses aninitial test to quickly eliminate
improbablecells. Subsequent tests are usedVerificationtesting ofcells that
pass thenitial test. Themultiple-dwell strategy may be a@&onsecutive-count
strategy,in which a failedtest causes a cell to llamediatelyrejected, or an
up-down strategyin which a failed testauses aepetition of a previousest.
The up-down strategy is preferabiden the interference amwiselevel is high
[14].

Since acquisition forfrequency-hoppingignals isanalogous taacquisition
for direct-sequence signals, thsgatistical descriptiorof acquisition given in
Section 4.2 isapplicable if the chips araterpreted asiops. Only the specific
equations of the detection afadse-alarmprobabilities aresometimedglifferent.
For example, considex single-dwell systerwith a uniformsearch, aniform a
priori correct-cell locatiordistribution, twoindependent correatells with the

common detection probability 7;, andg >> 1. Inanalogywith (4-93), the
NMAT is

NMAT = Cf;,h = (22 Pi”) %% (Mp+KnPr) (4-146)
whereM;, is the number dfops per testK,; is theumber ofhops in the
mean penalty time¢,, is thmumber ofhops in thetiminguncertainty,g, is
the number otells, and

Pp = 2P, ~ P? (4-147)
For stepsize A =1, gn/Ch = 1; fOrA =1/2, ¢, /C, = 2.

If the detectorintegration isover several hopntervals, strong interference
or deepfading over asingle hopinterval can cause a falsgarmwith high prob-
ability. This problem is mitigated by making a haddcisionafter integrating
over each hopnterval. After N decisions, a test faacquisition is pssed or
failed if the comparatorthreshold has beeexceeded, omore times out of
N. LetPp, andPp, denot¢he probabilitieghat thecomparator threshold is
exceeded at the end of a himperval when thecorrectcell is tested and inter-
ference is preent and absentespectively. LetP, denote the probabilitiyat
an acquisition test ipassedvhen thecorrectcell is tested. If theN acquisition
tones in a test ardistinct, then aderivation similar to the one for matched
filters yields

D ) & _
PD - Z (M) ZIB(Z’N’maPDmPDa) (4 148)
m=0 J I=lo

wherel, > 0. Similarly, the probability that anacquisition test igpassedwhen
an incorrectcell is tested and no acquisition tones are present is

D () (4 & _
PF - Z M Zﬁ(lvNymaPprpFa) (4 149)
m=0 ( J) I=lp

wherePg, andPr, are the probabilitilsat thethreshold isexceededvhen
an incorrectcell is tested andnterference igresent and absent, respectively.
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Figure 4.23: Amplitude of integratoroutput as function ofelative pattern
delay.

A suitablechoice forly is|N/2|. Since the serial-search systemFojure 4.21
has an embedded radiometer, gerformanceanalysis othe radiometegiven
in Chapter 7 can besed toobtainexpressions foPp, anflp,, Prp, amfek,.

Although alarge step size limits the number ofincorrect cells that must
be testedbefore tle correctcell is tested, itcauses a loss in the averagignal
energy inthe integratooutput ofFigure4.21when a coectcell istested. This
issue and theole of the hop dweltime are illustratecby Figure4.23, which
depicts theidealizedoutput for asingle pulse of thereceived andreference
signals in the absence of noise. kgtdenote thedelay of thereferencepattern
relative to thereceivedpattern. Supposethat onetestedcell hasr, = —=z,
where0d < z < ATy, and theext testedcell hasr, = ATy, — z following acell
rejection. Thdargestamplitude ofthe integratooutputoccurs whenr.| =y,
where

y=min(z, AT, —z), 0<z< ATy (4-150)

Assuming thatz isuniformly distributedover (0, AT}y), y isuniformly
distributedover (0, ATy /2). Therefore,

AT,

By = 5 (4-151)
Ely®| = é%T’i (4-152)

The correct cellis considered to be the one fehich |r.| = y. If the output

function approximates thé&riangularshape depicted in tHegure, itsamplitude
when|r.| =y is

Y
= Amax|{1— = =
A=A ( Td) (4-153)
Therefore, theaveragesignal energy irthe integratoroutput is
2
y . AT, — AT?
EKI Td) } =1 o, o7 (4-154)
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which indicates thdoss due to themisalignment ofpatternswhen thecorrect
cell istested. Foexample, ifly = 0.97}, then (4-154) indicatesthat theaverage
loss is 1.26 dBvhenA =1/2; ifA =1, then thdoss is2.62 dB.

The serial-searchcquisition offrequency-hoppingignals isfasterthan the
acquisition of direct-sequenaignals lecause the hoguration is muctgreater
than aspreading-sequence chijuration forpracticalsystems. Given the same
timing uncertainty fewercellshave to be searchedaoquirefrequency-hopping
signals becauseachstep covers alargerportion of theregion.

Tracking System

The acquisition system enss that theeceiver-synthesizeftequency-hopping
pattern is Bgned intime with thereceivedpattern towithin afraction of a hop
duration. Thetrackingsystem must provide a firsynchronization by reducing
the residuamisalignmentafter acquisition. Although thedelay-locked andau-
dither loops used for thetracking ofdirect-sequence signals can &@apted to
frequency-hoppingignals[17], thepredominanform oftracking infrequency-
hopping systems is provided by thearly-late-gate tracking loogl5]. This
loop is shown inFigure 4.24 along with the ideal associatedvaveforms for
a typical example in whichhere is asingle carrier frequencyduring a hop
dwell interval. If the datamodulation is MFSK, then theutputs of arallel
branchesgeachwith a bandpass filter and envelope detector can be combined
and applied to the early-late gate. In #ixence ofioise, the envelopédetector
producesa positiveoutput only when the eceivedfrequency-hoppingsignal
r(t), and the receiver-generatécequency-hoppingeplicar,(t) areoffset by
the intermediatérequencyf;. Thegating signalg(t) is asquare-wavelock
signalwith transitionsfrom ...1 to +1 thabntrol thefrequency transitions of
r1(t). The early-late gatéunctions as aignal multiplier. Its outputwu(t) is
the product ofthe gatingsignal and th envelope-detectooutput v(¢). The
error signal is thetime integral ofu(t) and is &unction of ., thedelay of
r1(¢) relative tor(t). Theerror signal can beexpressed as thaiscriminator
characteristice(d), which isfanction ofé = 7. /T, thenormalizeddelayerror.
For the typicalwaveformsshown,$ is positive, andence so ig(§). Therefore,
the voltage-controlled clock/CC) will increase théransition rate of the gating
signal, whichwill bring r,(t) into better time-alignmentwith r(t).

If the tracking systemoseslock and thesmall-misalignment tedils, then
the wait technique of Figure 4.22 can hsed toexpedite thereacquisition.
After dehopping thereceivedsignal tobasebanddemodulating, angiroducing
oversamplednformation bits, thereceiverestablishes bisynchronization by
searching for apecial sequence ofiarker bits thatmatch astored reference
sequence, as ftendone forframesynchronizatior{16]. After this matching
occurs,information is extractefrom subsequent bits. Thi@eformationcould
specify the time obccurrence and the spectral location of the next synchro-
nizationfrequency awhich thereceiverwaits.
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Figure4.24: Early-late gatdracking: (a) loop, (b¥ignals, and (cjliscriminator
characteristic.
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4.6 Problems

1.

10.
11

Use orthonormabasisfunctions toprove (4-4) andthe statistical inde-
pendence of thér;}.

. Provethat for a randonvariable Y anda randomvariable Xwith density

f(z), the relationf[var(Y/z)f(z)dz] = var(Y) is notrue ingeneral. If
it were, theno? given by (4-14) and (4-15)could besimplified. Give a
sufficient conditionunderwhich this relation issalid.

. Consider auniform searchwith a uniform a priori distribution for the

location of the correctcell. (a) What is theaveragenumber ofsweeps
through the timing uncertainty durirmgquisition? (b) For a larggumber
of cells, calculate anupperbound onP(T, > c¢T,) as dunction of Pp

for ¢ > 1. (c) For a largenumber ofcells to besearched, showhat the

standarddeviation of theacquisitiontime satisfies% <o, <Th,.

. (a) Derive (4-29) and (4-30) Hyrst expressindlz, anfl;s as conditional

expectations and then enumerating thessible values ofTy, andlis
and theirconditional probabilities, (b) Use similarprocedure taderive
(4-37) to (440).

. Derive Pp in (4-33) assuming theresence ofero-meanwhite Gaussian

noise with two-sided powerspectral densityV,. Use (4-26) and assume
that P, = P,. TodetermineF,, begin bwriting an expession for the
matched-filteroutput when a targesignal withenergyE completelyills
thefilter.

. Consider alock detectorthat uses adouble-dwellconsecutive-counsys-

tem with equal testdurations. (a) Use eecursive relation tshow that
Tn = 7[(1 — Pp)~! 4+ (1 - Pp)~2]. (b) Use a recursiveelation toshow
thatT, = 7[(1 — Pr)~1+ (1 — Pr)~?].

. Starting with (4-73), derivevar(V,) given by4-78) for theacquisition

correlator.

. Derive (4-92) from (4-91) using themethod outlined in the text.

. Consider Example 2 dbection 4.3leading toFigure 4.14. Assume fast

fading and thatA = 1/2, E./Ny = —10dB, K = 10,000,Pp; = 0.03, Pg»
= 0.001, andM, = 10M;. Plot theNMAT versusM; for theconsecutive-
count and up-down systems tieterminegraphically what values ofM;
minimize theNMAT.

Derive (4-107) and (4-108).

Compare the NMAT for drequency-hoppingystem givenby (4-146)
with the NMAT for a direct-sequence systegiven by (4-93) when the
penalty times andtest durations for bothsystems areequal. Under the
latter condition, it isreasonable to assuntdat P, andPr are roughly
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equal forboth systems. With theseassumptions, what is thatio of the
direct-sequenc&IMAT to thefrequency-hoppindNMAT?

12. Reduce(4-148) to asinglesummation and simplify for the followingases.
a)lo=N,andb) J=0,{; >0.

13. Derive Pp and Pr forserial-searctacquisition offrequency-hoppingig-
nalswhen asingle acquisition tone isised.
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Chapter 5

Fading of Wireless
Communications

5.1 Path Loss, Shadowing, and Fading

Free-spac@ropagatiornlosses otlectromagnetiovavesvary inverselywith the
square of thelistance betweentaansmitter and seceiver. Analysisndicates
that if asignaltraverses a direct pamdcombines in the receiver withnaul-
tipath componenthat is perfectly reflecteétom a plane, then the composite
receivedsignal has a powedoss proportional to thanverse of thefourth power
of the distance. Thus, it iatural toseek gpower-lawvariation for theaverage
receivedpower in aspecified geographic area afuaction ofdistance. For ter-
restrialwirelesscommunications, measurememtgeragedver many different
positions of @ransmitter and eeceiver in aspecified geographic areanfirm
that theaverage receivegower, which isalled thearea-mean power, doésnd
to varyinversely as a power of the transmitter-receidistancer. It iSound
that thearea-meampower is approximatelgiven by

Pa = Po (é{;) ~ (5-1)

wherepy is theaverage receivedowerwhen thedistance is- = Ry, an@d is
the attenuation power law. The parametggs  @nd fanetions of thecar-
rier frequency, antenna heighterraincharacteristics, vegetation, andrious
characteristics dhe propagatiomedium. Typically, theparameters varwith
distance, but are constawithin arange of distances. #ypical value of the
attenuatiorpower law forurbanareas and microwa¥eequencies ig = 4. The
power lawincreasesvith the carrier frequency.

For a specifipropagatiorpath, theeceivedlocal-mean power departs from
the area-mean power due shadowing,which is theeffect of diffractions and
propagation conditions thatre path-dependentEachdiffraction due to ob-
structingterrain andeachreflectionfrom an obstacleauses thaignal power



232 CHAPTER 5. FADING OF WIRELESS COMMUNICATIONS

to be multiplied by an attenuation factomhus, thereceivedsignal power is
often the product aofmanyfactors, anchence thdogarithm of thesignal power
is the sum of many factors. éhchfactor ismodeled as aniformly bounded,
independentandomyvariable that variesfrom path to path, then theentral-
limit theoremimplies that thelogarithm of thereceivedsignal power has an
approximatelynormal distribution if the number of attenuation factorfaige
enough. Extensiveempirical dataconfirms that thereceived local-mean power
after transmissionover arandomly selectedpropagationpath with a fixed dis-
tance isapproximatelylognormally distributed. Thus, theshadowing model
specifiesthat thelocal-mean power has tiferm

p1 = pa10%/1° (5-2)

where theshadowing factog is a zero-meamandomvariable with a normal
distribution. Thestandarddeviation of¢ is denoted bys, which ismessed
in decibels. From (5-1) and(5-2), it follows that theprobability distribution
function of thenormalizedlocal-mearmpower, p; /po, is

B
n T

F(z)=1 Q{as In [m (Ro) } } (5-3)
where In[ ] denotes thaaturallogarithm, andp = (10logige). The standard
deviation o increasewith carrier frequency anterrain irregularityand often
exceeds 10 dB faerrestrial communications. Thalue of theshadowing factor
for a propagation patis usually stronglycorrelatedwith its value for anearby
propagationpath. Formobile mmmunications, the typicdime intervalduring
which the shadowindactor is nearlyconstant is @econd omore.

Fading, which is endemic imobile, long-distancehigh-frequency, andther
communicationchannels causegpower fluctuationsabout thdocal-meanpower.
Fading occurs atmuch faster rate thanshadowing. During an observation
interval in which the shadowing factor is nearly constant, rdeeivedsignal
power may be expressed as greduct

Pr = pa108/1062(t) (5-4)

where thefactor o?(t) isdue to thefading. Since¢ isfixed, the local-mean
power is

pi = Elp,] = pa10°/1°E[a?(t)] (5-5)

A signal experiencefading when the interaction ahultipath components and
time- or frequency-varyingchannel conditiongausesignificant fluctuations in
its amplitude at areceiver. Multipath component®f a signalare generated
by inhomogeneities irthe propagatiormedium orreflectionsfrom obstacles.
Thesecomponentdravel alongdifferent pathsbeforebeing recombined at the
receiver. Because of thalifferent time-varying delays andattenuations en-
countered by themultipath components, theecombinedsignal is adistorted
version of the originalransmittedsignal. Fading may be classified dsne-
selective, frequency-selective, oboth. Time-selective fadings fading caused
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by the movement of theeEansmitter orreceiver or by changes in tipgopagation
medium. Frequency-selective fading fadingcaused by thdifferentdelays of
the multipathcomponentswhich mayaffect certain frquencies moréhan oth-
ers. The éllowing concisedevelopment ofading theory[1], [2], [3lemphasizes
basic physicamechanisms.

A bandpasgransmittedsignal can beexpressed as

s1(t) = Re[s(t) exp(j2m fot)] (5-6)

wheres(t) denotes itsomplex envelopef. detes itscarrier frequency, and
Re[ ] denotes theesal part. Transmissiorover atime-varyingmultipathchannel
of N(t) paths produces eeceived Bndpasssignal that consists of the sum
of N(t) waveforms. Theith waveform is tle transmitted ignal delayed by
time 7;(¢), attenuated bya factor a;(t) thatdepends on theath loss and
shadowing, andhifted in frequency by thamountfy(t) due to the Doppler
effect. Assumingthat f4(t) isconstantduring thepath delays, thereceived
signal may beexpressed as

sr(t) = Re[s1(t) exp(s2m fct)] (5-7)

where thereceivedcomplex envelope is

N(t)
s1(t) = ) ai(t) expliy(t)]s[t — 74(1)] (5-8)
i=1
and its phase is
¢i(t) = =21 fori(t) + 2 fai(t) [t — 7a(t)] (5-9)

The Dopplershift arises bcause ofhe relativemotion between thdrans-
mitter and theeceiver. InFigure5.1(a), thereceiver ismoving atspeeduv(t)
and the angle between the velocity vector and ghepagation direction of
an electromagnetiwave isiy,(t). Forthis geometry, the receiveflequency is
increased by th®oppler shift

fatt) = 1.2 cos (1) (5-10)

wherec is thespeed of arelectromagnetiavave. InFigure 5.1(b), thetrans-
mitter ismoving atspeedv(t) andhere is a reflecting surfatkatchanges the
arrival angle othe electromagnetiwave at the receiver. #,(t) regsents the
anglebetween theelocity vector and thmitial direction ofthe electromagnetic
wave, then(5-10) again gives th®opplershift.

5.2 Time-Selective Fading

To analyzetime-selectivefading, it isassumedthat N(t) = N for thetime
interval of interest anthat thedifferences in theime delays along thearious
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(@)

EM wave

Figure5.1: Examples of théopplereffect: (a) eceivermotion and (b) trans-
mitter motion andreflectingsurface.

paths aresmall ®mparedwith the inverse ofthe signalbandwidth. Therefore,
the receivednultipath componentoverlap intime and arecalled unresolvable
multipath componentslf the time origin is chosen tocoincidewith the aver-
age arrivaltime of themultipath omponents at receiver,then thereceived
complex envelope of5-8) may be expressed as

31 (t) = s(t)r(t) (5-11)

where theequivalent lowpassr equivalent baseband channel respoise

N

r(t) =Y ai(t) exp [j¢;(t)] (5-12)

=1

The fluctuations inthis factorcausesignalfading at theeceiver andncrease the
bandwidth of thereceived signal. If théransmittedsignal is anunmodulated
tone, thens(t) =1 and5-12) represents the complenvelope of theeceived
signal.

The channel response cha decomposeds

r(t) = 'rc(t) + jrs(t) (5-13)
wherej = /-1 and
N N
ro(t) = ai(t) cos[b;(8)] , rs(t) =Y ai(t) sin[e;(t)] (5-14)
=1 i=1
If the range ofhe delay valuesxceedd/ f., then thesensitivity of to small

variations in the delar;(t) makes itplausible to model the phasegt),:
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1, 2, ... ,N, as randonvariablesthat are independent ehchother and the
{ai(t)} and areuniformly distributedover [0, 27r) at aspecifictime ¢t. Therefore,

Efre(t)] = E[rs()] = 0 (5-15)

If the amplitude factors;(t),i =1, 2, ..., N, amther identicallydistributed
or uniformly bounded independent randosariables atime ¢, thenaccording
to the central-limittheorem,the probabilitydistributions ofboth r.(¢) and
rs(t) approach Gaussiagistributions asN increasesThus, ifN is sufficiently
large,thenr(t) at asspecifictime iswell modeled as @omplex Gaussian random

variable. Since the phases arelependent andniformly distributed, ifollows
that

Elrc(t)rs(t)] =0 (5-16)
E[r2(t)] = E[r3(t)] = o2(t) (5-17)

where we define N
o2t) = 5 > Bla?(0) (5-15)

This equation indicateshat ¢2(t) isequal to the sum of thiecal-mean pow-
ers of the multipatltomponents. &uations(5-15) to (5-17)imply thatr.(t)
andr,(t) are independententically distributed,zero-mean Gaussiamndom
variables.

Let a(t) = |r(t)] denote theenvelope, and)(t) = tan~![r,(t)/r.(t)] the
phase of-(¢t) at specifictimet. Then

r(t) = a(t)e’®® (5-19)

As shown inAppendix D.4, sincer.(t) andr,(t) & Gaussian and?(t) =
r2(t) + r2(t), 6(¢t) has a uniformdistribution over [0, 27), anda(t) has the
Rayleighprobability densityfunction:

falr) = % exp <— 27:2> u(r) (5:20)

T r

where theime-dependence hd®en suppressed for convenience, afid = 1,
r > 0, andu(r) = 0, » < 0. From(5-20) or directlyfrom (5-13) and(5-17), it
followsthat

E[?(t)] = 202() (5-21)

The substitution 0of5-19) and(5-11) into (5-7) gives

sr(t) = Rela(t)s(t) exp(§2n fot + 76(¢))]
= a(t) A(t) cosl2m f.t + B(t) + 6(2)] (5-22)

whereA(t) is theamplitude ands(t) thehase of(t). Equations(5-21) and

(5-22) indicatethat theinstantaneouocal-mean power ig; = o2(t) A%(t).
When a line-of-sighexistsbetween a tnasmitter and aeceiver, one of the

receivedmultipath components maye muchstrongerthan theothers. This
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strong component is called tlspecular component and the other unresolvable
components are tbad diffuse orscattered components. As a result, the multi-
plicative channel response of (5-12comes

N
r(t) = ao(t) explichy (t)] + D as(t) explidy(t)] (5-23)
i=1
where the summation term is due to th#use components, and tHast term
is due to the specular component. Nfis sufficiently large, then attime ¢
the summation term iwell-approximated by aero-mean,complex Gaussian
randomvariable. Thuss(¢t) at a specifione is a complex Gaussiaandom

variablewith a nonzero mean equal the deterministic firsterm, and(5-13)
implies that

Elre(t)] = ao(t) cos|go(?)] , E[rs(t)] = ao(t) sin[¢g(2)] (5-24)

As shown inAppendixD.3, sincer.(t) and(t) are Gaussian a#t) =
r2(t)+ri(t), the envelope(t) = |r(t)| has theRice probabilitydensityfunction:

2 2 a
fa('r) = % exp {_T 2*:2(10 } Iy ( o?;) ’LL(T') (5*25)

T r T

whereIy( ) is themodified Besselfunction of thefirst kind and order zero,
and the time-dependence is suppreseeadonvenience. From (5-25) directly
from (5-18) and (5-23), ifollows that theaverage enveloppower is

Q0 = E[o®(t)] = al(t) + 20%(¢) (5-26)
The typeof fadingmodeled by (5-23) anb-25) is c#led Ricean fading. At a
specifictime, theRice factor is defined as
2
. _ %%
" 202

(5-27)

which is theratio of thespeculampower to the diffuse power. terms ofx and
Q, the Rice density is

fa(r) = 2(}”; 1)rexp{ — K= (H—+Ql)r—2}fo< h(l};r 1)27‘>U(T) (5-28)

Whenx = 0, Ricearfading is thesame aRayleighfading. Wherk = oo, there
is no fading.

A more flexiblefading model is created bintroducing anew parametem;
the Nakagami-m probabilitydensityfunction for theenvelopex(t) is

falr) = % (%)mﬁm—l exp ( - -’gr?)u(r) Jm> s (5-29)

where the gamméunctionT'( ) isdefined by (D-12). Whem: =1, the Nak-
agami densitypbecomes the Rayleigtiensity, andvhenm — oo, there is no
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fading. Whenm = 1/2, the Nakagami densityecomes the one-sidéslaussian
density. Ameasure of the severity of tli@ding isvar(a?)/(E[a?])2. Equating
this ratio for theRice andNakagami densities, it i®und that whenm > 1,

the Nakagami density closegpproximates &ice densitywith

m2 —m
D el
m — mc —m

Since the Nakagami-mrmodel essentiallyincorporates the Rayleigh ariice
models asspecialcases angbrovides formany other possibilities, it is not sur-
prising that this model often fits well with empirical data. Integrating over
(5-29), chaging the integratiowariable, and usingD-12), weobtain

n n/2
Ela"] = E(?(n%ﬁ’) (%) (5-31)

K m>1 (5-30)

Consider dime intervalsmall enoughthat N(¢) = N,v(t) = v, andy,(t) =
1, are approximately c[(variabla8)230)1¢d)@301267;64 552,383.4sing

#,(t + 1) — p;(t) = 27 faT cos Y, (5-32)

An(r) = %E[r*(t)r(t + ] (5-33)

Re(A(r)} = S {Blrare(t + 7)) + Elrs(rs e+ 7))} (539
Im{A,(r)} = %{E[rc(t)rs(t +7)] = Elrs(8)ra(t + 7))} (5-35)

N
Ap(r) = ZE[a?]exp(jwachos ¥;) (5-36)
i=1

o=
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202/N,i=1,2,..., N, and (5-36) becomes

N
An(r) = 0—]5 Z exp(j27 fq T cos ;) (5-37)
i=1

A communication system su@s amobilethat receives aignalfrom an ele-
vatedbasestation may beurrounded by many scatteringjects. Anisotropic
scattering modebhssumeghat multipathcomponents of comparabpmower are
reflectedfrom many differentscattering objects ankdencearrive from many
different directions. Fortwo-dimensional isotropiscattering,N is large, and
the {¢,} lie in a plane and hawaluesthat are uniformly distributedver [0,

27). Therefore, the summation i{5-37) can be approximated by an integral,
that is,

2 27
A7) = %/ exp (27 fq 7 cosp)di) (5-38)
0
This integral has thesameform as the integral representation J&f ), the

Besselfunction of thefirst kind and order zero. Thus, ttetocorrelation of
the channel response for two-dimensional isotropic scattering is

A () = a2 Jo(2m faT) (5-39)

The normalizedautocorrelatio,(7)/A,(0), whicks areal-valuedunction
of fa7, is plotted in Figure 5.2. It isbservedthat its magnitude is leghan
0.3 whenf,; 7 > 1. This observatiorleads to thedefinition of the coherence
time or correlation time of the channel as

1
~ Ja

wheref; is the maximum Doppler shift Boppler spread. The coherentime
is a measure of theme separatiorbetween signal samplesufficient for the
samples tdoe largelydecorrelated. If theoherencdime is much longethan
the duration of a&hannelsymbol, then the fading ielatively constanbver a
symbol and is calledlow fading. Conversely, if the coherertaee is on the
order of theduration of achannel symbol oless,then thefading is callecfast
fading.

The powerspectral density oA complex process is defined as the Fourier
transform ofits autocorrelationFrom (5-39) andabulated~ouriertransforms,
we obtain theDoppler power spectrum for two-dimensional isotropic scattering:

T, (5-40)

S (f) = {ﬂ\/fi—f"" RANSE (5-41)
0, otherwise

The normalized DopplespectrumsS,(f)/S-(0), which is plotted in Figure 5.3
versusf/fy, isbandlimited by the Dopplespreadf; and tends iafinity as
f approachesf;. ThBopplerspectrum is theuperposition o€ontributions
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from multipathcomponentseach ofwhich experiences differentDopplershift
upperbounded byfq.

The receivedsignal power spectrum may bealculatedfrom (5-7), (5-11),
and (5-41). For amnmodulateaarrier,s(t) = 1 and theeceivedsignal power
spectrum is

Seeelf) = 5S:(F = £ + 55,7 + ) (5-42)

In generalwhen thescattering is noisotropic, theimaginarypart of theauto-
correlationA,(r) is nonzero, and tlenplitude of theeal part decreasesnuch
more slowly and less smoothlywith increasingr than (5-39). Both the real
and imaginary parts ofteexhibit minor peaks fottime shiftsexceedingi/ f,.

Thus, thecoherencdime provides only a rougbharacterization ahe channel
behavior.

Fading Rate and Fade Duration

The fading rateis the rate at which thenvelope ofa receivedfading signal
crossedelow aspecifiedlevel. Consider @aime interval over which thefading
parameters areonstant. For devel r > 0, isotropic scattering, an&icean
fading, it can beshownthat the fading rate is [1]

fr=2m(k+1) fapexp[—& — (k + 1)p*1Io(2pv/k(k + 1) ) (5-43)

wherex is theRice factor and
T

= 5-44
£ or/2(k+1) ( )

For Rayleigifading, x = 0 and(5-43) becomes
fo = YL (=12 /202) (5-45)

r

Equations(5-43) and (5-45)ndicatethat the fading rate is proportional to the
Doppler spreadfy. Thus,slow fadingoccurswhen theDopplerspread issmall,
whereadast fading occurs when the Doppkread is large.

Let Ty denote the arageenvelopefade duration,which is the amount
of time theenveloperemainsbelow thespecifiedlevel ». The product f.T
is the fraction of thdime between fadeduring which a fadeoccurs. If the
time-varyingenvelope is assumed to bestationaryergodic procesghen this

fraction isequal toF,(r), theprobability that theenvelope is below oequal
to the levelr. Thus,

F,(r)
fr
If the envelope has the Riddistribution, then integrating (5-28) andusing

(5-43), (5-44), and(5-46), weobtain

T — 1- Ql (\/—ZTC, Z(K' + ]')p)
T V(s + ) fapexpl—r — (k + 1)p?1o(2p/K(x + 1))

T; = (5-46)

(5-47)
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Figure5.4: Twoantennas receing planewavethat results in aignal copyat
each antenna.

where@;( ) is defined byD-15). ForRayleigh faling, (5-45), (5-46), and the

integration of(5-20) yields

exp(r?/202) -1
\/7—rfd T/o'r

For bothRicean andRayleighfading, thefadeduration isinverselyproportional
to fa.

Ty = (5-48)

Spatial Diversity and Fading

To obtainspatial diversity in a fadingnvironment, theantennas in an array
must beseparateagtnough that there is littleorrelationbetweensignal replicas
or copies at thentennas. Taletermine what sepation is needed, consider the
reception ofa signal at two antennas separated by a distBnas illustrated
in Figure5.4. Ifthe signalarrives as arelectromagnetiplane wavethen the
signal copy at antennarglative toantenna 2 islelayed byD sin 8/c, whered

is the arrivalangle of the planeraverelative to dine perpendicular to théne
joining the twoantennas. Lep,,(t) denotbe phase of the complex envelope
of multipathcomponent atantenna. Consider a&ime interval smallenough
that ¢,;(t) = ¢, N(t) = N, a;(t) = a;, andeachmultipath component arrives
from afixed angle. Thus, if multipath component: of anarrowbandsignal
arrives as a plan@ave atangley,, then thephasep,;, of theomplexenvelope
of the componentopy atantenna 2 iselated to the phasg; ahtenna 1 by

D
Go; = Gy + 27"K sin, (5-49)

whereX = ¢/f. is the wavelength of the signal. If thniltipath component
propagatesover a distancemuch brgerthan theseparation between the two
antennasthen it isreasonable to assunibat the attenuationa; iddentical
at the two antennas. If the range of tteday valuesexceedsl/f,., then the
sensitivity of thephases to small delayariations makes itplausible that the
phasesp,,;, i =1,2,..., N, k=1,2 are wethodeled asndependent random
variablesthat areuniformly distributedover [0, 2). From (5-12), the complex
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envelope, othe signalcopy atantenna& when thsgignal is aone is

z

}:az exp(foe), k=12 (5-50)

=1

The cross-correlation between and daéfined as
1 s
Clz(D) = EE{T1T2] (5-51)

Substituting(5-50) into (5-51), using the independence edicha; andy,;, the
independence aof,; and,, ¢ # !, and tbaiform distribution ofeachg,;,
and then substituting (89), we obtain

C12(D) ZE[az] exp(j2mDsin,/A) (5-52)
1.—-1

This equation for theross-correlation asfanction of sptial separation clearly
resembleg5-36) for theautocorrelation as function oftime delay. If all the

multipath componentshave @proximately thesame power sdhat Efa?] =~
202/N,i=1,2,..., N, then

2
Clz(D

zli

N
Z exp(j2rDsin, /N) (5-53)

Applying thetwo-dimensionalsotropic scattering mode§ derivationsim-
ilar to that of (5-39) gives thaeal-valuedcross-correlation

Cr2(D) = a7Jo(2mD/A) (5-54)

This model indicatesthat an antenna separation of > /2 ens uthesst
the normalized cross-correlati@h2(D)/C12(0) lessthan0.3. A plot of the
normalized cross-correlatida obtainedrom Figure 5.2 if theabscissa inter-
preted adD/A. When the scattering is not isotropic ontiraber of scattering
objects producing multipatbomponents ismall, then thereal andimaginary
parts of thecross-correlatiordecreasemuch moreslowly with D/A. For ex-
ample,Figure 5.5shows the real andniaginary parts ofhe normalizedcross-
correlationwhen thgy,} arex nearly continuouband ofanglesbetweerirr /32
and9r /32 radianso that(5-53) can begproximated by an integral. Figure 5.6
depicts the real antinaginary parts ofthe normalizedcross-correlatiorwhen

N = 9 and the{y;} are uniformlgpacedthroughout thdirst two quadrants:
Y, = —-Vn/8,i=1,2,...,9 In the example ofFigure 5.5, anantenna
separation of atleast5A isnecessary t@nsure approximate decorrelation of
the signalcopies andbtain spatiadiversity. In the example dfigure 5.6, not
even aseparation of0) isdequate to ensu@proximatedecorrelation.
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Figure 5.5: Normalized cross-correlation fomultipath componentsarriving
between7x/32 andx/32 radians: (a) rgart and (b)imaginarypart.

5.3 Frequency-Selective Fading

Frequency-selective fadingccurs lecausemultipath componentscombine de-
structively atsomefrequencies, butonstructively abthers. Thalifferent path
delays causalispersionof a receivedpulse intime and causeintersymbol in-
terferencebetween strcessive ymbols. When anultipath chanel introduces

neither timevariations nor Doppleshifts, 6-8) and (5-9)indicate that the
received complex envelope is

L,

s1(t) = Z a;exp(—j2m for;)s(t — T4) (5-55)

i=1

The number of multipatcomponentd.; includesnly thosecomponentsvith
power that is asignificant fraction, perhaps0.05 or more, of the power of
the dominant component. Thaultipath delay spreadl, is defined as the
maximumdelay of asignificant multipathcomponent relative to thainimum
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Figure 5.6: Normalizedcross-correlation for N = #nultipath components ar-
riving from uniformly spacedangles in thdirst two quadrants: (ajeal part,
and (b)imaginary part.

delay of acomponent; that is,

Ts=maxt; —min7t; , 1=1,2,...,L; (5-56)

If the duration of aeceivedsymbolT, is much largethanTy, then the multi-
path componentare usuallyunresolvables{(t — 7;) ~ s(t —71),:=1,2, ...,
L, and hence; (t) iproportional tos(t—71). Since allfrequencycomponents
of the received signdhde nearlysimultaneously, thisype offading iscalled
frequency-nonselectiver flat fading and occurs iffy >> T,. Incontrast, a
signal issaid toexperiencerequency-selective fadin§ 7s < 7, becausethen
the time variatioror fading of thespectral components eft) may diéferent.
The large delagpread maycausentersymbolinterferencewhich is accommo-
dated byequalization irthe receiver. However, if theme delays aresufficiently
different among themultipath componentghat they areresolvableat the de-
modulator ormatched-filteroutput,then theindependenthfading components
providediversity that can beexploited by arake receiver (Sectiorb.5).
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It is conceptuallyuseful todefine the coherence bandwidths
B, = — (5-57)

Let B,, denote thebandwidth ofs(t). Ingeneral,B,, > 1/T, for practical
modulations, sdlat fading occurs ifB,, << B.. Frequency-selectiveading
requiresB,, > B..

To illustratefrequency-selectivéading, consider thaeception of a tone at
frequencyf, withtwo multipathcomponents sdhats(t) =1 andL, = 2 in
(5-55). Itthenfollows that thecomplex envelope hamagnitude

\ 1/2
1+ (%) +92 (Z—2> cos 27 fo Td] (5-58)

s1()] = a1
ai 1

whereTy = 71 — 74. Ifanother tone at frequencfy is receivedthen thisequa-
tion is valid with f; substituted forfs. Thus, the twocomplex envelopes can
differ considerably agy anfi bothrangeover aspectral banavith bandwidth
equal to the coherendsandwidth. Ifa; = as, then the differendsetween the
two complex-envelopenagnitudessariesfrom 0 to2a;.

Channel Impulse Response

A generalizedmpulseresponse may be used ¢baracterize thémpact of the
transmission channel on tegnal. Theequivalent complex-valued baseband im-
pulse responsef the channek(t,7) is theesponse atime ¢ due to an impulse
appliedr secondsearlier. The complex envelopg(t) of theceivedsignal is
the result of te convolution of thecomplex envelope(t) of th&ransmitted
signalwith the basebandmpulseresponse:

s1(t) = /oo h{t,7)s(t — T)d7 (5-59)

— 00

In accordancavith (5-8), the impulseesponse isisuallymodeled as a complex-
valued stochastiprocess:

N()

At) = S ai(t) explioy(D)3lr - 7i(8)] (5-60)

i=1

For mostpractical applications, the@ide-sense stationary, uncorrelated scat-
tering model isreasonablyaccurate. Tl impulseresponse isvide-sense sta-
tionary if the correlation betweeiis value att; and itsvalue att, depends
only ont; — 2. Thus, theautocorrelation of the impulsesponse is

1
Ru(ti,t2,71,72) = Ru(ty — to,71,72) = EE[h*(tth)h(tzaU)] (5-61)
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Uncorrrelated scattering impliethat thegains and phasghifts associatedvith
two differentdelays areuncorrelated. Extending thinotion, thewide-sense
stationary, uncorrelated scatteringpdel assumes that thautocorrelation has
the form

Rh(tl - t2,Tl,T2) = Rh(tl — t2,7'1)5(7‘1 — Tg) (5-62)

where §( ) is the Dirac delttunction. Thisequationimplies that Rx(t; —
t2,T1) is the result of integrating the autocorrelatiover r,. The multipath
intensity profile ordelay power spectrur.(7) = Rx(0,7) can be interpreted
as the channel outpyiower due to aimpulseappliedT secondsearlier. The
range of thedelayr overwhich themultipathintensityprofile has asignificant
magnitude is a measure of the multipddiay spread. The multipathtensity
profile has diffuse components if it is a piecewise continuous function and has
specular components if it includdsltafunctions atspecificvalues of the delay.

A received signafrom one source camften be decomposédto the sum of
signalsreflectedfrom severalclusters of scatterersEach cluster is the sum of
a number ofmultipathcomponents with nearly theame delay. Iithis model,
the impulse response can be expressed as

Le(t)
h(t,7) =D ri(t) 8(r — 74(t)) (5-63)

i=1

where L.(t) is the number afusters andr;(t) is thdistinct delay associated
with theith cluster. Eachcomplex process;(t) has has fleem of (5-23) and
an envelope with a RayleigRice, orNakagamiprobability densityfunction.

The Fourietransform of the impulseesponseagives thetime-varying chan-
nel frequency response:

Ht, f) = /_ ~ hit, 7) exp(—j2n fr)dr (5-64)

The autocorrelation dhe frequencyesponse for a wide-senst&tionarychan-
nel is

Rur(tr,ta, f, fo) = Rty — ta, fu, o) = S B (6, ) H(ta, f2)] (565)

For thewide-sense stationary, uncorrelated scattering motted, substitution

of (5-64), (5-61), and (5-62)nto (5-65) yields

Ry(ti~ta, f1, fo) = Ru(ti—ta, fi—fo) = / Ri(t1—ta, 7) exp{—j2n(f1—fo)7ldr
°° (5-66)

which is afunction only of the differencé; — fo. th =t3, then theutocor-

relation of thefrequencyresponse is

R0, f1 — fo) = /_ " Su(r)expl—j2n(fi — fo)rldr (5-67)
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which is the Fourietransform of thedelay powerspectrum. From afunda-
mental characteristic of the Fourigransform, itfollows that thecoherence
bandwidth of thechannel,which is ameasure of theange offrequencyshift
overwhich the autocorrelatiohas a significant Jae, is given by theecipro-
cal of the multipatidelay spread. Thu&b-57) isconfirmed for thischannel
model.

The Dopplershift is themain limitation onthe channetoherencdime or
range ofvalues of thelifferencet; = t; — to for whichR,(t4,0) is significant.
Thus, theDoppler power spectruns defined as

SD(f) = /oo Rh(td, 0) exp(—j27rftd)dtd (5-68)

— 00

The spectral extent of the Doppleowerspectrum is on the order of tineax-
imum Dopplershift. Thus, (5-40) isconfirmed for this channel model.

5.4 Diversity for Fading Channels

Diversity combiners fofadingchannels ardesigned t@ombineindependently
fading opies of the same signal differentbranches. The combining is done in
such a waythat thecombineroutput has agower level that vaies muchmore
slowly than that of @inglecopy. Althoughuseless inmproving communications
over the additive-white-Gaussian-nois®AWGN) channel, diversityimproves
communication®ver fading channels because the divergsin islarge enough
to overcome anyoncoherent combiningpss. Diversity may be provided by
signal redundancy thatrises in anumber of differentways. Time diversity
is provided by channetoding or bysignal opiesthat differ in time delay.
Frequency diversitynay be availablevhensignal copiesisingdifferent carrier
frequencieexperiencandependent or weakly correlatéading. If eachsignal
copy isextractedfrom the output of aseparate antenna #n antenna array,
then thediversity is called spatial diversity. Polarization diversitynay be
obtained byusing two cross-polarizeaintennas at theame site.Although this
configurationprovides compactness, it is not@stentially effectiveas spatial
diversitybecause thesceivedhorizontalcomponent of an electriield is usually
muchweakerthan thevertical component.

The threemost common types diversity comlining areselective,maximal-
ratio, andequal-gain ombining. Thelast two mé¢hods usdinear combining
with variable weights foeachsignal copy. Sincethey usually must eventually
adjust theirweights, maimal-ratio and equal-gain combiners canvimved as
types ofadaptivearrays. They differ from other adaptive antenna arrays in
that they arenot designed to cancéhterferencesignals.

Optimal Array

Consider a receivearray ofL diversity branches, each of whighocesses a
different signal copy. Eachbranchinput is translated to baseband, atiten
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either the baseband signal is applied tmached filter and sampled or the
sampled complex envelope is edted (Appendix C.3) Alternatively, each
branchinput is translated to an intermediate frequency, andséimepled ana-
lytic signal isextracted. Thesubsequent analysis is valid for any of thegees
of branchprocessing. It is simplest to assume that the bramdiputs are
sampled complex envelopes. Theanchoutputsprovide theinputs to a linear
combiner. Letx(!) denote thdiscrete-time vector of th& complex-valued
combinerinputs, where théndex denotes theamplenumber. This vector can
be decomposed as
x(l) = s(l) + n(l) (5-69)

where s(l) and n(!) are the discrete-time vectorstbé desired signal and the
interference plus thermailoise, respectively. LetW denote the weight vector
of a linear combiner applied to theput vector. The combineoutput is

y(1) = WTx(l) = ys + yn (5-70)
whereT denotes the transpose of a matrixvector,
us(1) = WTs(1) (5-71)
is the outputcomponent due tthe desired signal, and
vn(l) = WTn(l) (5-72)

is the outputcomponent due tthe interference plusoise. Thecomponents
of boths(l) andn(l) aremodeled as discrete-tinjeintly wide-sense-stationary
processes.

The correlation matrix of thdesiredsignal isdefined as
R, = E [s*()sT(1)] (5-73)

and the correlatiomatrix of theinterference plusoise isdefined as

Rnn = E [0*(nT (1)] (5-74)
The desired-signal power at toatput is
1 1
Pso = 5E (s (O] = 5WH R, W (5-75)

where the superscripi denotes theonjugatetranspose. Thaterferenceplus
noise power at theoutput is

1 1
Pn = §E “yn(l)lz] = EWHRnnW (5‘76)

The signal-to-interference-plus-noiegtio (SINR) at thecombineroutput is

Pso _ WHR W

P WHER,.W (5-77)

Po =
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The definitions ofRs;s andR,, ensurimat these matrices arélermitian
and nonnegative definiteConsequently, thesmatrices hag completesets of
orthonormaleigenvectors, andheir eigenvalues aresal-valued and nonnega-
tive. The noise power iassumed tde positive. Therefore,R,,, ispositive
definite and hagpositive eigenvalues.SinceR,,, can baliagonalized, it can be
expressed g4l].

L
Roun =) Aieief! (5-78)
i=1

where); is areigenvalue an@; is thassociateceigenvector.
To derive the weight vectdhat maximizes theSINR with no restriction on
R,,, we define the Hemitian matrix

L
A= Vel 5-79)
(
i=1

where the positivesquare root is used. Directlculationsverify that

R,, = A’ (5-80)
and the inverse oA is .
1
A7l = eell 5-81)
> = (

i=1

The matrixA specifies an invertibléransformation oW into the vector
V = AW (5-82)
We define the Hermitian matrix
C=A"R,A! (5-83)

Then (5-77), (5-80)(5-82), and (5-83) indicatethat theSINR can be xpressed
as
vicv
Po= ——5— 5-84)

"= VP (
where| || denotes the Euclidean norm ofiector and|V||? = VF V. Equation
(5-84) is aRayleighquotient[4], which is maximized byV = nu, whereu is
the eigenvector ofC associatedwith its largest eigenvalué,.., ang is an
arbitrary constant. Thusthe maximumvalue ofp, is

Pmax = lmax (5'85)

From (5-82) with V = nu, it follows that the optimal weight vector that maxi-
mizes the SINR is

Wy =nA"'u (5-86)
The purpose of an adaptive-arrajgorithm is to adjust thaeveight vector to

converge to theptimal value, which is given by (5-86) when the maximization
of the SINR is theerformance criterion.
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When thediscrete-timedependence af(!} is tteame for all itscomponents,
(5-86) can bemade more explicit. Let(l) denote thediscrete-time sampled
complex envelope of the desired signal in a fikefgrence branch. It @ssumed
henceforththat thedesiredsignal issufficiently narrowband that thdesired-
signal copies in bthe branches areearly aligned intime, and thelesired-signal
input vector may be represented as

s(1) = s(1)So (5-87)

where thesteering vectotis

So = [a1 exp(701) oz exp(§02) ... o exp(j QL)]T (5-88)

For independeniRayleighfading ineachbranch,each phase#;, modeled as a
randomvariablewith a uniformdistributionover [0, 27), andeachattenuation
«; has a Rayleightistribution function, asexplained in Sectiori.3.

Example 1. Equation (5-88) can serve as model for a arrowband
desired signathat arrives at an antennarray as a plangave and does not
experience fding. LetT;,i=1, 2, ..., L, denote the arrival-timelelay of the
desiredsignal at theoutput of antenna relative to a fixed reference point in
space.Equations(5-87) and (5-88) are valith §; = -2=xf.T;,i = 1,2,...,L,
wheref, is the carriefrequency of thedesiredsignal. Then;, i =1, 2, ...,
L, depend orthe relativeantennapatterns and propagatidosses. lIfthey are
all equal, then theommon value can bsubsumednto s(). It is convenient
to define the origirof a Cartesia coordinatesystem tocoincidewith the fixed
reference point. Lefz;,y;) denote the coordinates of antennalf a single
planewave arrivesfrom directiont relative to theormal to thearray, then

2
0; = ch(misindz-%—yicosdJ), i=1,2,...,L (5-89)

i = —
[

wherec is thespeed of arelectromagnetiovave. O
The substitution of5-87) into (5-73) yields

R, = 2p,S3ST (5-90)
where )
ps = 5Bl (5-91)
After substituting(5-90) into (5-83), it is observedhat C may be factored:
C=2p,A7'S}STA! = FFH (5-92)
where
F = /2p, A7'S; (5-93)

This factorizationexplicitly showsthat C is a rank-one matrix. Therefore, an
eigenvector ofC associatedvith the only nonzeroeigenvalue is

u="F=./2p,A7'S} (5-94)
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and the nonzereigenvalue is
lmax = “F”2 (5—95)

Substituting(5-94) inb (5-86), using (5-80), andhenmerging+/2p, into the
arbitrary constant, weobtain the Wiener-Hopf equation for the optimakight
vector :

Wo = 1R ;S5 (5-96)
wheren is amarbitrary constant.The maximumvalue of theSINR, obtained
from (5-85), (5-95), (5-93), and (5-80), is

Pmax = 2PsSa RSy . (5-97)

Maximal-Ratio Combining

Suppose that thmterferenceplus noise in a branch is zero-mean and uncorre-
latedwith the interferenceplus noise in any of th@ther branches in the array.
Then thecorrelationmatrix R, isdiagonal. Theth diagonal element has the
value

207 = E[|nif] (5-98)
SinceR;;! isdiagonalwith diagonal elementd /20%, th@/iener-Hopfequation
implies that the optimalveight vectorthat maximizes theSINR is

* * * T
W, =7 [if’; i‘;? %02&} (5-99)
1 2 N
and (5-97) and5-88) yield
L
Prmax = %af (5-100)

=1 "

where eachterm is theSINR at abranchoutput. Linear combining that
usesW,, is callednaximal-ratio combining (MRC). It is optimal only if the
interference-plus-noissignals in all theliversity branches anencorrelated. As
discussedsubsequently, thenaximal-ratiocombiner can also beerived as the
maximume-likelihoodestimatorassociatedvith a multivariateGaussian density
function. Thecritical assumption in the derivation that thenoise process in
eacharray branchs both Gaussian anshdependent of the noise processes in
the otherbranches.

In mostapplications, thénterference-plus-noisgower in eacharray branch
is approximately equal, and it issumedthato? =¢2,i=1,2,..., L. Ifthis
common value is merged thi the constant irf{5-96) or (5-99), the the MRC
weight vector is

W, = nSg (5-101)
and thecorrespondingnaximumSINR is
P L
= Ps 2
Pmax =™ 6_—2 Zai (5*102)
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Figureb.7: Branchk of a maximal-ratio combinerith a phasestripper.

Since theweight vector is not function of theinterference parameters, tbem-
binerattempts nanterferencecancellation. Thenterferencesignals arégnored
while the combinerdoescoherent ombining of thedesired signal.Equations
(5-71), (5-101),(5-87), and(5-88) yield the desiregbart of thecombineroutput:

L
ys() = Wis() = ns()) ) of (5-103)

i=1

Sinceys(l) isproportional tos(l), the MR&qualizes the phased the signal
copies in thearray branches, a processlled cophasing. If cophasing can be
donerapidly enough tobe practical, theso can cohererdemodulation.

If eacha;, i =1,2,..., L, ismodeled as eandomvariablewith anidentical
probability distributionfunction, then(5-102) implies that

Ps
Elpmad = L' 5 Elo] (5-104)

which indicates ajain in the mean SINRhat isproportional toL. There are
severalways toimplementcophasing5]. Unlike mostothercophasing systems,
the phase stripperdoes notrequire apilot signal. Rgure 5.7 depicts branch
k of a digital version of amaximal-ratiocombiner with a phasstripper. It is
assumedhat theinterference-plus-noispower ineachbranch isequal sothat
only cophasing an@mplitude multiplication areequired for theMRC. In the
absence of noisehe angle-modulatethput signal is assumed to have the form

ce(l) = ars(l) exp(jbx] = ar expljd(l) + jOk] (5-105)

wherea; is the amplitudep(l) is tlemglemodulation caied by all the signal
copies in thaliversity branches, anél,, is thiedesirecphase shifin branch k,
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which isassumed to beonstant for ateast twoconsecutivesamples. Té signal
c;(I—1) is produced by delay anl complexconjugation.During steady-state
operationfollowing aninitialization process, theeferencesignal is assumed to
have theform

er(1) = explig(l — 1) + j¢] (5-106)

wherey is a phase angle .The three signals(l), cx(l), and cj(I — 1) are
multiplied together to produce

cr1(l) = af explig(1) + 5] (5-107)

which asbeenstripped of the undesireghaseshift 8,. This signalis com-
bined with similar signalsfrom theother diversity branchethat use thesame
reference signal. Thieput to thedecision device is

™~

cra(l Z af explio(l) + 53] = e s( Z a? (5-108)

which indicates that MRC has been obtained by plexgelization, as in (5-
103). After extracting thephase¢(!) + ¢, the decision deviggoduces the
demodulatedsequence(l), which is anestimate of(l), bysometype ofphase-
recovery loop[6]. Thedevicealsoproduces the complex exponentiab[j¢(!)+
j]. After adelay, the omplex exponentigbrovides theeferencesignal of (5-
106).

Bit Error Probabilities for Coherent Binary Modulations

Supposethat the desiredignal modulation is binary PSK andonsider the
reception ofa singlebinary symbol or bit. Each bit isequally likely to be
a0 oral andis represented b¥(¢t) -ab(t), respectivelgch received
signal copy in aliversity branchexperiencesndependenRayleigh faling that
is constantduring thesignalinterval. Thereceivedsignal inbranchz is

ri(t) = Relaye?® zyp(t)e??™ et 4 ny(t), 0<t<T, i=1,2,...,L (5-109)

wherez = +1 or ...1 depending on thexsraittedbit, eacha; is ammplitude,

eachd; is ghaseshift, f. is thecarrier frequencyT is the bit duration, and
n;(t) is the noise. It imssumedhat either the interference &bsent or, more
generally,that thereceivedinterference plusoise ineachdiversity branch can
be modeled asndependentzero-mean, Wite Gaussiannoise with the same

two-sided powerspectraldensity Ny/2.

Although MRCmaximizes the SINRufter linear combining, théheory of
maximum-likelihooddetection isneeded taletermine aroptimal decisionvari-
ablethat can be ampared to @hreshold. The initial branchrocessingoefore
sampling could entaiéxtraction of thecomplex envelopepassband matched-
filtering followed by adownconversiono baseband, orquivalently, alowncon-
version followedby basebandnatched-filtering[6]. Since it isslightly simpler,
we assume théatter in thisanalysis. Thesame reults areobtained if one
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assumes thextraction of the complernvelope andiuses thesquations of Ap-
pendix C.4.

Using 2Re(z) = z + z* and discarding a negligibietegral, it isfound
that after thedownconversion tdaseband, the matched filter éachdiversity
branch, which ismatched tay(t), produces thesamples

T
v = / 27 (t)e T2 Ity () dt
0

T
:28a¢ejoi:c+/ on;(t)e Ity ()dt, i=1,2,...,L (5-110)
0

where a factorof <27 hasbeeninserted foranalytical convenience, and the
desired-signaknergy per bit irthe absence dading anddiversity combining
is

£= %/0 [v(2))%dt (5-111)

These sampleprovide sufficient statisticsthat contain all therelevantinforma-
tion in thereceivedsignal copies in thel diversity branches.

It is assumedhat(t) hasa spectruntonfined to|f| < f.. The zero-mean,
real-valued,white Gaussiamoiseprocess;(t) hasutocorrelation

Efni(t)ni(t + 7)) = %w) (5-112)

whered(7) is the Dirac delfainction. LetN; denote the complex-valuawbise
term in (5-110). Using thespectrallimitations of(¢), (5111), and (5t12),
we find thatE[N?2] = 0, which indicatethat thenoiseterm is circularly sym-
metric (cf. Appendix C.4). Therefore, it has independergial andimaginary
componentswith the samevariance. Since E[| N; |?] = 4€ Ny, this variance
is 26No. Givenz, a;, andf;, the branch likelihoddnction or conditional
probability densityfunction ofy, is

1 | yi — 280670 |2
. . 0 P — - ) — -
fyilz, i, 6;) EN, exp N, , i=1,2,...,L (5-113)

Since thebranchsamples arstatisticallyindependent, thég-likelihood func-

tion for thevectory = (y1y2 ...yL) givena = (a1 ag ... ar) and = (6; 9,
. 9[,) is

L
In[f(y|z, o, 0)] = Zln[f(yi|xaai,97;)] (5-114)
=1

The receiverdecides infavor of a 0 or a l1depending orwhetherz = +1
or z = —1 gives thelargervalue ofthe log-likelihoodfunction. Substituting
(5-113) into (5-114) andeliminating irrelevant terms andfactorsthat do not
depend on theralue ofz, we findthat the maximum-likelihood detector can
base itsdecision on thesingle variable

L
U=> Re(ame %y, (5-115)
i==1
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Figure 5.8: Maximal-ratio combiner for PSKvith (a) predetection combining

and (b) postdetectiocombining. Coherent equal-gain combiner for PSK omits
the factors{c;}.

which is compared witla thresholdequal tozero todetermine the bit state. If
we lets(l) = [y1 ¥2 --- yz]¥ and use (5-101), wWimd that thedecisionvariable
may be expressed & = Re[WZLs(l)].  Sirteking thereal part of WIs(()
servesonly to eliminate orthogonaioise, the decisiowmariable U is produced
by maximal-ratio combining.

Since(5-115) iscomputed in eithecase, themplementation ofhe maximum-
likelihood detector may use either maximal-rgiredetection combiningefore
the demodulation, as illustrated Figure 5.8(a), orpostdetection combining
following the demodulation, as illustrated in Figd&e(b). Since theoptimal
coherentmatched-filter orcorrelationdemodulatoiperforms dinear operation
on the{y;}, bothpredetection and postdetectioonmbining provide thesame
decisionvariable, anchence thesame pgormance.

If the transmitted bit isepresented by xhen the substitution &110into
5-115yields

L L
U=2Y ol +» il (5-116)
i=1 i=1
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where N; is thezero-meanGaussiarrandomvariable
T
N; =Re {e"jei / 2n;(t)e~I2m et (1) dt (5-117)
0

If the {a;} and{6;} are giverthen thedecisionvariable has &aussian distri-
bution with mean

L
E(U)=2) o} (5-118)
i=1

Since the{n;(t)} and,hence, thgN;} arindependent, theariance ofU is
L
o2 = Z o? var(N;) (5-119)
i=1

The variance ofN; can bevaluatedfrom (5-111), (5-112), and(5-117). It
thenfollows from (5-119) that

L
ol =26No » o} (5-120)
i=1
Because of theymmetry, the biterror probability isequal tothe conditional
bit error probabilitygiven that z = +1, corresponding to a tresmitted 0. A
decisionerror is made ifJ < 0. Since the decisiovariable has a Gaussiaon-
ditional distribution andneither E(U) nor c2 depends othe {#;}, a standard
evaluation indicatethat theconditional biterror probability given the{«;} is

Pyja(7s) = Q(v/27) (5-121)
where thesignal-to-noisaatio (SNR) for the bit is

L
= =5 (5-122)

The bit error probabilitys determined byveragingPy . (vy,) over thedistribu-
tion of y,, which depends on thgy;} and embodies the statistics of ttaeling
channel.

Supposethat independenRayleigh faling occurs so thagach of the{e;}
is independenwith the identical Rayleigh distribution andE[a?] = E[a3].
As shown inAppendix D.4,a? isexponentiallydistributed. Therefore,y, is
the sum ofL independent,dentically and exponentiallgistributed random
variables.From (D-49), it followsthat theprobability densityfunction ofy, is

— 1 L-1 _z
f4(z) = = 1)!,7L:1: exp ( .—,) u(z) (5-123)
where the average SNR paranch is
5= iE[a?] (5-124)

Ny
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The bit error probability is determined laweraging(5-121) over thedensity
given by (5-123).Thus,

= /Ooo Q(\/ﬂ)(—L—_l—l)w—Lzzl‘_l exp (—:—) dz (5-125)

Direct calculationsserify that sincel is an integer,

52 (VE) =520 (129
d | _, ,_YL_I x/7)t 1 1 z
& [ / Z(—”)*] o e () e

Applying integration by parts t¢5-125), using (5-126), (5-127), and)(0) =
1/2, weobtain

L-1

1 -1 i—1/2
Py(L) = 5~ Z 72\/_/ exp[-z(1+571)] = dx (5-128)

=0

This integral can bevaluated irterms of the gammunction, which is defined
in (D-12). A changeof variable in(5-128) yields

L—1

1 ¥ (t+1/2)

- 5-129
SN SR T R

SinceT'(1/2) = 4/, thebit error probability for nadiversity or asinglebranch
is

ml»—a

Sincel'(z) = (x — 1)T'(z — 1), it follows that

T(k+1/2) = z\;c—rl?(];)) ;;kll (zkk“ 1) E>1 (5-131)

Solving (5-130) todeterminey as function ofp and therusing this result and
(5-131) in (5-129)gives

P =p-(1-29) % (% - 1) (1 — )]’ (5-132)
i=1

This expressiorexplicitly shows thechange in the bierror probability as the
number ofdiversity branches increaseBquations(5-130) and (5-132) arealid

for QPSK because thatter can be transmittess two independeriinary PSK
waveforms inphasequadrature.
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An alternative exgession forP,(L), which may be obtained by a far more
complicatedcalculationentailing the use of the properties of tBausshyper-
geometridunction, is[3], [7].

L-1 .
rm =y ("1 a-wr (5-13)

i=0

By using mathematicainduction, this equation can bderived from (5-132)
without invoking thehypergeometri¢unction.
From aknown identity for thesum ofbinomial coefficients[8], it follows

that -

—~ (L+i—1 2L -1

SO0 e
=0

Sincel —p < 1, (5-133) and (5-134)mply that

n< () ) (5-135)
This upper bound becomestighter asp — 0. If¥ >> 1 so thatp << 1,
(5-130) implies thatp ~ 1/45 and (8t35) indicatesthat the biterror probabil-
ity decreasesnverselywith 5, therebydemonstrating théarge performance
improvementprovided by diversity.

The advantage of MRC igritically dependent on thassumption of uncor-
relatedfading in eachdiversity branch. If there ixomplete correlation sthat
the {e;} are all equal and tHading occurssimultaneously in all théiversity
branchestheny, = LEa?/Ny. Therefore,y, has ahi-squaredistributionwith
2 degrees dfreedom andprobability densityfunction

fo(z) = 1_% exp <—%> u(z) (5-136)

where ¥ is defined by5-124) and thesuperscripte denotescorrelatedfading.
A derivationsimilar tothat of (5-129) vyields

ey 1 Ly
P{(L) = 5 <1 -1z L7> (PSK, QPSK) (5-137)
When Ly >> 1,
([N 2~ P )
PS(L) ~ =YL P< 1 (PSK, QPSK) (5-138)

wherep isgiven by (5-130). Acomparison of(5-138) with (5-135) shows the
large disparity inperformancebetween a systerwith completely correlated
fading and onevith uncorrelatedading.

Graphs of the bit error probability for single branchwith no fading, L
brancheswith independent fading and MRC, ahdbrancheswvith completely
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Figure 5.9: Bit error probability of PSK for ndading, completelycorrelated
fading, andindependent fading.

correlatedfading and MRC aresshown inFigure 5.9. Equations(5-121), (5-
130), (5-132), and(5-137) areused ingenerating the graphs. The independent
variable is theaverageSNR per branch for bit, which isequal toy for MRC
and is equal toy, = £/Ny fothe singlebranch with ndading. The agrage
SNR per bitfor MRCid4. Téfigure demonstrates tlaevantagef diversity
combining andndependent fading.

For MFSK, oneof ¢ equal-energyrthogonalsignalss; (t), s2(t), ..., sq(t),
eachrepresentindog, ¢ bits, istransmitted. The m@mume-likelihood detector
generateg decisionvariablescorresponding to the possiblenonbinary sym-
bols. Thedecoderdecides infavor of thesymbol associatedvith the largest of
the decisiornvariables. Matched filters fatheg orthogonakignals areneeded
in everydiversity branch. Because of therthogonality,eachfilter matched to
sk(t) has a zero response égt), | # k, at the samplingime. Whensym-
bol ! represented by;(¢) iseceived in the presence white Gaussiamoise,
matched-filterk of branckh produces teample

T
Yki = /02ri(t)e_j2"f°ts,’;(t) dt

T
= 28a;e"% 6, + / 2n;(t)e~ 2" fetsx (1) dt (5-139)
0
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wheredy; =1 if k=1 and(sk[ =01if k ;él and

T
e:%/ Ise()dt, k=1,2,....q (5-140)
0

It is assumed thaeachs,(t) has apectrum confinedo |f| < f.. Usingthese
spectral limitations an¢b-112), wefind that thenoiseterm in (5-139) iscircu-
larly symmetric. Thereforedfs real andmaginarycomponents are irgppendent
and have the samariance. From thaoiseterm, this variance isfound to be

2E Ny. The conditionalprobability densityfunction ofyx; given the values of,
a;, andg; is

‘yki — 28a,-ej9i5kl|2
exXp | —

Fykill, i, 0) = 4nEN, 4E N,

(5-141)

For coherentMFSK, the{a;} and thgé;} aressumed to b&nown. Since
the noise in eachranch is asumed to béndependent, thékelihood function
is the product oL densitiesgiven by (5-141) fork = 1, 2, ..., g andi =
L,2,...,L. Forming thelog-likelihood function, observingthat 3, 6%, =1,
and eliminatingirrelevantterms and factors thare independent ¢f wnd
that themaximization of thelog-likelihood function is equivalent to selecting

the largestof ¢ decisionvariables, one foeach ofs(t), sa(t), ..., s¢(t). They
are
L
U= Re(aey,) , =124 (5-142)
1=1

Consider cohereriinary frequency-shifkeying (FSK). Because of the sym-
metry of themodel, P,(L) can bealculated by assuminthat s, (t) wastrans-
mitted. With thisassumption, the twdecisionvariables become

L L
Uy =2€ Z Ol% + Z a;Ny; (5—143)
i=1 i=1
L
Uz = Ny (5-144)
i==]

where Ny; andNs; are independenteal-valued, Gassian noise variables given
by

T
Nii = Re [e"jo" / 20, (t)e 2™ et sy (¢) dt} , k=12 (5-145)
0

A derivation similar to theone for coherenfSK indicatesthat (5-132) and
(5-133) areagain valid forcoherent FSK providethat

1 [ 7
=y (1 - m) (coherent FSK) (5-146)
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which canalso beobtained byobserving the presence of twadependenhoise
variablesand, hence substitutingy/2 inplace ofy in (5-130).Thus, in afading
environment, PSK retainss usual 3dB advantagever coterent FSK.

The precedingnalysis forindependenRayleighfading can beextended to
independent Nakagami fading if tiparametem is positive integer.From (5-
29) and elementary probability, fitllows that the probabilitydensityfunction
of eachrandomvariabley, = £a2 /N, is

fryilz) = (—m—% z™ Lexp ( - %)u(w) , m=12.. (5-147)

where ¥ isdefined by(5-124). Asindicated in Appendi.2, the claracteristic
function of~, is
1

=z
If 4, in (5-122) is the sum oL independent,identically-distributed random
variables,then it hasthe characteristifunction

1
RFERILE

Ciljv) = (5-148)

Cy(jv) = (5-149)

The inverse othis functionyields the probhility densityfunction

1
mL — 1)1 (§/m)mL

fy(z) = ( sl exp (“_n_;_x) u(z), m=1,2,... (5-150)

The form ofthis expression is the same #sat in (5-123) excepthat L and
5 are replaced bynL and«/m, respectively. Consequently, the derivation
following (5-123) isvalid once theeplacements are made, and

mL—1

aw=p-a-2 3 (7 pa-ar @y
i=1
where
YA _
p——2(1 m+'7> (PSK, QPSK) (5-152)

_ o/ :
p=5 (1 T, 7) (coherent FSK) (5-153)

Theseresults can be approximately related Rweanfading by using (5-30).
Figure5.10displays the bierror probabilityfor Nakagamifading withm = 4,
PSK, andL =1, 2, 3, and 4 diversity branches.

Equal-Gain Combining

Coherent equal-gairombining(EGC) performsophasing, butioesnot correct
for unequalalues ofa;/c?, i =1, 2, ..., L,wherea; = |So;|. Thus, when a



W, = nlexp(—j81) exp(—j8s) ... exp(~j6.)]7 (5-154)

L 2
Ps
Po =13 (Z ai) (5-155)
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Elaio] = Eloy] Elog] = %E[af] Vit k (5-157)
Theseequations and5-155) give
Bloo) = [1+ (L~ 1]| 5 Elad (5-158)

which exceedsr/4 times E[p,,,..] given by(5-104) for MRC. Thus, theloss
associatedvith using EGC instead of MRC is dhe orderof 1 dB.

Example 2. In someenvironments, MRC igdentical toEGC but distinctly
suboptimal. Considernarrowbanddesired andnterferencesignalsthat do not
experiencdading and arrive as planveaves. Therray antennas asafficiently
closethat thesteeringvector Sq of thedesiredsignal and thesteering vector
Jp of the interferencesignal can be represented by

Sp = [e=92mfom gmidmfors  gma2mhoTi]" (5-159)

Jo = [eI2mIob gmimlobs | gmi2mfods )T (5-160)
The correlatiormatrix for the interferenceplus noise is
Rnn = 2pn 1+ 2p; J§ 3T (5-161)

wherep,, andy; are theoise andnterferencepowers,respectively, ineach ar-
ray branch.This equationshowsexplicitly that theinterference in one branch
is correlatedwith the interference in the othdsranches. A directatrix mul-
tiplication using||Jo}|? = L verifies that

1 gJxJT
—~1 0Y0
Rl=_— (r-220°0 5-162
T b < Lg+1) (5-162)

whereg = p;/p, Iis theinterference-to-noiseatio in eacharray branch. After
merging1/2p,, with the onstant in (5-96), it idound thatthe optimal weght
vector is

* L *
Wo =1 (so - Z§g_f’1J°> (5-163)

where¢ is the normalizeshner product
1

¢=1

JTs; (5-164)

The corresponding maximum SINR, which is calculateddystituting(5-159),
(5-162), and(5-164) into (5-97), is

l¢I’Lg
=7 11— =22 -16

wherewy, = p;/py is the SNR in eachranch. Equation$5-159), (5-160), and
(5-164) indicatethat 0 < |¢] < 1 and|¢] =1 ifL = 1. Equation(5-165) indicates
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Figure5.11: Ratio of the maximunSINR to themaximal-ratio-combineSINR.

that p,,,. decreases ag| increases ifL > 2 and ieearly directlyproportional
toLif g >> 1.

Since the values of thiy;/0?}  are afjual,both MRC and EGC use the
weight vector of (5-154with 0; = —2nf.7;,3 = 1,2,...,L, which gives W
= nS§. Substituting(5-90), (5-159)...(5-161), an@-164) into (5-77) gives the
SINR for MRC and EGC:

L,
T 1+EPRPLg

Both p,... andp, equaL-+,, the peak valughen¢ = 0. They both equal
L~,/(Lg+1)when|¢| =1, which occurs wheboth thedesired andnter-
ferencesignalsarrive from the samedirection orL = 1. Using calculus, it is
determined thathe maximumvalue ofp,_,../p,, Wich occurs whett| = 1/v/2,

IS
2
<£r£§5 - (Lg/2+1)° , L>2 (5-167)
Po / max Lg+1

This ratio approachesL g/4 for largealues ofLg. Thus, an adaptive ar-
ray based on thenaximization of the SINR hathe potential to significantly
outperform MRC orEGC if Lg >> 1 under theconditions of the nonfading
environmentassumed. Figure 5.11 displays p,,../P0 as dunction of [¢| for
various values ofL g. O

When accuratephaseestimation isunavailable so thanheither cophasing
nor coherendemodulation igossible,then postdetectionombiningfollowing

Po (5-166)
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Figure 5.12: Postdetectiortombiningwith frequencydiscriminator.
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Figure 5.13: Equal-gaincombiner for DPSKwith postdetectioncombining.

noncoherentlemodulation can provide significant performancamprovement
over asystemwith no diversity. ForFSK or minimum-shift keying, postde-
tection combiningwith a frequency discriminator is illustrateid Figure5.12.
Each intermediatefrequency (IF) signal is sampledconverted to a discrete-
time complex baseband signal, and then demodulated Oigital frequency
discriminator[9]. The square of thenagnitude ormpossibly themagnitude of
the discrete-time complex baseband signal is used to weight the output of each
branch. If thenoisepower ineachbranch is approximately theame and much
smallerthen thedesired-signapower, then thisveighting is agood approxi-
mation of the weightingised in MRC, but it isuboptimalsince cophasing is
absent.

An alternative ispostdetectionEGC. However, when the desired-signal
power isvery low in a branch, thethat branchcontributes onlynoise to the
EGC output. This problem is eliminated i€éachbranch has a threshold device
that blocks theoutput ofthat branch if thalesired-signapowerfalls below the
threshold.

A block diagram of a DPSK receivavith postdetectionEGC is depicted
in Figure5.13. Forequally likely binary symbols, the erroprobability is the
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sameregardless ofvhether twoconsecutive symbols are tlsame ordifferent.
Assuming that they are thgame and that théading is constantover two
symbols, the EGQlecisionstatistic is

L
U=Re|Y (26a;e’® + Ny;) (26cue™7 % + N3;) (5-168)

i=1
whereN;; andNy; are independempmplex-valued,Gaussiannoise variables
arisingfrom two consecutivesymbol intervals. A derivation [3] indicate¢hat
if the {a;} are independent butave identical Rayleighdistributions, then
P,(L) is given by(5-132), (5-133), and(5-135) with thesingle-branch bierror
probability

1
0T (DPSK) (5-169)

where#¥ isgiven by (5-124). Equation(5-169) can belirectly derived by ob-
serving that theonditional bit erromprobability for DPSKwith no diversity is
3 exp(—,) and thenintegrating theequationover thedensity (5-123)with L =

1. A comparison of(5-169) with (5-146) indicatesthat DPSK with EGC and
coherent FSKvith MRC give nearly thesameperformance ira Rayleigh-fading
environment ify >> 1.

To derive anoncoherenMFSK receiverfrom themaximume-likelihood cri-
terion, weassumeahat the{e;} and thg#;} i(5-139) arerandomvariables.
We expand th@rgument othe exponentiafunction in (5-141), assumethat g;
is uniformly distributedover [0, 27), andintegrateover thedensity off;. The
integral may be evaluatebly expressingy; in polaiorm, using (D-30), and
observingthat theintegral isover one period of geriodic integrand.Thus, we
obtain the conditional densitiunction

1 1'2 4 20{2 a; i

Flyrill, 0q) = 17EN, exp _lyk | Ig]\fo 15’”] I ( l%{)ﬁﬂ) (5-170)

Assuming thata; hashe Rayleighprobability density funtion given by
(5-20) with 202 = E[a?], the density f(yx:|l) may beevaluated byusing the
identity (D-33). The likelihoodfunction is theproduct ofqL densities fork
=12 ..,q, and:i =1, 2, ..., L. Forming thdog-likelihood function and
eliminatingirrelevantterms and factors that are independent, of fine that
the maximization of thdog-likelihood function is uivalent to selecting the
largest of they decision variables

p:

L _
U, = 2 7—> 1=1,2,..., 5-171
=S (135, ’ (5171)
where ¢
7, = —E[a?], i=1,2,...,L (5-172)
Ny

If it is assumed that all thiy,} are equédden we obtain th&ayleigh metric:

L
U[=Z‘y“|2, l=1727"',q (5-173)
1=1
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Figure 5.14: Equal-gaincombiner fornoncoherentMFSK with postdetection
combining.

This metricimplies anoncoherent MFSKeceiverwith postdetectiorsquare-law
EGC,which isillustrated inFigure5.14. Eachbranchcontainsfilters matched
to the equal-energprthogonalsignalss; (¢), sa(t), ..., sqt). If the{s,} are
unequal, then thRayleighmetric is inferior to thenaximum-likelihoodmetric.
Howeverwhen#, islarge, thecorrespondingerms in the twanetrics are nearly
equal; wheriy; ismall, thecorrespondinderms in the twanetricstend to be
insignificant. Thusthere is littlepenalty in using th&®ayleigh metric, as is
confirmed bynumericalevaluationg11].

Considernoncoherenbinary FSK.Because of theysnmetry of thesignals,
Py,(L) can be calculated by assumitigat s;(t) was transmitted.Given that
s1(t) was transmitted, the two dsion variables at the enbiner output are

U1 = |25a,-ejo" +N11;|2

-

1

K%

L

1 (25% cos ; + Nﬁ)2 n ; (2&11 sin@; + N{i)2 (5-174)

i
th

k3

L L s L 9
Va= Y INuf? =3 (NE) + 3 (N4) (5-175)
=1 i=1 i=1

where Ny; andN,; are the independeabmplex-valued, zero-mearGaussian
noise variableslefined by
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T
Nki————/o i (t)e It (ydt , k=1,2, i=1,2,...,L (5-176)

andNE andNJ/, are the real amaginaryparts ofNy;, respectively.

Since eachn;(t) in (5-176) is aero-mean, Wite Gaussiannoise process
with the same two-sidedpower spectral densityVy/2, (5-112), (5-176), and
the spectral limitations ofachsk(t) imply that E[N2] = 0 ; that is,Ng; is
circularly symmetric. BycalculatingE[[Ng; 2], we obtain

E[(N&)] = BN | =26No, k=1,2, i=12,...,L (5-177)

The circularsymmetryimplies that N andNj, are uncorrelatedero-mean,
jointly Gaussianrandomvariables and, hence, amedependent otachother.

Similarly, it can beverified by using théndependence o&;(t) and,(t), ¢ #

[, and the orthogonality of;{t) anek(t) that all 4 randomvariables in
the sets{Nft} andN/;} arstatistically independent okachother. When

independent, iddtically distributed, Rayleigh fading occurs ineach branch,

a;cosf; anda;sinf; are zero-mearnndependentGaussianrandomvariables
with the samevarianceequal toE[a?]/2 = E[a?]/2,i= 1,2, ..., L, as shown
in Section D.4. Threfore,bothU; andlU; havecentral chi-squardistributions

with 2L degrees ofreedom.From (D-18), thadensityfunction ofUj is

fk(.'E) = m.’ﬂ[’_l exp (—ﬁgz) u(a:), k= 1, 2 (5-178)

where (5-177) and(5-124) give
o3 = E[(N3})?] = 26N (5-179)
0?2 = E[(26a; cos0; + N)?] = 26Ny (1 +7) (5-180)
Since arerroneoudecision is made it/; > Uy,

L 1

Pb(L) = /‘°° = P (__2_?7_%.> I:/oo yL— exp£:202
0 x

(20)4(L - 1)! (203)(

!

) dy:| de  (5-181)

Using (5-127) inside the brackets aridtegrating, weobtain

o0 z \ 2= (2/20 i zhlexp ( — 55
n) = [To () 255 : (2a%>LIZL(—21>2!) de G

Changingvariables, pplying (D-12),and simplifyinggives (5-133),where the
bit error probability forL = 1 is
1

p= 17 (noncoherent FSK) (5-183)
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Figure 5.15: Bit error probability for MRC with PSK andoherent FSK and
for EGC with DPSK andnoncoherent FSK.

andy is given by (5-124). ThuB,(L) is once agaimiven by (5-132). Equations
(5-183) ad (5-169)indicatethat 3 dB more power is needed fononcoherent
FSK to provide thesameperformance as DPSK. Adiscussedsubsequently
in Chapter 6,the performance oDPSK is approximatelyequaled byusing
minimume-shift keying andthe configuratiorsshown inFigure 5.12.

Equation(5-132) is valid for MRC and PSK awoherent FSK andlso for
EGC and DPSK or noncoherent FSRnce the biterror probability in the
absence ofliversity combining,p, isdetermined, the bit error probability for
diversity combining in theresence of independeRiayleighfading, P,(L), can
be calculatedrom (5-132). Aplot of P,(L) versusp fodifferent vdues ofL
is displayedin Figure 5.15. This figure illustrates thediminishing returns ob-
tained asL increases. Alot of P,(L) versusy, the SNR per branch for dng
is displayed inFigure 5.16 for MRCwith PSK and EGC wittDPSK and non-
coherent FSK. The plot for MR@ith coherent FSK isiearly thesame aghat
for EGC with DPSK. Since (5-135) isvalid for all thesemodulations, weind
thatP,(L) isasymptotically proportional &% #th only the proportionality
constantdiffering among the modulatiotypes.

For noncohereny-ary orthogonalsignals such as MFSKvith L > 2, it
can be showrthat the symbol error probabiliti;(L) decreaseslightly asgq
increases [3], [7]. Therice for thismodestimprovement is arincrease is
transmissionbandwidth.
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Figure5.16: Bit error probability for MRC with PSK and for EGC wilbPSK
and noncoherent FSK.

Selection Diversity

A selection-diversity system qredetection selection-combining system selects
the diversity branchhat has thdargest SNR andorwards thesignal in this
branch forfurther processing. In dading environment,selectiondiversity is
sensibleonly if the selectiorrate ismuch fastethan the fading rate. If theoise
and interferencdevels in all thebranches are nearly the santikeen the total
signal-plus-noisgower ineachbranchratherthan the SNR can bmeasured to
enable the selectioprocesstherebyallowing amajor simplification. Selection
diversity doesnot provide a paformance aggood as maximal-rati@ombin-
ing or equal-gaincombiningwhen the interference plusoise in eachoranch
is uncorrelated with that in the other branches. However, selection diversity
requiresonly asingledemodulator, and whemoises orinterferencesignals are
correlated,then selectiondiversity maybecome moreompetitive.

If the noise in eachliversity branch is zero-mean a|n;|?] = 202, then
the SNR in branch i, = p;a?/o?. If each of the{a;} has a Rayleigh
distribution andr? = ¢2,i =1, 2, ..., L, then the SNR ireachbranch has the
sameexpected value

p=25 Elal] (5-184)

The results ofAppendix D.4 for thesquare ofa Rayleigh-distributedandom
variableindicatethateach SNR has thexgonentialprobability densityfunction
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fo(z) = %GXP <~—§) u(z) (5-185)

Fo(z) = [1 —exp (%)] u(z) (5-186)

The branchwith thelargest SNR is selected. Tipeobability that the SNR of
the selectecbranch islessthan orequal toz is equal to thprobability that
all the branchSNRes aresimultaneouslyless than oequal tox. Therefore, the
probability distribution function of the SNR of theelectedoranch is

Foo(z) = [1 —exp (~%>]L u(z) (5-187)

The correspondingrobability densityfunction is

Foo(z) = %exp <_%> [1 — exp (-%)] o u(z) (5-188)

The average SNRbtained byselectiondiversity is calculated byintegrating
the SNR ovetthe densitygiven by (5-188). Theresult is

wint= [ e () oo (F)]
5L /Ooo _— (If (L X 1)(—1)%—“) dz

i=0

_ ,—)i (f) (Gl (5-189)

2

The seconaquality resultdfrom achange of variable and ttsaibstitution of the
binomial expansion. Thehird equality resultdrom aterm-by-term integration
using (D-12) andan algebraisimplification. Substituting(5-184) andusing a
known seriesidentity [8], we obtain

b=

Elpo] = {:—2 Ela3] ) = (5-190)

i=1

)

Thus, theaverage SNR for selectiadiversity with L > 2 is lessthan that for
MRC and the EGC, asdicated by (5t04) and(5-158), respectivelyApprox-
imating the summation i§5-190) by anintegral, it isobservedthat the ratio

of the average SNR for MRC tthat for selectiondiversity is approximately
L/In L for L > 2.
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Suppose that the modulation is PSK and optiocwierentdemodulation
follows theselection processFrom (5-113), itfollows that the conditional bit
error probability isagain given by theight-handside of (5-121) with

&
3o = - max (o) (5-19)

If the {a;} haveidentical Rayleigh distribution functions, then a derivation
similar to the one leading t(5-188) indicatesthat tre densityfunction of+, is
given by (5-188)with 4 in place ofp, wherey is defined by(5-124). Therefore,
using the binomial expansion, the bitror probability is

= [~ 0 n(5) oo ()]
St [ el

(5-192)

The lastintegral can beevaluated in the sanmanner as the one in (5-125).
After regroupingfactors, theresult is

L-1 oy
Py(L) = % ; (Z JI: 1)(—1)i (1 - ﬁ%{%) (PSK, QPSK) (5-193)

This equation isvalid for QPSKsince it can beémplemented aswo parallel
binary PSKwaveforms.

For coherenESK, theconditional biterror probability isP,(v,) = Q(/75)-
Therefore, it isfound that

Py(L) = %Lé (z f 1)(-1)1' (1 - ,/-271—72-:_) (coherent FSK)

(5-194)
Again, 3 dB morgiower is needed tprovide to thesameperformance as PSK.
When DPSK is thelata modulation, theonditional biterror probability
is exp(—~,)/2. Thus,selectiondiversity providesthe bit error probability

Py( )=/O°° —2% exp[(—ml—;’7>} [1—exp (—%)]L_lda: (5-195)

The beta functionis defined as

1
B(z,y) = /0 M 1-t)¥rdt, >0, y>0 (5-196)

If yis a positive integer, then the substitution of thieinomial expansion of
(1 —t)»~! and the evaluation of theesulting integralields

n—1 :

1) (~1)F

B(m,n)zz:(ni )%:)g,nz1,z>0 (5-197)
1=0



5.4. DIVERSITY FOR FADING CHANNELS 273

Usingt = exp(—z/¥%) to changehe integrationvariable in (5-195) andthen
using (5-196) gives

Py(L) = §B('7 +1,L) (DPSK) (5-198)

For noncoherenMFSK, the conditionakymbolerror probability given the
{a;} is obtainedfrom (1-84):

Pyja(vs) = § (;i_)iz—l (q; 1) exp ( - z—:y—_—bi—) (5-199)

i=1

Therefore, aerivation #milar to that of (5-198) yields the symbokrror prob-
ability

q-—l _ ’i+1 _ . —
P(Ly=1L Z (Gt <q ; 1)B<1 + L) (noncoherent MFSK)

— i+l i+1’
(5-200)
For binary FSK, the bit errgorobability is
Py(L) = 53(% +1, L) (noncoherent FSK) (5-201)

which exhibits the usual 3 dBisadvantageomparedwvith DPSK.
Asymptoticforms of (5-198) and(5-201) may beobtained bysubstituting

Bla.p) — D@rO)

" T(+0) (5-202)

To provethisidentity, lety = 22 in theintegrand of thggammafunction defined
in (D-12). Express theroductI'(a)I'(b) as alouble integralchange to polar
coordinates, integratver theradius to obtain sesultproportional toI'(a+b),
and thenchange theariable in the@emainingintegral to obtainB(a, b)T'(a+b).
For DPSK, the substitution ¢6-202) and (8t69) into (5-198) and the use
of P4+ L+1) = (F+L)F+L-1)...(5+ DI(F+1) > (F+1)ET(F +1) give

Py(Ly <25 101 pt (5-203)

For noncoherent FSK, similar derivationusing (5-183) and(5-201) yields the
sameupper bound, which isght when¥ >> L. The Py,(L)
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Figure5.17: Biterror probability forselectiondiversity with PSK, DPSK, and
noncoherent FSK.

(5-159) and(5-160). In this example, the SNRes a&mgual in all the diversity
branches. Consequently, selectiodiversity cangive no béter performance
than nodiversity combining or the use of a singiganch. In contrast(5-166)
indicatesthat EGC carimprove the SINR significantly.

Other types ofselection diersity besidespredetectionselectioncombining
are sometimes of interestPostdetection selection combinirentails the se-
lection of the diversitybranch with thelargestsignal plus noise power after
detection. Itoutperformspredetectionselectioncombining ingeneral but re-
guires asmany matchedilters asdiversity branches.Thus, its complexity is
not muchlessthan thatrequired for EGC.Switch-and-stay combining(SSC)
or switched combiningentails processing theutput of a particuladiversity
branch adong as itsquality measure remainabove a fixedhreshold. When it
doesnot, thereceiverselectsanother brancloutput andcontinues processing
this output until the quality measure dropselow thethreshold. Inprede-
tection SSCthe qualitymeasure is th instantaneous SNR of tleennected
branch. Sinceonly one SNRis measuredpredetection SSC iess complex
thanselectioncombining butsuffers aperformancdoss. Inpostdetection SSC,
the quality measure is theameoutput quantityused fordata detection. The
optimal threshold depends on theerage SNR pdrranch. Postdetection SSC
provides alower bit error ratethan predetectionSSC, and theémprovement
increasewith both the agrage SNR antessseverefading [11].
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5.5 Rake Receiver

In a fading environment, the principaleans for a dect-sequencasystem to
obtain the benefits diversity combining is by using ke receiver. Arake
receiver providespath diversityby coherently combiningesolvablemultipath
componentghat are ofterpresentduring frequency-selectivéading. This re-
ceiver is thestandardype for direct-sequence systernsed inmobile commu-
nication networks.

Consider amultipath channelwith frequency-selectivéading slow enough
that its time variations are negligibl®@ver asignalinginterval. To harness
the energy in all thenultipath components, a receiver should decideich
signal wastransmittedamongM candidatess; (t), sa(t), ..., sx(t), only af-
ter processing all theeceivedmultipath @mponents of theignal. Thus, the
receiver selectamong theM basebandignals orcomplexenvelopes

L
ve(t) = esk(t—7), k=1,2,...,M, 0<t<T+Ty (5-204)
i=1

where T is the duration of the transmittesignal, Ty is themultipath delay
spread.L is the number of multipatbomponentsy; is théelay ofcomponent

i, and the channeparameter; is @omplexnumber representing the attenu-
ation and phasshift of componenti. Anidealizedsketch of theoutput of a
basebandnatched filterthat receivesthree multipathcomponents of the signal
to which it is matched is shown ifigure 5.18. If asignal hasbandwidthW,

- /N A~ A

Figure5.18: Response omatchedilter to input with threeresolvablemultipath
components.

then the duratiomf the matched-filteresponse tdhis signal is on theorder
of 1/W. Multipath components that produce distinguishabiatched-filter
outputpulses aresaid to beresolvable. Thus,three multipathcomponents are
resolvable iftheir relative delays are geaterthan YW, as depicted in the fig-
ure. Anecessargondition for atleast two reolvablemultipathcomponents is
that duration M is lessthan thedelay spready. Fronb-57) it fdlows that
W > B. is required, whictimplies that frequency-selectivading andresolv-
able multipath components arassociatedvith widebandsignals. There are at
most [TgW | + 1 resolvableomponentswhere|z| denotes thdargestinteger
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in z. As observed in th&éigure, intersymbol interference ahe samplingimes
is not significant ifTy + 1/W islessthan thesymbol durationT.

For the following analysis, it iassumedhat theM possible signals are or-
thogonal toeachother andthat thedata symbols arsndependent oéachother
so that themaximume-likelihoodreceivermakessymbol-by-symbol désions [3],
[6]. This receiver uses aeparate basebamdatched filteror correlator foreach
possible desired signahcluding its multipath components. Thus, #.(t) is
the kth symbolwaveform,k = 1, 2, ..., M, then thekth matched filter is
matched to theignalvi(t) in (5-204with T = T, the symbolduration. Each
matched-filteroutput sampled at = T, + Ty providea decisionvariable. A
derivation similar tothat of (5-142) indicatesthat thekth decisionvariable is

T +Td

Z / TYsp(T — 73)dT (5-205)

wherer(t) is thereceivedsignal, including thenoise, after downconversion to
baseband. Aeceiverimplementationbased orthis equationwould require a
separatetransversalfilter or delay line and anatched filter foreach possible
waveformsg(t). Analternativeform that requiresnly a singletransversal filter

and M matched filters is derived by changing variables in (5-205) and using the
fact thats,(t) iszero outside thénterval [0, T,). Theresult is

L T,
; c; /0 r(t+ T-L')Sk(’T)d’T:l (5-206)

For frequency-selectiviading andresolvablemultipathcomponents, aim-
plifying assumption ighat eachdelay is an integemultiple of 1W. Accord-
ingly, L is increased teequal themaximum number ofesolvablecomponents,
and we setr; = (¢ - 1)/W,i=1,2,...,L, andL- 1)/W ~7,, wherg, IS
the maximumdelay. As aresult,some of the{¢;} may bequal to zero. The
decisionvariables become

Uk—Re

Uk:Re

Uk—Re

Z / r(r+ G —1)/W)st(r)dr|, k=1,2,....,M (5-207)

A receiverbased orthese decisiowariables,which is called arake receiver,is
diagrammed in Figur®.19. Sincer(t) is designateds theoutput of the ihal
tap, the sampling occurs at= T;. Each tapoutput contains atmost one
multipath component ofr(t).

The rake receiverequiresthat thechannel parameters{¢;} be known or
estimated. An estimation mighie done by applyingach tapoutput to M
parallel matched filterafter aone-symboldelay. Theprevious symboldeci-
sion isused to selecobne matched-filteroutput for each tapoutput. ThelL
matched-filteroutputs ardowpass-filtered tgorovide estimates of the channel
parameters. Thestimates must bapdated at a ratexceeding thdade rate
of (5-43) or (5-45).
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Figure 5.19: Rakereceiver for Morthogonalpulses. MFdenotes amatched
filter.

An alternative configuration to that of Figure 5.19 uses a separate transver-
sal filter for each decision variable and has the corresponding matched filter in
the front, as shown in Figure 5.20(a). The matched-filter or correlator output is
applied toL, parallelfingers,the outputs of Wich are recombined and sampled
to produce the decisiovariable. Thenumber offingersL,, where L, < L, is
equal to thevumber theesolvablecomponentshat havesignificant power.The
matched filter producesraumber of outpupulses in response to timeultipath
components, adlustrated in Figures.18. Each finger delayandweights one of
these pulses by thappropriateamount so that all thinger output pulses are
aligned in time and can be constructivebmbinedafter weighting, as shown in
Figure 5.20(b). Digital devices can besed because the samplimymediately
follows the matchediltering.

The delay of eactsignificant multipath @omponent may be estimated by
using envelopeletectors and threshottevices. Let t, denote theéime required
to estimate the relative delay ofnaultipath component, and let denote the
relative radial velocity of aeceiver relative to &ransmitter. Thenwt,/c is the
change indelay that occursluring theestimationprocedure, where is the
speed of arelectromagnetiavave. This changemust bemuch lessthan the
duration of a multipath outpytulse shown irFigure 5.18 if thedelay estimate

is to be useful. Thusyith v interpreted as the maximuspeed of anobile in
a mobile ommunications network,

C
— -2
te << o (5-208)

is required othe multipath-delayestimation.
Supposethat s, (t) is adirect-sequence signelith chip durationT, = 1/W.

If the processing gaiff; /T, imrge, thespreadingsequence has a smallito-
correlationwhen the relativelelay isT, omore, and

T, Ts
/ se(t+ (i — 1)/W)sp(t)dt << / lsk(t)|2dt | i>2 (5-209)
0 0
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Figure 5.20: Rakereceiver: (a) basicanfiguration forgenerating alecision
variable and (b) a single finger.

When the datanmodulation is binaryantipodal orPSK, only asingle sym-
bol waveforms;(t) and itsassociated decisiomariableU; are neededAfter
downconversion tdaseband, theesceivedsignal is

r(t) = {Re [vl(t)ej2"f“t] +n(t)}26_j2"f°t (5-210)

wherewv; (¢) isgiven by (5-204) andn(t) is zero-mearhite Gaussian noise.
Let a; = |¢;| and setk =1 and; = (i - 1)/W,i=1,2, ...,L in (5

204). Substituting (5-210) and(5-204) into (5-207) with & = 1 and then
using (5-209), weagainobtain (5-116). Thus, the rakeeceiverproducesMRC,

and the conditional bit errgsrobability given the{a;} isprovided by(5-121).

However, fora rake receivereach of the{e;} is associatedith a different

multipath component, andenceeach E[«;] has different value ingeneral.
Therefore, thederivation ofP,(L) must benodified.

Equation (5-122) may beexpressed as

L
£
To=D Yi» Y= e a? (5-211)
i=1

If eacha; has &ayleighdistribution theneachy,; has thexponentialproba-
bility densityfunction (AppendixD.4)

fr. (@) = %exp (——;—) w(z), i=1,2,...,L (5-212)
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where theaverage SNR for a bit ibhranchi is

5= B, iz1,2,...,L (5-213)
No

If each multipath @mponent fadesndependently so thagach of the{v;} is
statisticallyindependent, then, is the sum of independerponentiallydis-
tributed randonvariables. Theesults ofAppendix D.5indicatethat theprob-
ability densityfunction ofvy, is

fola Z—exp(-—) u(z) (5-214)

where . .
1 —= L>2
A=kt T 7k (5-215)
1, L=1

The bit error probabilityis determined byveraging theconditional bit error

probability Py (7y,) = Q(/27,) over thedensitygiven by (5-214). Aderivation
similar tothat lealing to (5-129)yields

ZA ( \/1_; ) (PSK, QPSK) (5-216)

The number ofingers in an idealake receiver equals theumber ofsig-
nificant resolvable multipath components, which is constantly changing in a
mobile communicationseceiver. Ratherthan attempting tamplement all the
required fingerghat maysometimes beequired, a morgracticalalternative is
to implement a fixeshumber ofingersindependent of theumber of multipath
components. Generalized selection diversigntails skecting theL, strongest
resolvablecomponents among thie availableones andhen applying MRC or
EGG of thesd.,, componentderebydiscarding thel, — L, componentith
the lowestSNRs. Analysis [2] indicatethat diminishingreturns areobtained
as L. increases, but for a fixed value Iof, therformanceimproves asL
increases.

An increase in themumber ofresolvedcomponentd. is potentiallybenefi-
cial if it is caused byaturalchanges in the physicahvironmentthat generate
additionalmultipathcomponentsHowever, an increase in due to an increase
in the bandwidthw is not alwaysbeneficial[12]. Although newcomponents
provide additionaHdiversity and may exhibithe more favorabl®iceanfading
rather thanRayleighfading, theaverage power pemultipath component de-
creasedecause somcompositecomponentsragmentinto morenumerous but
weaker omponents.Hence, theestimation of thechannel parameteitsecomes
more difficult, and thefading of somemultipath components maype highly
correlatedrather thanindependent.

The estimation ofhe channeparametersieeded in aakereceiver becomes
more difficult as the fadingrate increases. When the estimatiorerrors are
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Figure 5.21: Rake receiverthat usesequal-gain combiner t@avoid channel-
parameter estimation.

large, it may bepreferable to use ke receiverthat avoidschannel-parameter
estimation byabandoning MRC and imy noncoherentpostdetectionEGG.

The form ofthis rake receiver forbinary signals isdepicted inFigure 5.21.

Each tapoutput of the trasversalfilter provides aninput to theequal-gain
combiner, vhich mayhave theform of Figure 5.13 orFigure 5.14.

For two orthogonasignalsthat satisfy(5-209) and theakereceiver ofFig-
ures 5.21 and5.14, thedecisionvariables are given by5-174) and(5-175).
Sincel; has &entralchi-squaredistribution with 2. degrees ofreedom, the
probability densityfunction of U, isgiven by (5-178) and(5-179). Equation
(5-174) can beexpressed as

L
n=% [(25%- cosb; + NE) + (26a; sin6; + N{i)z] (5-217)

i=1

Each phasd, isssumed to bstatistically independent andniformly dis-

tributed over [0, 27). Sinceeacha; has ®ayleighdistribution, «; cos4; and

a; sin 8; have zero-mean,independent,Gaussiandistributions. Therefore, as
indicated in Appendix D.4, eachterm ofU; has arexponentialdistribution

with mean

m; = 4ENo(1 +7;) (5-218)
wherey, is defined by5-213). Since thetatistical independence of the;}
and{6;} implies the statisticihdependence of thierms ofU;, the probability

densityfunction ofU; for disinct values of the(7,;} is giveby (D-45) and (D-
46) with N = L. Since arerroneoudecision is made it/; > U,

L B, [ o\ v e (- o)
P"‘L’:;E/o e"p(“ '77>/ Gopr - W 529
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Integrating by parts teliminate the inneintegral, changing theemaining
integrationvariable, pplying (D-12), andisnplifying yields the biterror proba-
bility for orthogonalsignals and aakereceiverwith noncoherent postdetection
EGC:

L L
147,
P,(L) = ZBi 1- (ﬁ—;—’—) } (orthogonal signals) (5-220)
i=1 g
where
L 1+ L>9 ‘
Bi={ k=1 %% (5-221)
k#1
1, L=1

An alternative derivation of (5-220Q)sing the direct-conversioreceiver mod-
eled in Appendix C.3 isgiven in [13]. Equation(5-220) is more compact and
considerablyeasier toevaluatethan theclassicalformula [3], which is derived
in a differentway.

Another way toavoid channel-parameter estimation is to use DPSK and
the diversityreceiver ofFigure 5.13 in Figure 5.21. Theclassicalanalysis [3]
verifiesthat P,(L) isgiven by(5-220) and(5-221) with¥, replaced bg7,.

For dualrake combiningwith orthogonalsignals, (5-220) reduces to

8 + 959, + 55 + 3717,
(2+71)%(2 +72)?

Py(2) = (5-222)
If 4, = 0, then

248 1
(2+51)* 7 2+7
This result illustrates thgerformancedegradationthat resultswhen a rake
combineruses arinput thatprovides nodesired-signatomponent, which may
occurwhen EGC isusedrather thanMRC. In theabsence of a deged-signal
component, thisnput contributesonly noise to thecombiner. For lege values

of ,, the extraneousoise causes lass ofalmost 1 dB.

If an adaptive array produces a directional beam to reject interference or
enhance thealesiredsignal, it also reduces the delay spread of thmiltipath
components of theedired signal becaussmponentarriving from anglesout-
side thebeam ae greatlyattenuated. As a result, tipetential benefit of aake
receiverdiminishes. Another procedure is tassign aseparate sebf adaptive
weights toeachsignificant multipath component.Consequently, th adaptive
array can formseparatearray patternseach ofwhich enhances garticular
multipath @mponent whilenulling other components.The set of enhanced
components arghenapplied to the rakeeceiver[14].

Py(2) = — Py(1) (5-223)

5.6 Error-Control Codes

If the channel symbolare interleaved to depth beyond theoherencdime of
the channel, then threymbolsfade independently. Asrasult, anerror-control
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code povides aform of time diversity for direct-sequencgystems. Interleav-
ing over many hop intervalenables arerror-controlcode toprovide aform
of frequencydiversity for frequency-hoppingystemswith frequencychannels
separated by morthan thecoherencebandwidth of thechannel.

Consider an(n, k) linear blockcodewith soft-decisiondecoding, where. is
the number otodesymbols and is thaumber ofinformationsymbols. Let
y denote then-dimensional vector ofnoisy output samplesy;,i = 1,2,...,n,
produced bya demodulatothat receives asequence ot symbols and samples
them at the symbol rateLet x; denote théth codeword vectwith symbols
zu,t = 1,2,...,n. Let f(y|x;) denotethe likelihood function, which is the
conditional probability densityfunction of y given that x, was transmitted.
Let ¢ denote the alphabet size of ttadesymbols. As explained in Cpger
1, if the demodulatooutputs arestatisticallyindependentthen thelikelihood
function is theproduct ofr conditional probability densityfunctions, and the

log-likelihood function or maximume-likelihood metrifor each of the* possible
codewords is

In[f(ylx)l = > In[f(yilew)], [=1,2,...,¢" (5-224)

=1

wheref(y;|z;;) is the conditiongdrobability densityfunction ofy; given the
value ofr;;. In thesubsequenanalysis, it isalways assumethat perfecsymbol
interleaving orsufficiently fastfading ensures the statisticaidependence of the
demodulatoroutputs sahat (5-224) is gplicable.

The subsequenanalysis forbinary PSK isapplicable to direct-sequence
signals if it is assumethat thedespreadnterference andoise are well ap-
proximated bywhite Gaussiamoise. With this assumptionthe analysis may
be applied bysubstitutingNy., thesquivalentnoise-powerspectral density, in
place ofNp inthe subsequermntesults.

For binary PSKover afading channel inwhich the fading is constamver
a symbol interval, theeceived signatepresenting symbal afodeword! is

ri(t) = Re[age? iz p(£)e? 7™ 4 ny(t), i=1,2,...,n (5-225)

wherecq; is a randomariablethat includes theeffects of thdading, z;; = +1
whenbinarysymbol: is a 1 and;; = —1 when binarysymbol: is a 0, ang(t)
is the symbol waveform. Theoise process:;(t) immdependentzero-mean,
white Gaussiannoise with autocorrelationgiven by (5112). When codeword
[ is received in theresence ofvhite Gaissian noise, it isownconverted, and

then the matched-filter azorrelator,which is matched ta@(t), produces the
samples

T,
v = / 2rs(t)e=92m ety ()t
0

T, .
2ni(t)e 2ty  (tYdt, i =1,2,...

,yn

= 2€sa¢ej9imu + /
0

(5-226)
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whereT; denotes the symbaluration and thesymbol energyis

1 (T
£= 1 /0 () 2t (5-227)
Sincey(t) is thesole basisfunction for thesignal spacethesesamplesprovide
sufficient statistics; that is, theycontain all therelevantinformation in the
received signal3], [6].

The spectrum ofy(t) isssumed to beonfined to|f| < f.. Usingthis
assumption,(5-227), and(5-112), we findthat the Gassiannoiseterm in (5-
226) iscircularly symmetric andhence, hasndependenteal andimaginary
componentsvith thesamevariance, which igalculated to be&; Ny. Therefore,
the conditionalprobability densityfunction ofy; given the valuesf z;;, ;, and

91‘ iS,
ly: — 280098 2y,)? .
- =1,2,....n,
P [ 4€,No ! "

1=1,2,...,2% (5-228)

Substitutingthis equation irg (5-224) andthen eliminating irrelevant terms
and factors that do not depend on tueleword!, weobtain the maximum-
likelihood metric for PSK:

f(yilz, o, 65)

1
- 47T(€SN0

U(l) = ZRG [yiaie"jeiwli] y = 1,2, e ,2k (5—229)

i=1

which serve as decisiovariables and requirknowledge of theg(z;}, {«;}, and
{6:}.

For a linear blockcode, theerror probabilities may be calculated by as-
suming that theall-zero codeword denoted by=1  wasansmitted. The
comparison othe metricsU(1) andU(!), [ # 1, dependsnly on thed terms
that dffer, whered is the weight afodewordl. Theawo-codeworderror prob-
ability is equal to theprobability thatU(1) < U(l). If each of the{e;} is
independentith theidentical Rayleighdistribution andE[a?] = E[a?], i = 1,

2, ..., n, the average SNR pdainary codesymbol is
¥ = éE'[oz%] = C(SQE[Q%] =1%, (binary symbols) (5-230)
Ny No
whereg, is the information-bénergy,r is thecoderate, andy, is theverage
SNR per bit. A derivatiorsimilar to the one leading to -E2) indicates that
the two-codeword error probability is
&2t
P, = Py — (1 -2F, . s\l — 175 ¢ -
ORS R 5D S G IR S

where the symbol errgurobability is

YA
Ps_2(1 1+*‘rs> (PSK, QPSK) (5-232)
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The same equations avalid for both PSK and QPSK because thter can
be transmitted as two independéimary PSK waveforms iphasequadrature.
A derivation analogous to that qf-135) indicatesthat

2d -1
Py(d) < ( p )P:’ (5-233)
For g-ary orthogonal symbol waveformsg(t), sa(t), ..., sq(t), ¢ matched
filters areneeded. The observation vectoryis= [y1 y2...¥4], Where each
¥k IS ann-dimensional row vector ofoutput samplesyx;, ¢ = 1,2,...,n, from

matched-filterk, which is matched te,(t). Supposehat ymbol: of codeword
[ usess,(t). Because th®ymbol waveforms arerthogonal, whercodeword!
is received in the presence white Gaussiannoise, matched-filterk produces
the samples

T, '
Uki = 265067% 8, + / 2ni(t)e_’2”fct32(t)dt , i=1,2,...,n,
0
k=1,2,...q (5-234)

whered,, = 1 ifk = v andjg, = 0 otherwise. Tk symbol energy for all the
waveforms is

Ts
£, = _/ Ise(O)dt, k=1,2,...,q (5-235)
0

Since eachsymbol waveform represenlog, ¢ bits, theaverage SNR per code
symbol is

¥s = (loga @)1, (5-236)

which reduces ta5-230)wheng = 2. If thespectra of thgs,(t)} are confined
to |f| < f., then (5-235) and(5-112) imply that the Gaussiannoise term in
(5-234) iscircularly symmetric andhence, its real andnaginary components
are independent andave the sameariance,which is calculated to b&&, Ng.
Therefore, theconditional probability densityfunction ofyy; given thevalues
of l,a;, and 8; is

lyri — 2Esi€7% 6, |2
exp | —

Fykill, o, 8:) = T Ng 4€,No

(5-237)

The orthogonality of thesk(t)}, théndependence of the whiteoise from
symbol to symbol, angs-112) imply the conditional independence of thg.}.

For coherent MFSK, thé¢a;} and tHe;}  assumed to be known, and
the likelihood function is theproduct ofgn densitiesgiven by (5-237) fok = 1,
2,...,qgandi=1,2,...,n. Forming

U{l) = iRe

i=1

a,-e_jeiV“:|, 1=1,2,...,¢" (5-238)
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whereV,; = y,; is thesampledoutput of the ifter matched tws,(t), the signal
representingsymbol: ofcodeword!. Forindependent,identically distributed
Rayleigh fading ofach codword symbol, a derivation similar to the one for
PSK indicates thathe two-codeworderror probability P»(d) isagain given by
(5-231) provided that

P, — % <1 /3 17) (coherent MFSK) (5-239)

whered, isgiven by (5-236). Acomparison of(5-232) and(5-239) indicates
that for large values ofy, and the same blockde, PSK and QPSK have a 3
dB advantagever coherentbinary FSK in a fading environment.

The preceding analysis can keatended toNakagamifading if the fading
parameterm is @ositive integer. It iSound that the mceding equations for
the error probabilities remaivalid exceptthatd in (5-231) isreplaced bymd
andP; is given by theight-handsides of (5-152) or (5-153yith 7 = r¥,.

When fast fading makes it impossible t@btain accurateestimates of the
{a;} and{#;}, noncoherent MFSKs a suitablemodulation. Expanding the
argument othe exponentiafunction in (5-237), assumig thaté; isuniformly
distributedover [0, 27), expressingy; in poldiorm, observingthat theintegral
over 8; is over ongeriod of theintegrand, andising the identity(D-30), we
obtain theconditional probability densityfunction ofy; given! anda;:

Fywill, oi)

exp

_ lywal® + 4E20264, I A
4nEsNo 0

4E,N, No > (5-240)

Assuming thateachq; isstatisticallyindependent and has tlsame Rayleigh
probability densityfunction given by(5-20), f(yx:|l) can beevaluated byusing
the identity (D-33). Calculating thelog-likelihood function andeliminating
irrelevant terms andfactors, we obtain thd&kayleigh metricfor noncoherent
MFSK:

Uly=Y RE, 1=12,...,q¢" (5-241)
i=1

whereR;; = |y,i| denotes theenvelopeproduced by the filter matched to the
transmitted signal for symbol : of codeword{. Assumingthat the dlzero
codeword wadransmitted, aderivation similar to the onepreceding(5-183)
againverifies (5-231) with

1
S 247,

(noncoherent MFSK) (5-242)

8

where#, isgiven by (5-236). A comparison of5-232) and(5-242) indicates
that for largevalues ofy, and the same blockde, PSK and QPSK have an
approximate &lB advantag@ver noncoherenbinary FSK in a fadingreviron-

ment. Thus, thdading accentuates the advantatfet exists for theAWGN
channel.
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As indicated in(1-49), anupperbound on the information-symbol error
probability for soft-decision decoding igiven by

" d
P < d; —AaPy(d) (5-243)

and the information-bit error probability, @ven by (1-27). Acomparison
of (5-132) with (5-231) and thdfirst term on the right-hand side ¢5-243)
indicatesthat a binary bloclkcode with maimum-likelihood decodingprovides
an equivalendiversity equal tod,, ifP, = P;s is low enough that tHast term
in (5-243) dominates. Fdrard-decisiordecoding, thesymbol errorprobability
P, is given by (5-232) forcoherentPSK, (5-239) forcoherent MFSK, (5-242)
for noncoherenMFSK, or (5-169) forDPSK. Forloosely packed codesP;s is
approximated by1-26) whereas it isapproximated by1-25) fortightly packed
codes.

Figure5.22 illustrates P, = P;; for an extende@olay (24,12) codewith L
= 1 andP, for MRC withL = 1, 4, 5, and 6 diversity branches. A Rayleigh
fading channel andinary PSK are assumed. TaetendedGolay (24,12) code
is tightly packedwith 12 informationbits, r = 1/2, d,, = 8, andt = 3. The
values of4,; in (5-243) are listed in Table3. The MRCgraphs asumethat
a single bit istransmitted. The SNR petode symbol 5, = /2, wherey
is the average SNR per bit amidanch. The figure indicates tHeenefits of
coding particularly when thedesired P, islow. At P, = 1073, the (24,12)
codewith hard decisionsprovides on 11 dB advantageer uncoded PSKwith
soft decisions, the advantage t@es 16 dB.The advantage ofoft-decision
decoding relativeto hard-decisiondecoding icreases tanore than 10 dB at
P, = 1077, a vastgain over theapproximately 2 dB adntage ofsoft-decision
decoding for theAWGN channel. AtP, = 109, the Golay (24,12) codwith
soft decisionsoutperforms MRC withL = 5 and is nearing thperformance of
MRC with L = 6. However, sinced,, = As = 759, the equivalentdiversity
will not reachL = 8 even forvery low P,. For noncoherenbinary FSK, all the
graphs in the figure are shiftegpproximately 6 dB to theght whenpP, < 103,

Since thesoft-decisiondecoding oflong block codes is usuallynpractical,
convolutionalcodes aremore likely to gie agood performanceover afading
channel. Themetricsare basically thesame as they are fdylock codeswith
the same modulation, but they asealuatedover path segmentsthat diverge
from thecorrectpaththrough thetrellis and then mergwith it subsequently.
The linearity ofbinary onvolutional codesensuresthat all-zero path can be
assumed to be the correct omken calculating thelecodingerror probability.
Let d denote the Hammindistance of an incorregathfrom the correcall-zero
path. Ifperfectsymbol interleaving is used, then tpeobability of error in the
pairwise comparison of two paths wittm unmerged segment £(d), which is
given by (5-231).As shown inChapter 1, the probability of an information-bit
error in soft-decision decoding igoperbounded by

1 (o]
Py < ¢ EIB(d)Pz(d) (5-244)
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Figure 5.22:Information-bit errorprobability for extended Golay24,12) code
with soft andhard decisions, coherent PSKodulation, andRayleighfading,
and formaximal-ratiocombiningwith L = 1, 4, 5, and 6.

whereB(d) is thenumber of information-bit errorsver all pathswith unmerged
segments atlammingdistanced, £ is thaumber of information bits pérellis
branch, andi; is the minimum frelestancewhich is theminimum Hamming
distancebetween any twaconvolutional codewords. This upper bound ap-
proachesBy, P;(df)/k as P, — 0 so the equivalent diversity & H#  and
B(dy)/k are small.

In generaldy increasasith theconstraintlength of tke convolutional code.
However, ifeachencoderoutput bit is repeatedn, timesthen the minimum
distance of the convolutional codecreases to,.d; without achange in the
constraintlength, but at theost of abandwidthexpansion by théactor ..
From (5-244), wenfer that for thecodewith repeatedits,

1 o
<z > B(d)Py(n,d (5-245)
d=dy

whereB(d) refers to theriginal code.

Figure5.23illustratesP, as &unction of¥, for theRayleigh-fadingchannel
and binary convolutionatodeswith different values of theconstraint length
K, the coderater, and thenumber of repetitions.,.. Relations(5-245) and
(5-231)with & = 1 areused, and thg B(d)} ar@kenfrom the ligings for
seventerms inTables 1.4 and 1.5. THegure indicatesthat anincrease in the
constraint lengthprovides a much greater performariogrovement for the
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Figure 5.23: Information-bit errorprobability for Rayleigh fading, coherent
PSK, andbinary @nvolutionalcodeswith various values ofX,r) ana,.

Rayleigh-fadingchannelthan theincrease does for thAWGN channel[16].
For a fixed constrainfiength, therate-1/4codesgive abetter performancéhan
the rate-1/2codeswith n,. = 2, which require the saenbandwidth but arkess
complex toimplement. The latter twoodesrequiretwice thebandwidth of
the rate-1/2codewith no repetitions.

The issues arsimilar for trellis-codedmodulation(Chapter 1)which pro-
videsa codinggain without a bandwidthexpansion. However, iparallel state
transitions occur irthe trellis,thend; = 1, whichimplies that thecode pro-
vides nodiversity protectionagainstfading. Thus, forfading communications,
a conventionatrellis codewith distinct transitiongrom eachstate to allother
states musbe selected. Since Rayleigh fading causedarge amplitudevaria-
tions, multiphase PSK is usually laetter choice than multilevel quadrature
amplitudemodulation(QAM) for the ymbol modulation. However, the op-
timum trellis decoderusescoherent detection angquires an estimate of the
channelattenuation.

Whethera block, convolutional, ortrellis code isused, the results dhis
sectionindicatethat theminimum Hammingdistancerather than the minimum
Euclideandistance is theritical parameter irdesigning areffective code for
the Rayleigh fding channel.

Turbo codes orserially concatenatedodeswith iterative decodingbased on
the maximum a posteriorcriterion canprovide excellentperformance.How-
ever, the syiem must beble toaccommodate consideralslecodingdelay and
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1072

Figure 5.24: Information-bit error probability for Rayleigh fading, coherent
PSK, soft decisions, and¢oncatenatedodescomprising aninner binaryconvo-
lutional codewith K = 7 andr; = 1/2, andariousReed-Solomor{r, k) outer
codes.

computationakcomplexity. Everwithout iterative decoding, eserially concate-

natedcodewith anouterReed-Solomon code and amer binary convolutional

code (Chapter 1) can be effectivegainst Rayleigtiading. In theworst case,

eachoutput bit error of thénner decodercauses aeparate symbagrror at

the input to theReed-Solomordecoder. Therefore, arupper bound o, is
given by (1-128) and(1-127). Forcoherent PSKnodulationwith soft-decision

decoding.P,(d) igiven by (5-231) and (832), andy, igjiven by(5-230). The

concatenated@ode has a codmter = rirg, wherer; is theénner-code rate and
ro IS theouter-codeate.

Figure 5.24 depicts examples of teper bound o, asfanction#, for
Rayleigh faling, coherentPSK, softdecisions, arinner binary convolutional
codewith K = 7, ry = 1/2, andk = 1, and varioufkeed-Solomon(n, k)
outer codes. Theequiredbandwidth isB,, /r, where B,, is the uncoded PSK
bandwidth. Thus, thecodes of theifjurerequire a bandwidtltessthan 3B,,.

Diversity and Spread Spectrum

Someform of diversity is crucial in compensating for tkéfects of fading.
Spread-spectruraystems exploit the fferenttypes ofdiversity that arevail-
able. A direct-sequenaeceiverexploitstime diversity through thesmall num-
ber of branches atemodulators in itsake receiver. Thesedemodulators must
be synchronized to thpath delays of themultipath components. Theffec-
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tiveness of theakereceiverdepends on the concentratiohstrongdiffuse and
specularcomponents in theicinity of resolvablepath delays,which becomes
more likely as thechip rateincreases. Aarge Dopplerspread isheneficial to
a direct-sequence systenecause idecreases thehannelcoherencdime. If
the coherencéme islessthan theinterleavingdepth, the performance of the
error-controldecoder isenhanced. Equation(5-10) indicatesthat theDoppler
spread increasesith the carrierfrequency and thepeed of the receiveelative
to the transmitter.

Frequency-hoppingystems relyon frequencydiversity. Interleaving of the
code symbol®ver many dwell intervals provides a lar@gvel of diversity toslow
frequency-hoppingystemsoperatingover afrequency-selective ting channel.
Thesesystems areisually insensitive to variations in thBoppler spread of the
channelbecause angdditionaldiversity due to improvedme-selectivefading
is insignificant. The relativperformance ofomparabldérequency-hopping and
direct-sequence systembiimately dependgprimarily on thesize of theDoppler
spread and # degree towhich most of the power in the received signal is
concentrated in a smatiumber ofresolvablemultipath components[15]. A
large Doppler spread arstrong speculamultipath componentdend to favor
direct-sequence systems.

5.7 Problems

1. Give analternative derivation of (5-41). First, observethat thetotal
receivedDoppler power S.(f) | f | in thespectralband [f, f + df] cor-
responds to arrivahnglesdetermined byfscosf = f. Ifthe received
power arrivesuniformly spreadover allangles} 8 [< =, thenS(f)| df | =
P(9)| dd | + P(-8)| db |, where P(8) is thepower densityarriving from
angled.

2. Assumethat apropagationchannel has the impulse respomgeen by
(5-63) with L.(t) = N andr;(t) = 7;. Eachr;(¢) is a wide-sense sta-
tionary process anduncorrelated scatteringccurs. Derive expressions
for Rp(t; — ta,7¢) andS,(r). Showthat the multipath intensitprofile
indicates speculacomponents.

3. Following theguidance in the textlerive the maximum-likelihooddeci-
sion variable (5-115) and itgariance(5-120) for PSKover theRayleigh
fading channel.

4. Consider themaximume-likelihood detectiorof coherent MFSK for the
Rayleigh fadingchannel. The independenbise in eachliversity branch
has powerspectral densityNy;, ¢ = 1,2,...,L. Find theq decision
variables anghowthat theyaregiven by (5-142) when théN,;} are all
equal.

5. Consider thenaximum-likelihooddetection of noncoherent MFSK for the
Rayleighfading channel. Thdéndependenhoise in eachdiversity branch
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has powerspectral density Ny;, 1 = 1,2,...,L. Find thegq decision
variables andshowthat they aregiven by (5-171) when the{Ny;} are all
equal.

. Supposethat diversity L isachieved byfirst dividing the symbol energy

into L equalparts so that the SNR péranch in(5-124) is reduced by
the factor L. For thdour modulations of Figure5.15 andp — 0, by
what factordoesP,(L) increaserelative to its value wén the energy is
not divided?

. For noncohereng-ary orthogonsignals suchas thosewith MFSK, use

the union bound tderive anupperbound on theymbol error probability
as a function of and the\dirsity L.

. For dual rake combining, PSKWIRC, and Rayleigtfading,find P,(2) as

both v, andy, — co. Find P,(2) for dual rake combining, noncoherent
orthogonalsignals,EGC, andRayleighfading as bothy; and, — oc.
What advantagedoes PSK have?

. Threemultipath @mponents arrive at direct-sequenceeceivermoving

at 30 m/s relative to theansmitter. Thesecond andhird multipath
componentdravel over paths 200 m and 250 tangerthan thefirst com-
ponent. Ifthe chiprate isequal to thebandwidth of thereceivedsignal,
what is theminimum chip rateequired toresolve allcomponents? How
much time can thereceiverallocate to the estimatioof the component
delays?

Consider a systerthat uses PSK oMFSK, an (n, k)block code, and the
maximum-likelihoodmetric in thepresence of Rayleigfading. Show by

successivapplications of varioud®oundsthat the veord error probability
for soft-decision decoding satisfies

2d, — 1
P, < ¢* < Z )Pf""
™m

where ¢ is thealphabet size and,, is thminimum distancebetween
codewords.
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Chapter 6

Code-Division Multiple
Access

Multiple access is thability of many users tocommunicatewith eachother
while sharing a commoiransmissionrmedium. Wireless multipleaccesscom-
munications are facilitatei the transmittedsignals are dhogonal orseparable
in some senseSignals may be separatedtime (time-division multiple access
or TDMA), frequency(frequency-division multiple access or FDMA), aode
(code-division multiple access or CDMAEZDMA is realized by using spread-
spectrummodulationwhile transmitting signalérom multiple users in the same
frequency band at theametime. All signals use thentireallocatedspectrum,
but the spreadingequences or frequency-hoppong pattatiiter. Informa-
tion theoryindicatesthat in anisolated cell CDMA systemsachieve the same
spectral efficiency as TDMA or FDMAystems only ibptimal multiuserdetec-
tion isused. Howeverevenwith single-userdetection, CDMA isadvantageous
for cellular networksbecause it eliminates theeed forfrequency and timeslot
coordinationamongcells and allowscarrier-frequencyreuse in adjacentells.
Frequencyplanning is vastlysimplified. A major CDMAadvantage exists in
networks accommodatingpice communications. Avoice-activity detector ac-
tivates thetransmitteronly when the user isatking. Since typically fewer
than 40% of theusers ardalking at any givertime, the number dfelephone
users can be increasefthile maintaining aspecifiedaverage irgrferencepower.
Another major CDMAadvantage is theasewith which it can be combined
with multibeamed antenna arrays thae either adaptive onave fixedpat-
terns covering cell sectors. There is nopractical neans ofreassigningtime
slots in TDMA systems orfrequencies in FDMAsystems to increase capacity
by exploiting intermittent voice signals ormultibeamed arrays, angkassign-
ments to accommodate variallatarates arealmostalwaysimpractical. These
generaladvantages ands resistance tgamming, interception, andmultipath
interferencemake CDMA the choice for mosmobile communicatiometworks.
The two principal types of spread-spectr@BDMA are direct-sequence CDMA
(DS/CDMA) andfrequency-hopping CDMAFH/CDMA).
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6.1 Spreading Sequences for DS/CDMA

Consider aDS/CDMA network with K users inwhich every receiver has the
form of Figure 2.14. Themultiple-accesdnterferencethat enters areceiver
synchronized to desired signal isnodeled as

i(t) = Z V2Ldi(t —7)gi (t — 7;) cos (27 fot + ;) (6-1)

where K ...1 is the number of interferindirect-sequence signals, arigd is
the averageower, d;(t) is thecode-symbomodulation,q;(¢) is the spading
waveform,r; is the relativedelay, andp, is thehaseshift of interferenceignal

1 including the effect of carrier timdelay. Thespreading waveform of the
desired signal is

oo

p(t)= Y pith(t—il.) (6-2)

i=—00

wherep; € {—1,1}. Each spreading waveform afn interferencesignal has the
form

=Y Py (t-iT.) (6-3)

j=—co

Whereq € {—1,1}. The chip waveforms asssumed to be identicdirough-
out the network andhaveunit energy:

Te
= fo PA(t)dt = 1 (6-4)

In a DS/CDMA network, thepreadingsequences araften called signature se-
guences.As shown inChapter 2, the interferencemponent of thdemodulator
output due to aeceivedsymbol is

G-1
=Y p.J (6-5)
v=0
where
(v+1)/T.
J, = / ()Yt — vT,) cos2m f.t dt (6-6)
vT,

Substituting(6-1) into (6-6) and(6-5) andthenusing (6-2), we obtain

\f cos ¢; / (=73 a (t = 73) p(t)dt (6-7)

where a double-frequendgrm isneglected.
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Orthogonal Sequences

Supposehat the communication sigls aresynchronous sthat all datasym-
bols havedurationTs, symbol and chigransitions arealigned at the receiver
input, andshort spreadingsequencesvith period N = G extend over each
data symbol. Thent; = 0,7 =1,2,...,K — 1, andd;(t) = d; is constantover
the integrationinterval [0, Ts]. Thecross-correlationbetweeng;(t) anch(t) is
defined as

T,
Ci(r) = 72 /0 p(t)ai(t — 7)dt (6-8)

Thus, for synchronous communicatiori6;7) may be expressed as

K-1
Vi=3)_ XCu(0) (6-9)
i=1

Ai =14/ %diTs cos ¢, (6-10)

Substituting(6-3) and(6-2) into (6-8) andthenusing (6-4) ands = T, /T., we
obtain

where

G
1 i
Cri(0) =5 psqs” (6-11)
j=1

where the right-hanside is theperiodic cross-correlatiotetween theequences
{q§’)} and{p;}. Leta andb; denote théinary sequencesvith components

aj,bg.i) € GF(2), respectively,that map intothe binary antipodal sequences

with componentsp; = (—1)ai+! andj(i) — (—=1)%"*1. Then aderivation
similar to that in (2-34) gives
A, — D

Cpif0) = 2 (6-12)

whereA; denotes themumber ofagreements in theooresponding bits oh and
b;, and D; denotes theumber ofdisagreements. Theequences arerthogonal
if Cpi(0) = 0. If the spreadingsequencea is orthogonal to all the spreading
sequenced;,i =1,2,...,K, thenV; = 0 and thenultiple-accessnterference
i(t) is suppressed at threceiver. A largenumber ofmultiple-accessnterference
signals can beuppressed in aetwork ifeachsuch signal has itship transitions
aligned and thepreadingsequences amautually orthogonal.

Two binary sequenceseach oflength two, areorthogonal ifeachsequence
is described by one of the rows of the 2 matrix

le[ 00 ] (6-13)

becauseA = D = 1. A set of2” sequences, eachlafgth2™, isobtained by
using the rows of thenatrix

_ Hn—l Hn—l _
H, = [Hn_l ﬂn—l] , n=23,... (6-14)
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whereH,_; is thecomplemenbfH,,_;, obtained by replacingach 1 and 0 by
0 and 1, respectively, ai; is defined by(6-13). Anypair ofrows inH,, differ
in exactly2”—! columns, therebynsuringorthogonality of the corresponding
sequences. Thg" x 2™ matrix H,, which iscalled aHadamardmatrix, can
be used to generag® orthogonalspreadingsequences fosynchronous direct-
sequence communication¥he orthogonal spreadinrgequencesaneratedrom

a Hadamard matrix arealled Walsh sequences.

In CDMA networksfor multimediaapplications, the dateates forvarious
services andisersoften differ. Ifthe transmittedignal bandwidth is thesame
for all signals,then so is thechip rate. For synchronous communications, it is
desirable to use spreadisgquenceshat areorthogonal toeachother despite
differences in therocessinggains, which areften called spreading factorsn
CDMA networks. Starting with a set dValsh sequences, tiee-structured set
of orthogonal Walshsequencegalled theorthogonal variable-spreading-factor
codescan be generateckcursively for this purpose. Le&fy(n)  denote the
row vectorrepresenting theth sequencevith spreadingfactor N, wheren =
1,2,...,N, andN = 2% for some positive integér  The set of N sequewits

N chips is derived byoncatenatingsequencesrom the set of N/2sequences
with N/2 chips:

Cn(1) = [Cn/2(1) Cny2(1)]
Cn(2) = [Cny2(1) Cpy2(1)]

: (6-15)
Cn(N —1) = [Cny2(N/2) Cnj2(N/2)]
Cn(N) = [Cn/2(N/2) Cy/2(N/2)]

For example,Cis(4) is mduced byconcatenatingCs(2) an@s(2), thereby
doubling thenumber ofchips perdata symbol tol6. A sequenceised in
the recursivegeneration ofa longersequence icalled amother codeof the
longer sequenceEquation(6-15) indicates that theequencesvith N chips are
orthogonal toeachother, andeachCyx(n) isorthogonal toconcatenations of all
sequence€ y/o(n'), Cn/a(n”), ... artheir complementsxcept for itsmother
codes. Foexample,Cig(4) is nobrthogonal toCg(2) or C4(1). Synchronous
signalswith ajudicious selection oforthogonal variable-spreading-factoodes
enable theaeceiver tocompletely suppressultiple-accessnterference.

As an alternative to th@/alsh sequences, consider the set"®f- 1 maxi-
mal sequencegenerated bw primitive polynomial ofdegreem and thg™ —1
different initial states of theshift register. Equation (2-34) implies that by ap-
pending a 0 at the end edichperiod ofeachsequence, webtain a set o™ —1
orthogonalsequences gderiod2™. Without theappending of symbols, a set of
nearly orthogonasequences for synchronousietwork maybe generatedrom
different timedisplacements of a sirgimaximalsequenceébecause itautocor-
relation, which isgiven by (235), determines theross-correlationamong the
sequences of the set. The low values ofdabtocorrelation for nonzerdelay
causes the rejection ofiultipath signals. Incontrast, theWValsh sequences do
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not have sucliavorable autocorrelatiofunctions.

Sequences with Small Cross-Correlations

The symbolransitions ofasynchronousnultiple-access signals at a receiver are
not simultaneous, usuallyecause othangingpath-length differenceamong
the variouscommunication links Since the sgeadingsequences amhiftedrel-
ative toeachother, sets of paodic sequencesvith small cross-correlations for
any relativeshifts aredesirable to limit thesffect of multiple-accessnterfer-
ence. Maximal sequenceswhich have thelongestperiods ofsequencegener-
ated by alinear feedbackshift register of fixedlength, are oftenniadequate.
Leta=(...,ap,a1,...) andb = (..., by, b1,...) denotéinary sequencesvith
components iNGF(2). The sequencea andb are mapped into antipodal se-
quencesp and g, respectively,with components in{...1,+1} by means of the
transformation

pi = (__1)ai+1 . = (_1)bi+1 (6—16)

The periodic cross-correlatiorof periodic binary sequences and b with the
sameperiod N is defined asthe periodiccross-correlation of thantipodal
sequencep andg, which is defined as

1 N-1

>=N;piqi+j, j=1,2...,N-1 (6-17)

Opq(J

A calculation similar tahat in (2-34) yields theperiodic cross-correlation

N  A;j—D;
bpq(d) = L2 (6-18)
whered; denotes theumber ofagreements in theorresponding:omponents of
a and the shiftsequencd(j) = (...,b;,b;41,...,bj4N-1,...), @hD; denotes

the number oflisagreements.

In the presence afsynchronousnultiple-accessnterference fowhich r; #
0, the interference@nponent of the correlatautput isgiven by (6-7). If we
assumethat thedata modulation isbsent sdhat we may set;(t) = 1 in
(6-7), then it isobservedthat interferenceignals produces d@erm inV; that
is proportional toCy:(7;) given by (6-8). Letr; = N;T, + ¢;, where N; is a
nonnegativanteger and < ¢; < T,.. A derivationsimilar to theone leading to
(2-40) gives

Cpi (NiT: +€;) = (1 T ) Opi (N;) + p,(N +1) (6-19)

wheref,;(N;) is the periodicross-correlation ofhe sequence andq; and
is given by (6-18).Thus, ensuring that the periodicoss-correlations are al-
ways small is a ctical necessarycondition for the success alSynchronous
multiple-accessommunications. Althougthe data modulation may tabsent
during acquisition, itwill be presentduring data transmission, anél(t) may
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changepolarity during an integratiomterval. Thus, the effect of asynchronous
multiple-accessénterference willexceedthat predictedrom (6-19).

For a setS of M periodicantipodalsequences déngth N, let 6., denote
the peak magnitude of theross-correlations cautocorrelations:

emax = ma‘x{lgpq(kn :0<k<N— 1; P,q€ S; p # gor k 7é 0} (6_20)
Theorem A set S of Mperiodic antipodal sequence®f length N has

M-1
Gmax > FVEvEE) -
“VMN -1 (6-21)
Proof: Consider an extended s MfN sequencep®,i=1,2,...,MN,
that comprises theN distinct shiftedsequenceslerived from each of the se-
quences irS. The cross-correlation seéquencep(® anpl?) if, s

N
Z (O p0) (6-22)
and
amax = max {lwwl ’p(l)e Sea p(J) € Se’i 7é j} (6_23)
Define thedoublesummation
MNMN
Z= V3 (6-24)
i=1 j=1

Separating thé/ N terms for whichy,; =1 andhen bounding the remaining
MN(M N ..1) terms yields

Z < MN +MN(MN - 1)6 (6-25)
Substituting(6-22) into (6-24), interchanging summations, aonhitting the
terms for whichm # n, webtain

2

N N N MN ) )
2o 23 S D A > 3 (k)

MN 512
[ (p,(f))il — M2N (6-26)

Combining this inequalityith (6-25) gives(6-21). O

The lowerbound in (6-21) isknown as theWelch bound. It approaches
1/v/N for large values oM andN. Only small subsets of maximal sequences
can be found with,,,. close tothis lower bound. Thesame istrue forWalsh
sequences.
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Large sets of sequencesith 0,,., approaching thaVelch bound can be
obtained by combining maximaequencesvith sanpled versions of these se-
guences. I§ is positive integer, the nebinary sequencé formed bytaking
every gth bit ofbinary sequencea is known as adecimationof a by ¢, and
the components of the tweequences areelated byb; = aq. Letged(z,y)
denote thggreatestcommondivisor ofz andy. If the originabequence has
a periodN and the new sequenteis not identically zero, theh has period
N/ged(N,q). If ged(N,q) = 1, then the decimation isalled aproper decima-
tion. Following a proper decimation, the bits &f do not repeat themselves
until every bit ofa has been sampled. Therefobeanda have the same period
N, and it can be showthat if ais maximal,then b is a maximal sequence
[1]. A preferred pairof maximalsequencewith period2™ — 1 are gair with
a periodiccross-correlatiorthat takes only thethree values—t(m)/N, -1/N,
and[t(m) — 2]/N, where

t(m) = oltm+2)/2] 4 4 (6-27)

and|z| denotes the integpart of therealnumberz. TheGold sequencesre
a large sebf sequencewith period N = 2™ — 1 that may beenerated by the
modulo-2 additionof preferredpairs whenm is odd om = 2 modulo-4 [1].
One sequence of thereferredpair is adecimation byg of the othesequence.
The positive integey is either= 2% +1 qr= 22 — 2% 1 1, wherek is a
positiveintegersuchthat ged(m, k) = 1 whenm is odd angcd(m,k) =2 when
m = 2 modulo-4.

Since thecross-correlation betweamy two Gold sequencés a set cariake
only threevalues, thepeak magnitude ahe periodiccross-correlatiotetween
any two Goldsequences gieriod N =2™ -1 is

_ _t(m)
emax - é‘r‘n—:‘—l (6'28)

For largevalues ofm, 8,.x for Goldsequencegxceeds th&Velch bound by a
factor of+/2 form odd and a factor of 2 fas even.

One form of aGold sequencegenerator isshown inFigure 6.1. If each
maximal sequenceyenerator has: stagesdifferent Gold sequences in a set are
generated by selecting thitial state of one maximalequencegenerator and
then shiftingthe initial state of theother generatorSince anyshift from 0 to
2™ — 2 results in aifferentGold sequence2™ - 1 differentGold sequences can
be produced by thsystem ofFigure6.1. Gold sequencegglentical to maximal
sequences arproduced by settinghe state obne of themaximal sequence
generators taero. Altogether, therare2™ + 1 differentGold sequencegach
with a period of2™ — 1, in theset.

An example of a set of Gokkquences is the sgenerated by thpreferred
pair specified by the pmitive characteristic polynomials

fil)=1+24+2", frl@)=14+z+22+2° 42" (6-29)

Sincem = 7,there are 12%0ld sequences ofgriod 127 in this set, an@-28)
gives fmax = 0.134. Equation(2-66) indicateghat there arenly 18 maximal
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Figure 6.1: Gold sequencgenerator.

sequencesvith m = 7. For this set of 18sequencescalculations [1]indicate
that 0. = 0.323. If 6,0 = 0.134 is deired for a set ofmaximal sequences
with m = 7, then one findsthat the set hasnly 6 sequences.This result
illustrates the much greatetility of Gold sequences in CDMAetworkswith
many subscribers.

Consider a Gold sequengenerated byusing the characteristifunctions
fi(z) and fa(x) of degreen. The generatingunction for theGold sequence is

G(x) ¢1(z) + B9 (x)

T h@ T RGE
_ $u(@)fola) + 65(2)f1(2)
fi(z) fa(z)

(6-30)

where¢,(z) andg,(z) have theform specified by thenumerator of(2-60).

Since the degrees dfoth ¢,(z) and¢,(x) ardessthanm, thedegree of the
numerator ofG(z) must béessthan2m. Since theproduct f;(z)f2(z) has
the form of a characteristftinction ofdegree2m given by (256), this product
defines the feedbadtoefficients of single linear feedbadhift registewith 2m

stagesthat cangenerate theGold sequences. Thaitial state ofthe register
for any particularsequence can beetermined by equatingachcoefficient in
the numerator of6-30) with the correspondingcoefficient in (2-60) andhen
solving 2m linear equations.

A small set of Kasami sequenc@snprise2™/2 sequencewith period2™ —
1if mis even[l]. To gererate a seta maximalsequencea with period N =
9™ _ 1 is decimated by; = 2™/2 + 1 tdorm abinary sequenced with period
N/gcd(N,q) = 2™/2 — 1. The modulo-2addition ofa and any cyclicshift of
b from 0 to2™/2 — 2 provides a Kasairsequence. Byncluding sequences,
we obtain a set di™/? Kasamisequencesvith period 2™ — 1. The periodic
cross-correlation between any twW@samisequences in a set can omhke the
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values—s(m)/N, —1/N, or [s(m) — 2]/N, where
s(m) =22 41 (6-31)

The peakmagnitude othe periodiccross-correlation between any two Kasami
sequences is

P _s(m)  2™241 1
mexTT N T oom 1 T gm/2 ]

(6-32)

Form > 2 and M = 2™/2 the useof NM —1 > NM — N in the Welch
boundgivesfma, > 1/v/N. SinceN = 2™ — 1,

NOpox > V2™ —1>2™/2 1 (6-33)

Since N is an odd integerd; — D; in (6-18hust be amddinteger. Therefore,
the definition offmax and6-18) indicate thatVé,.x must be arodd integer.
Inequality (6-33) thenimplies that for M = 2™/2 N = 2™ — 1, and evenvalues
of m,

NOpmax > 2™/2 41 (6-34)

A comparison ofhis resultwith (6-32) indicatesthat theKasami sequences are
optimal in thesensethat 8,,.x has the minimumalue for any sebf sequences
of the same size and ped.

As an example, leln = 10. Them@e 60 maximal sequence)25Gold se-
guences, and 3Rasamisequencewith period 1023. Thepeak cross-correlations
are 0.37,0.06, and0.03, respectively.

A large set of Kasami sequenaasmprise®™/?(2™ 4-1) sequences ifn = 2
modulo-4 an®™/2(2™+1) -1 sequences . = 0 modulo-4 [1] Thesequences
have peiod 2™ — 1. To generate a seta maximal sequenca with period
N = 2™ — 1 is decimated by = 2™/2 +1 tdorm a binarysequenceb and
then decimated by = 2(m+2)/2 1 tdorm anotherbinary sequence. The
modulo-2 addition ofa, a cyclic shift ofb, and a cyclic shift ot provides a
Kasami sequencwith period N. The periodiccross-correlations between any
two Kasamisequences in a set canly take the vlues—1/N, —t(m)/N, [t(m)—
2]/N, —s(m)/N, or [s(m)—2]/N. A large set oKasami squences includelsoth
a small set oKasamisequences and a set®bld sequences asibsets. Since
t(m) > s(m), the value of,., for a large set is tsame aghat for Gold
sequenceq6-28). This value is siboptimal, but thearge size ofthesesets
makesthem an attractive option fasynchronous BMA networks.

Symbol Error Probability

Let d; = (d(_i)l,d(()i)) denote the vector dhe two symbols ohsynchronous
multiple-accessnterferencesignal: that arereceivedduring thedetection of a
symbol of thedesiredsignal. Astraightforwardevaluation of(6-7) gives

K-1
I i 5 A
Vi= ; \/ 5 cos ¢ [d(_)lRpi (rs) + d3) Ry ("ri)] (6-35)
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signals in a&CDMA network, one mightconsider complex-valuequaternary se-
guenceghat are notderivedfrom pairs ofstandard binargequences butave
betterperiodic correlation functions.

For g-ary PSK modulationsequence symbols are powers of the comgiex
root ofunity, which is

Q = exp (;3;1) (6-41)

wherej = /—1. Thecomplexspreading oisignaturesequence of period N
has symbolgiven by

pi= 0% a;€2Z,={0,1,2,...,g-1}, i=12,....N (6-42)

where¢, is amarbitrary phasechosen forconvenience. Ip; ispecified by the
exponenta; andy; is specifiedby the exponend;, then the periodic cross-
correlationbetween sequencgsandq is defined as

L Nl =
Opg (k) = N Z Pivkdi = I Z Qairr=b (6-43)
=0 i=0

The maximum magnitudé,... defined by(6-20) must satisfy thé/elchbound
of (6-21). For apositive integerm, damily A of M = N + 2 quaternary
or Z, sequencesgach ofperiod N = 2™ — 1, with 8,,,, that asymptotically
approaches th@/elch bound has beeitentified [4]. In contrast, asmall set of
binary Kasamisequences hamly /N + 1 sequences

The sequences infamily .4 aredetermined by theharacteristic polynomial,
which is defined as

fl&)y=1+ Z cixt (6-44)

wherecoefficients¢; € Z, ande,, = 1. Theutput sequencesatisfies the
linearrecurrence relation of (2-20). Fexample, theharacteristigpolynomial

f(z) = 14+22+3z%+2° hasm = 3 and generatedamily with periodN = 7. A

feedbackshift registerthat implements theequence of thiamily is depicted in
Figure6.2(a),where all operations araodulo-4. The generation ofparticular

sequence is illustrated in Figuée2(b). Different sequences may lgenerated
by loading theshift registerwith any nonzeroinitial contents and theaycling

the shiftregisterthrough its fullperiod N = 2™ - 1. Since theshift register
has4™ -~ 1 nonzero states, there Me= (4™ —1)/(2™ —1) = 2™+ 1 cyclically

distinct members othe family. Each fanily member may beyenerated by
loading the shiftregisterwith any nonzero triplethat is not astateoccurring

during thegeneration of another ifigily member.

By settings, = /4 in(6-42), acomplex-valuediata symbol in the familyt
may be represented ldy= d; +jd», whered; andi, arantipodalsymbolswith
values+1/+v/2. If acomplex-valued chip of thepreadingsequence ig = p;+ps,
then thecomplexmultiplication of thedata andspreadingsequencegproduces
a complex-valuedsequencewith eachchip of theform y = y; + jys = dp.
The implementation dhisproduct isshown inFigure6.3, inwhich real-valued
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Figure 6.2: (a)eedbaclkshift register for equaternarysequence and (kjon-
tentsafter successiveshifts.

inputsdy,da,p1 andpe produce the twaeal-valuedoutputs andy,. The
equationy = dp gives acompactcomplex-variablerepresentation athe real
variable equations:

y1 =d1p1 —dopa, Y2 =dapy + dipo (6-45)

Eachchip y2 modulates thén-phasecarrier, andeachchip yo modulates the
quadraturecarrier. Thetransmittedsignal may be represented as

s(t) = Re { Ad(t)p(t)e’>/-t} (6-46)

whereRe{z} denotes theeal part ofz, A is the amplitude, and(t) andt)
are waveformsnodulated by the data and spreadseguences.

A representation of theeceiver interms ofcomplexvariables isllustrated
in Figure 6.4. Iff.T. >> 1, twocross-correlatiorterms arenegligible, and
the actual implementation can be ddme the architecture of Figures6.17
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P1

Figure 6.3: Product of quaternarglata andspreadingsequences.

Received Decision

signal N variable

p*
exp(-j2mf.t)

@

T
=

Figure 6.4: Receiver fordirect-sequence systemvith complex quaternary
spreadingsequences. CMF iship-matchedilter.

and 6.19 except that the final multiplications in the two branches are replaced
by a complexmultiplication. Thus, y is extractedby separaten-phase and
guadraturedemodulation. Since the complex quaternasymbols have unity
magnitude, thelespreadingntails thecomplexmultiplication ofy byp* to pro-
duced|p|? = d alongwith theresidualinterference andoise. Asillustrated in
Figure 6.4, thesummation ofG multiplications produces théecisionvariable,
whereG is the number ofhips perbit.

Although some complex-valued quaternary sequences have more favorable
periodic autocorrelations ancross-correlationshan pairs ofstandard binary
sequences, they do not provide significantly smaller error probabilities in multiple-
accessystems [5].Thereason ighat system pgormance is determined by the
complexaperiodicfunctions. However,complexsequencefiave thepotential
to provide better acquisition performance than the Gold or Kasami sequences
because ofheir superior pdodic autocorrelations.

Complex-valuedjuaternarysequenceensurebalanced power in the in-phase
and quadraturéranches of the transmittewhich limits the peak-to-average
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power fluctuations. Letd(t) = d;(t) + jdz(t) represent aomplex-valueddata
signal. Supposthat different bitrates or quality-of-service gairementamake

it desirable ford, (t) and(t) tbaveunequalamplitudes.Multiplication by a
complex-valued spreading wavefogt) = p1(t)+ip2(t) produces(t) = y1(t)+
Jy2(t) = p(t)d(t). If the symbols ofl; (¢) andds(t) areero-meanantipodal, and
independent, ang?(t) = p3(t) = p? , a constant, the®[y?(¢)] = E[y2(t)] =
p?(d3+d3). This result indicateshat the power in the in-phase agdadrature
componentsafter thespreading arequal despite any disparity betwe#n  and
&.

6.2 Systems with Random Spreading Sequences

If all the spreading sequences in @twork of asynchronousCDMA systems
have a common period equal the data-symbafluration, then by the proper
selection of the sequences and their relapitiases, one caobtain asystem
performance bettethan that theoreticallyattainablewith randomsequences.
However, thenumber ofsuitablesequences is too small farany applications,
and long sequencdbat extendover many datasymbolsprovide more system
security. Furthermore Jong sequencegnsure thasuccessivalata symbols are
covered bydifferent sequencesthereby limiting the timeduration of an un-
favorable cross-correlation due to multiple-accesterference. Even if short
sequences are used, the random-sequence rgesifairly accurate perfor-
mancepredictions.

Direct-Sequence Systems with PSK

Consider thedirect-sequenceeceiver ofFigure 2.14 when the modulation is
PSK and multiple-acces$sterference igpresent. Ithe spreadingequence of the
desired signal is modeled asandom binarysequence and the chip waveform
confined tol0, T%.), then the inputV to the decision device is given §2-84)

and has mean value
S
E[V]=dy 5 Ts (6-47)

The interference componentgs/en by (6-5), (6-6), an@6-1). Since thedata
modulationd;(t) in an interferencgignal is modeled as mndombinary se-
quence, it can be subsumed igt¢) given by (6-3)with no loss ofgenerality.
Sinceg;(t) isdetermined by an indepente randomspreadingsequencepnly
time delaysmodulo-T, aresignificantand, thus, we caassumethat0 < 7; < T,
in (6-1) without loss ofgenerality.

Since(t) isconfined to{0,7.] andf.T. >> 1, theubstitution of (6-1) and
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(6-3) into (6-6) yields
VTe+714
Iy = Z 3 cos, {qi‘)l / = Tl - - )T e
T,

) (v+1)T.
+ g / W(t — VT )t — vT, — n)dt} (6-48)

Teti

The partial autocorrelationfor the chip waveform idefined as
Ry(s) = / WD+ Ts— 8)dt, 0<s<T, (6-49)
0

Substitutioninto (6-48) andappropriate chages ofvariables in the integrals
yield

Z \/—:COS¢ qu )\ Ry(r3) + ¢V Ry (T, ~ Ti)] (6-50)

For rectangular ChIpS in the spreading waveform,

1, 0<t<T.
w(t) = {0 , otherwise. (6-51)
Consequently,
Ry(s) = s, rectangular chip (6-52)
For sinusoidathips in thespreadingvaveform,
™
2sin | —t <t<T,
P(t) = V2sin (Tc ) » Osts (6-53)
0 , otherwise.

Substituting thé equationinto (6-49), using @arigonometric identity,and per-
forming theintegrations, we obtain

T, T g
Ry(s) = —sin| =——s } — scos | =—s ), sinusoidal chi 6-54
o) = Zesin (70 - scos (7-5) b (65)

Sinceboth J, andJ,;; contain the ame randomnvariable q,(f), it does not
appear at firsthat the terms in (6-50) asgatisticallyindependentevenwhen
¢ = (b1, Pg,...,bx_y) andT = (r4,72,...,Tx-1) aregiven. Thefollowing
lemma [6]resolvesthisissue.

Lemma. Supposethat{a;} and{s;} arestatisticallyindependentrandom
binary sequences. Let ang denotebitrary constants. Thewm;3,z and
o8,y are statisticalIyindependenrandomvariableswhenj # k.

Proof: Let P(;8,z = a,048,y = b) denote thgoint probability that
a;f;x = a and o; 8,y = b wherela| = |z| and |b] = |y|. From thetheorem of
total probability, it followsthat

Plaif;z = a,ify = b)
= Plaif;z = a,aifry = b0 = 1) + P2 = a,qiflyy = by = —1)
= P(B;z =a,Bpy =b,a; = 1) + P(B,x = —a, By = —b,o; = —1)
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From the independence &}  af@d,} and thet that they are random
binary sequences, webtain asimplification forj # &, x # 0, andy # 0:

P(ai[)’jm =a,q;8,y =b)
= P(B;z =a)P(Bry =b)P(as = 1) + P(B;2 = —a)P(Bry = —b)P(oy = —1)

-3r{am2)r=2) e 2ro=-2)e(n

Since; equals +1 or ..\ith equalprobability, P(8; = a/x) = P(8; = —a/x)

and thus
(alﬂx—aalﬁky—b ( L= ) (ﬁk— )

= P(8,2 = a)P(By = b)

s8ie

A similar calculation gives

Plaifjz = a)P(aiByy = b) = P(B;x = a)P(By = b)

Therefore,

Plaf;z = a,0iBy = b) = P(aif;z = a) P(cifry = b)

which satisfies thedefinition of statisticalindependence of,;3;z  and;gy.
The sameelation is trivial toestablish forr =0 oy = 0. O

The lemma indicates that whepn and are given,téhms in(6-5) are
statistically independent.Sincep? = 1, theconditionalvariance is

var(V) = Z var(J,) (6-55)

The independence of thé spreadingsequences, thiedependence of saessive
terms in eaclrandom binarysequence, and (6-5@nply that the conditional
variance ofJ, isndependent of and, therefore,

K-1

var(Vy) = Z 1GI cos? ¢; [R2 (m:) + Rw( —73)] (6-56)
i=1

Since theterms ofV; in(6-5) areindependentzero-mearrandomvariables
that are uniformlybounded andar(V;) — co asG — oo, thecentrallimit the-
orem impliesthat V; //var(V;) converges in distribution to @aussiarrandom
variablewith mean 0 and variance 1. Thughen¢ andr argiven, thecondi-
tional distribution ofV; isapproximatelyGaussiarwhen G is large. Since the
noisecomponentV, in(2-84) has a Gaussiatistribution and is independent
of V1,V =V; + V4, hasan approximateGaussiardistribution with meangiven
by (6-47), andvar(V) = var(V1) + var(Va).
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A straightforwardderivationusing the Gaussiadiistribution of thedecision
statistic V indicatesthat theconditionalsymbolerror probabilitygiven ¢ and

T IS
Pu(6,7) = Q ( WZ(%T) ) (6-57)

where&; = ST, is theenergy per symbol id(¢), and tleguivalent-noise power
spectral density is defined as

K-1
Noa(,7) = No+ Y 22 cos® gi[R(r) + BY(T. — 7)) (6-58)
i=1 ¢

For a rectangular chip waveforrhis equation simplifies to

K-1 2
Noe(¢,T) = No + ; 2L, T, cos® ¢, <1 2T +2T2) (6-59)
Numericalevaluations [6]give strongevidence that the error i6-57) due
to the Gaussian gpoximation isnegligible if G > 50. For an asynchronous
network, it isassumedhat tte time delays are independent and uniformly
distributed over [0,T;) andthat thephase angle$;,: =1, 2, ..., K — 1, are
uniformly distributedover [0,27). Therefore, the symbol errqrobability is

S A o A TR

where thefact thatcos? ¢, takes all its possible valueser|0,7/2) hasbeenused
to shorterthe integratiorintervals. Theabsence afequencgarametergnsures
that the amount of computatioaquired for(6-60) is mucHessthan theamount
required to compute®, whetihe spreading sequenceshort. Nevertheless,
the computationatequirements areafge enoughhat it is highly desirable to
find an accurate approximation thantailslesscomputation. Theconditional
symbol errorprobabilitygiven ¢ isdefined as

Py(@) = ()K 1 / / (6, 7)d (6-61)

A closed-form approximation t8;(¢) greatiymplifies thecomputation ofP;,

which reduces to
2 K-1 ,n/2 /2
_ <_> / / Py(¢)de (6-62)
0 0 0

To approximateP;(¢), we first obtainupper and lowebounds on it.

For eitherrectangular or sinusoidalhip waveforms,elementarycalculus
establisheshat

Ry(mi) + R3(T. —7:) < T? (6-63)
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Using thisupper boundsuccessively in6-58), (6-57),and (6-61), angerform-
ing the trivial integrations thatesult, weobtain

28,
Py(¢) < Q< Nould) ) (6-64)
where
K-1
Nou() = No+ Y 2L;T, cos® ¢; (6-65)

=1

To apply Jensenesnequality (2-144), thesuccessivantegrals in (6-60) are
interpreted as thevaluation ofexpectedvalues. Consider therandom vaiable

X = R}(7i) + R (T. — 1) (6-66)

Sincer; isuniformly distributedover [0, T3), straightforwardcalculationsusing
(6-52) and(6-54) give

1 (T
B = 7 /0 (R2(rs) + B2(T, — 72)ldr; = hT? (6-67)
where
-, rectangular chip
h= (6-68)
1 . . .
3 + 252 sinusoidal chip

The function(6-57) has thdorm given by (2-145). Equations(6-58), (6-63),
andcos? ¢, < 1 yield asufficientcondition forconvexity:

3 K-1
£ >3 [No + Y 2T,

i=1

(6-69)

Application ofJensenesnequality successively to eactomponent of in(6-61)
yields

2Es
Py(¢) 2 Q( Nar( ¢)> (6-70)
where
K—-1
Noi(¢) = No+  _ 2hLT, cos® ¢ (6-71)

i=1

If No is negligible, then (6-71) and(6-65) give No;/No. = h. Thus, agood
approximation is provided by

P.(®) ~ Q( et ¢)) (6-72)
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Figure 6.5: Symbol error probability ofdirect-sequence system withSK in
presence of single multiple-accanserferencesignal andf, /Ny = 15 dB.

where
K-1
Noa(@) = No + Z 2VhIT, cos? ¢, (6-73)

i=1

If Nyis negligible,then Ng,, /Noa = Noa/No: = 1/v/h. Therefore, in terms of the
value of€; needed tensure ajiven P,(¢), theerror inusingapproximation (6-
72) instead of6-61) isbounded by10log,,(1/v/h) in decibels, whiclkequals0.88
dB for rectangularchip waveforms andlL.16 dB for sinusoidal chip waveforms.
In practice, the error isxpected to benly a fewtenths of adecibel because
Np # 0 and P, coincidesvith neither the upper nor the lower bound.

As an example, suppogbat rectangular chipvaveforms are used;/Ny
= 15 dB, and K = 2. Figure 6.5 illustratefour different evaluations ofP;
as a function ofG&,,/IT, = GS/I, the despread signal-to-interference ratio,
which isthe signal-to-interferencetio after taking intaaccount thebeneficial
resultsfrom the despreading in # receiver. The accurate approximation is
computedrom (6-57) and (6-60), thapper bound fron{6-64) and(6-62), the
lower bound from(6-70) and (6-62), and themple approximatiofrom (6-72)
and (6-62). The figurehowsthat theaccurateapproximationmovesfrom the
lower boundtoward the simplepproximation as the symbelror probability
decreases. FdP; = 10~%, thémple approximation is lesthan 0.3 dB in error
relative to theaccurate approximation.

Figure 6.6 comparethe symbolerror probabilities forK = 2 to K = 4,
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Figure 6.6: Symbol error probability ofdirect-sequenceystemwith PSK in
presence oK ..1 equal-power multiple-accegsterferencesignals and, /Ny =
15 dB.

rectangularchip waveforms and,;/Ny = 15 dB. Thsimple approximatioris
used forPs, and the abscissa sho@S/l wherel is the interferencgpower of
eachequal-poweiinterferingsignal. Thefigure showsthat P increaseswith K,
but the shift inP, is mitigatedomewhat because tlieterferencesignalstend
to partially canceleachother.

The precedingoounding methods can lextended to théounds onP;(¢)
by observingthat cos® ¢; < 1 andsetting X = cos? ¢; during the socessive
applications ofJensenednequality, which is applicable i{6-69) is satisfied.
After evaluating (6-65), we obtain

2E, 2E,
Q(vﬁm)“‘@(\/m) (79

L=> 1 (6-75)

where

A simple approximation iprovided by

2&,
P, = —_—— 6-76
Q( No + v2h LT, > ( )
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—— standard Gaussian approx. ]
16l e - - - simple approx.

Symbol error probability

)
L

105

5 10 15 20
Despread signal to interference ratio, dB

Figure 6.7: Symbol error probability ofdirect-sequence systemith PSK in
presence of 3 equal-power multiple-accegerferencesignals andf;/No = 15
dB.

If P, is specified,then the error in the requirefl /I, caused byusing (6-76)

instead of(6-60) is bounded by 1Qogi9+/2/h irdecibels. Thus, the error is
bounded by2.39 dB forrectangular chip waveforms ar®66 dB forsinusoidal
ones.

The lower bound in (6-74) gives the sameesult as that oftertalled the
standard Gaussian approximatioim which V; in (6-5) is assumed to be ap-
proximately Gaussianeach¢; in(6-50) isassumed to baniformly distributed
over [0, 27r), and each; iassumed to beniformly distributedover [0, T¢).
This approximation,gives anoptimistic result forP; that can be asnuch as
4.77 dB inerror for rectangular chipvaveformsaccording to (6-74). The sub-
stantial improvement in accuracy provided by (6-72)(&57) is due to the
application of the Gaussiaapproximation onlyafter conditioningV; ongiven
values of¢ andr. Thaccurate approximatiogiven by (6-57)is a version of
what is oftencalled theimproved Gaussian approximation.

Figure 6.7 illustrategshe symbolerror probability for 3interferers,each
with powerl, rectangularcchip waveforms, ané;/Ng = 15 dB  asfanction of
GSI. The graphsshow thestandardGaussian approximation db-74), the
simpleapproximation of6-76), and theipper andower boundsgiven by (6-64),
(6-70), and (6-62). The largerror in the standar@aussiamapproximation is
evident. The simplapproximation iseasonably accurateifi—% < p, < 102,

For synchronousnetworks, (6-57) and (6-58) can beimplified because the
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{r:} are all zero. Foeitherrectangular osinusoidal chip waveforms, webtain

26,
Py(¢) = Q( Now (@) > (6-77)
where
K-1
Noo(d) = No+ Y 2IiT cos® ¢, (6-78)

i=1
A comparisonwith (6-64) and (6-65)ndicatesthat P; fora synchronouset-
work equals orexceedsP; for a&imilar aynchronous network wherandom
spreadingsequences aresed. This pheomenon is due to thiacreasedband-
width of a despreadasynchronousnterferencesignal, vhich allows ircreased
filtering in thereceiver.

The accuratepproximation 0{6-57) llows from the standardentral limit
theoremwhich isjustified by thelemma. Thislemma depends on thesteiction
of the chip waveform to the interv|l, 7;].  If the chip waveform extends beyond
this interval but igime-limited, as imecessary foimplementationwith digi-
tal hardware, then aextension of thecentral limit theorem fomn-dependent
sequences can hesed taderive an improvedaussian approximation [7]. Alter-
natives to the analysis ihis section and the next ormdound in thditerature,
but they are not aamenable tawomparisonamongsystems.

Quadriphase Direct-Sequence Systems

Consider anetwork of quadriphaséirect-sequence systenesach ofwhich uses
dual QPSK andandom spreadingequences. Eactirect-sequence signal is
given by (2-123)with ty = 0. The multiple-access$nterference is

K-1
i(t) = Z (VT qui(t —7:) cos(2n fot + ;) + VT gt — 73) sin(27 fot + ¢,)] (6-79)
i=1

where ¢1;(t) andgs;(t) both have the form (§-3) and inorporate the data
modulation. Thedecision variables argiven by (2-124) and(2-126) with G =
Ts/T.. A straightforwardcalculation using(6-6) indicatesthat

K-1
T, =3 VTi{cos (a8 Ry (i) + af) Ry(T. — 7.)]
1=1

~ sin ;[q) Ry (7:) + ¢ Ry (Te — 7))} (6-80)

The statisticalindependence of the twsequences, thpreceding lemma, and

analogougesults forJ,, in(2-127)yield the variances of thiaterference terms
of the decisionvariables:

it
var(Vy) = var(Uy) = ) Eﬁzi[zzfﬁ(n) + R3(T., — 73)] (6-81)

=
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The noisevariances and thmeans are given b{2-130) and(2-129). Since all
variances and means drelependent of, th&aussianapproximationyields
aP,(¢, ) that is independent @f:

P, = (Tic)x_l/oTc.../oTCQ< N%%)dr (6-82)

K-1
Noe(T) = Ng + Z %[pr(n) + RY(Te — 7)) (6-83)
i=1 "¢

where

Sincea similar analysis for direct-sequence syst&rth balanced QPSKields
(6-83) again, both quadriphase systems perform equally well against multiple-
access interference.

Application ofthe previousounding andipproximation methods t1.0-79)

yields
2€, 2&s
— | <P < e A -
Q( N0+hItTc)—P““Q< No+ItTc> (6-84)

where theotal interferencgower; isdefined by (6-75). Aufficient condition
for the validity of the dwer bound is

£ 2 5 (No+ IT.) (6-85)

A simple approximationthatlimits the error inthe required;/I; for apecified
P, to 101logo(1/VR) is

28,
Py~ —— 6-86
¢ ( No + VhLT. ) (659

This approximation introduces errofsounded by0.88 dB and1.16 dB for
rectangular andinusoidalchip waveformsrespectively. In(6-84) and(6-86),
only thetotal interferencepower is relevant, not how it @istributedamong
the individual interferencsignals.

Figure 6.8 illustratesP, for a quadriphaseedi-sequence system in the
presence of 3 interferers, each with powerectangular chip waveforms, and
&s/Np = 15 dB. The graphsepresent thaccurate approximation ¢6-82), the
simple approximation of6-86), and théounds of(6-84) asfunctions ofGSI.

A comparison of Figures 6.8nd 6.7 indicates thadvantage of guadriphase
system.

For synchronous networkwith either rectangular ossinusoidalchip wave-
forms, we set thér;) equal to zero in (6-82) amubtain

285
Ps=Q< m) (6-87)
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Figure 6.8: Symbolerror probability of quadriphasgirect-sequence system in
presence of &qual-powemultiple-accessnterferencesignals andf, /Ny = 15
dB.

Sincethis equation @incideswith the uppebound in(6-84), weconcludethat
asynchronous networkaccommodatemore multiple-accessnterferencethan
similar synchronousnetworks using quadriphaseddirect-sequence signaisith
random spreadingequences. Ta@ompare asyncbnous quadriphase direct-
sequence systemgth asynchronous systems using binB§K, wefind alower
bound onP; fodirect-sequencsystemswvith PSK. Substituting(6-57) into (6-
60) and applyinglensenssnequalitysuccessively to thmtegrationsover¢,,i =
1,2,..., K..1, we findthat alower bound onP; iggiven by theright-hand side
of (6-82) if (6-85) issatisfied. Thigesult implieghatasynchronouguadriphase
direct-sequence systems are more resistant to multiple-dotederencethan
asynchronous direct-sequence systevith binary PSK.

The equations foP, allow theevaluation of thénformation-biterror prob-
ability P, for error-correctingcodeswith hard-decision decoderdlo facilitate
the analysis ooft-decision decoding, twassumptions areecessaryAssume
that K is largeenough that thenultiple-accessnterference aftedespreading is
approximately Guassiarather thanconditionally Gaussian. Since the equiv-
alent noise is @aero-mean process, tleguivalent-nois@ower spectraldensity
Nge Can be obtained baveragingNy.(¢, ) over thdistributions of¢p andr.
For asynchronous communicatior{6;83) and(6-87) yield

Nge = No + hI, T, (6-88)

This equation isalso valid forsynchronous @ammunications if we sek = 1.
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Thus, for abinary convolutional codewith rater, constraintiength K, and
minimumfree distanceis, P, isipper-bounded byl1-112) with

285l . 2T'gbl
P(l)=@Q ( Nog) =Q (\/—————NO +hItTc> (6-89)
The network capacityis the number oéqual-power users in aetwork of
identical systemsthat can beaccommodatedvhile achieving a specified.
For equal-power userd; = (K — 1)&;/Ts.  Ley denote thevalue of £ /No.

necessary for apecific error-controtode to achieve thspecifiedP,. Equation
(6-88) implies that thenetwork capacity is

G 1 1
\ 2 (- Yo 2 M (6-90)

where|z| is tha@ntegerpart of z,v, = & /Ny, G = T/, is thegrocessing gain,
and the requiremeny, > v, isecessary tensure that thgpecifiedP, can be
achieved for some value &f. Sinceh < 1 ingeneral, thdactor G/h reflects
the increased gain due to thenxdam distributions of iterferencephases and
delays. Ifthey are not random by = 7 =0, thenh =1 and the number of
users accommodated fisduced. Thussynchronous CDMAsystems rguire
orthogonal spreadingequences.

As an example, consider a netwawkth systemsthat resemble thosesed
for the synchronouslownlinks of anlS-95 CDMA network. Weassume the
absence dfading andcalculate thenetwork capacity forpower-controlled users
within a single cell. The datamodulation isbalanced QPSKG = 64, and
h = 1. The error-controlcode is arate-1/2 binary convolutional code with
constraint length 9. IP, = 10~° obetter isdesired, thgerformancecurve
of Figure 1.8for the convolutionakode indicatesthat £,/Ng. = 3.5 dB and
thusv, = 0.5 dB is required. Equatiof®-90) thenindicatesthat thenetwork
capacity isK = 51 ify, = 10 dB andK = 57 if v, = 20 dB.

6.3 Wideband Direct-Sequence Systems

A direct-sequence system dalled widebandif it uses aspectralband with a
bandwidth thaexceeds theoherence bandwidtbf a frequency-selectiviading
channel. The twanostcommonlyproposedypes ofwidebanddirect-sequence
systems are single-carrier amdulticarrier systems. Asingle-carrier system
uses asingle carrierfrequency to transmiignals. Amulticarrier systenparti-
tions theavailablespectralband amongnultiple direct-sequencaignals, each
of which hasa distinct carrieffrequency. The maimttractions of the multi-
carrier system are itpotential ability to operateover disjoint, noncontiguous
spectral rgions and its kility to avoid transmissions irspectral rgions with
stronginterference owhere the multicarriesignal mightinterferewith other
signals. Thesefeatureshave counterparts in frequency-hoppisgstems.

A single-carrier systerprovidesdiversity by using a rakeeceiverthat com-
bines severalmultipath signals. Amulticarrier system provides diversity by
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the maximal-ratio combining of the parallel correlatartputs,each of vhich is
associatedvith a differentcarrier. Bit errorprobabilities are determineslibse-
qguently forideal multicarrier andsingle-carrier systemwith losslessdiversity
combining in tke presence akhite Gaussian noise and Rayleifgding.

Multicarrier Direct-Sequence System

A typical multicarrier systemdivides aspectralband ofbandwidthW into L
frequencychannels orsubchannelseach ofbandwidthW/L. The carrierasso-
ciatedwith asubchannel igalled asubcarrier. In one type ofgstem,which is
diagrammed in Figure 6.9, thimandwidth isapproximately equal to theoher-
encebandwidthbecause a larger omeould allow frequency-selectivéading in
eachsubchannel, while amaller one wouldillow correlatedfading among the
subcarrierd8], [9]. It is assumedhat thespacingbetween adjacergubcarriers
is 8/T., wheref > 1. Equation(5-57) indicatesthat thecoherencebandwidth
is approximatelyl/T,, whereT, is thedelay spread. Thus7, < 8T, s re-
quired to ensurehat eachsubcarriersignal issubject toindependentading.
If the bandwidth of asubcarriersignal is on theorder of1/T,, thenT, > Ty
is required forthe subcarriesignals to experience regnificant frequency se-
lectivity. The twopreceding inequalitiesnply that 1 < 8 < 2 is required. If
the chip waveforms areectangular angg =1 08 = 2, then the subcarrier
frequencies are orthogonal, which can be verified by a calculsitivitar tothat
leading to (3-59).Although theorthogonalitypreventsself-interferenceamong
the subcarriesignals, itseffectiveness iseduced bymultipathcomponents and
Doppler shifts. One may use bandlimited subcarsenals tominimize the
self-interferencewvithout requiringorthogonality. 1fg = 2 and the chigvave-
forms are rectangular, then thpectral mainlobes @he subcarriesignals have
no overlap.Furthermore, apacing o2/7,. limits thesignificantmultiple-access
interference in a subchannel to subcarsignalsfrom otherusersthat have the
samesubcarrierfrequency.

In the transmitter, # productd(t)p(t) of thedata modulationd(¢) and
the spreading waveform(t) simultaneously moduldtesubcarriersgach of
which has itsfrequency in thecenter of one of thé spectral regionsas illus-
trated in Figure 6.9(a). Theceiver had paralleldemodulators, one fa¥ach
subcarrier, theutputs ofwhich are suitably combined, as indicated in Figure
6.9(b). Thetotal signal power igdivided equally among th& subcarriers. The
chip rate and,hence, the processing gain feachsubcarrier ofa multicarrier
direct-sequence system is reduced by the fdctdlowever, if strong interfer-
ence exists in aubchannel, thgain used inmaximal-ratio combining is small.
Alternatively, theassociatedsubcarrier can be omitted and tkaved power
redistributedamong theremaining subcarriersError-control codes andnter-
leaving can be used forovide both timediversity and coding gainSince the
spectral regions amefined sahat the faling ineach othem isindependent and
frequencynonselectiverake combining is ngpossible, but thé&equencydiver-
sity provided by the regions can be exploited in a diversitpbiner. Whether
or not the diversity gaiexceedghat of asingle-carrier systemising the entire
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Figure 6.9: Multicarrier direct-sequence system: (&gansmitter and (b) re-
ceiver.

spectral band and rakmbining depends on theultipathintensity profile of
the single-carrier system.

Consider amulticarrier systemthat usesbinary PSK to modulateachsub-
carrier. Each receivedignal copywith a different subcarrier frequenexpe-
riencesindependenRayleighfading that isconstantduring asymbol interval.
The receivedsignal for asymbol in branch is

ri(t) = Re [aiejeimp(t)ejz"f“’t] +n4(t), 0<t<Ts, i=1,2,...,L (6-91)

wherez = +1 or ...Hlepending on thé&ransmitted gmbol, each«; is dading
amplitude, eachd; is aphaseshift, f; is thesubcarrier frequencyl; is the
symbolduration, andr;(t) is thaoise. Assume that theeceivedinterference
plus noise ineachdiversity branch can bmodeled asndependentzero-mean,
white Gaussian noisavith the same quivalenttwo-sidedpower spectraldensity
Noe/2.
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Ideal lossless power splitting among thesubcarriers is assumed. Let
£ = &;/L denote tle receivedsymbol energy pesubcarrier in theabsence
of fading, wheref, is the totalreceived eargy per symbol. Assumihat the
spectraldivision among the dcarriersprevents significaninterferenceamong
them in the eceiver. Forcoherent detection and wimal-ratio combining, the
analysis of Section 5.4 idirectly applicable. Theonditional bit or symbol
error pobability given the{«;} is

Pya (1) = @ (V27,) (6:92)
where
£ <
Vo= jo 2o (6-93)

i=1

The symbolerror probability isdetermined by aveging Py (v,) overthe dis-
tribution of+y,, which depends on théa;} and embodies the statistics of the
fading channel. Ifeach of the{a;} iSndependentvith the identical Rayleigh
distribution andE[a?] = E[a?], then theaveragesignal-to-noiseratio (SNR)

per branch is

£ 9y EsE[d?]
NOe E[a B LNOe

As shown in Section 5.4he symbolerror probability for asingle subcarrier is

p=P(1) = (1 - \/I—Z) (PSK, QPSK) (6-95)

The symbolerror probability for L subcarriers is

7= (6-94)

L-1

PS(L)zp—(l—zz»)Z(

i=1

) b - (6:96)
This expressiorexplicitly shows the change in treymbol error probability as
the number ofliversity branchesncreases; it isvalid for QPSK because the
latter can bdransmitted as twindependent binary PSK waveforms phase
guadrature.

Figure 6.10 plots Ps;(L) formulticarriersystems as function of 8SJ/N0€,
the averagesymbol SNR. Thaiminishingreturns as theliversity level L in-
creases ispparent. If the required bit errprobability is10~¢ or more,than
increasingL beyondL = 32 is not likely to bauseful kecause of théardware
requirements and thlessesentailed in the powedivision in thetransmitter.

To evaluateN,, for aetwork of K multicarrier diect-sequence systems, we
assumehat the mutual interferen@nong the L subcarriers afsinglesignal is
negligible andthat K islargeenoughthat themultiple-accessnterferenceafter
despreading ispproximately Gaussian. i assumedhat onlysubcarriers at
the samdrequencycausesignificant interference im subchannel. FAQPSK
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Figure 6.10: Symbol error probability for multicarrier systemswith L carriers.

modulation, thepowerdivision among theubcarriersignalsimplies that (6-88)
must bereplaced by

I
Noe = No + h—LiTC (6-97)

whereh isgiven by (6-68) forasynchronous communications ane- 1 for syn-
chronous communications, afy is the cliyration ineachbranch orsub-
channé of the multicarrier system. The division lyis due to the equipartition
of the interferencepower among the&. subcarriers. LeGy = LG = LT,/T,
denote theoverall processing gainf the system For equal-power usegribject

to the samdading statistics,I; = (K — 1)&;a2/T; so (6-97) implies that the
network capacity is

G’0<1 1)} .
K=|14+—2—={-=]| » %2> 6-98
1+2(z-2)] - w2m (6-98)

where¥, = £;:a2/Ny andy; is the requirefla? /Ny, necessary for apecific
error-controlcode toachieve thepecifiedP,,.

Single-Carrier Direct-Sequence System

Consider a direct-sequens@nalthat has a randomspreadingsequence and is
accompanied bynultipath @mponents in additioto the direct-pattsignal. If
the multipathcomponents areelayed bymore than onechip, thenthe inde-
pendence of thehips ensureghat the multipathinterference isuppressed by
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at least theprocessing gain. However, sinoeultipath signalscarry informa-
tion, they are a potentiaésource to be exploitechther thanmerely rejected.
A rake receiver(Section5.5) providespath diversityby coherentlycombining

the resolvablenultipathcomponentgresentduring frequency-selective tiing,

which occurs when thehip rate of the spreadingequence eeeds theoherence
bandwidth.

Consider amultipath channelwith frequency-selectivdading slow enough
that itstime variationsare negligibleover asignaling interval. When thedata
modulation is binary PSKonly a singlesymbol waveform and itassociated
decisionvariable areneeded. Assume thpresence of zero-meawhite Gaussian
noisewith two-sided powespectraldensity Ng. /2. As indicated in Section 5.5,
if a; = |, then for a rakereceiverwith perfect tapweights, the conditional
bit or symbolerror probabilitygiven the{a;} isprovided by(6-92). However,
for a rake receivereach of the{«;} isassociatedvith a different multipath
component, andence eaclE{a?] hasdifferent value in general.Sincethere
is only asinglecarrier, we may sef = &, i(6-93), which may be=xpressed as

L
Es o
Vs = iz:;’h, 7T g (6-99)
The average SNR for symbol inbranchi is
- Es ,
qi = Ner[af], i=1,2,...,L (6-100)

If eachmultipath componentexperiencesndependenRayleighfading so that
each of the{y,} isstatisticallyindependent, then thanalysis of Section 5.5
gives thesymbol errorprobability:

L —
Py(L) = % Zl A (1 -/ 1"%) (6-101)
where
rL[ i [ >2
Ai = { k=1 YTk (6-102)
1, L=1

Sinceonly white Gaussiamoise ispresent, th@rocessing gain of the system is
irrelevant under this model.

The processing of aultipathcomponent requireshannekestimation. When
a practicalchannelestimator isused, measurementsdicate that only four or
fewer components are likely tbave asufficient signal-to-interferenceatio to
be useful in theake combining10]. To assess thpotentialperformance of the
rake receiver, it is assumedtat thelargestmultipath component hag, = ¥
and thatL < 4 components areeceived andprocessed. Thether three or
fewer minor multipath @mponentshave relative average ymbol SNRsspeci-
fied by themultipath intensity vector

r- (ﬁ Z%Y—‘*) (6-103)
Y1 Y1 N1
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Figure 6.11: Symbol error probability for single-carriersystems and. < 4
multipath @mponentawith different multipath intensity vectors.

Figure6.11 plots thesymbol erroprobability asa function ofy; = Esa_f/NOe,
the averagesymbol SNR of themain component, fomultipath intensityvec-
tors ocairring in mobile CDMA networks. Typicallythreesignificant multi-
path components areavailable. Expressing thecomponents indecibels, the
multipathintensity vector(...4, ...8,12) dBepresents the minonultipath in-
tensitiestypical of arural environment. Thevector (...2, ...3,6) dB represents
a typical urban environment. This figure andother numericaldata establish
two basicfeatures ofingle-carrier systemwith rakereceivers.

1. Systemperformanceémproves as th#otal energy in theninor multipath
componentsincreases.

2. When the totaknergy in theminor multipath components is fixed, the
system pgormanceimproves as thaumber ofresolvedmultipathcompo-
nentsL increases and as teaergybecomeauniformly distributedamong
these components.

For QPSK modulation andmultiple-accessinterference Ny, igiven by (6-
88). It followsthat thesystem capacity igiven by (6-90), whereG, = T/,
¥o = Esa3/No, and7¥, is the requiredsa?/Noe necessary for apecific error-
control code to achievehe specifiedP,.

A comparison of Figure6.10 and 6.11 indicatesthat a multicarrieisystem
with diversity L = 32 outperforms single-carrier systems with diverkity 4 if
¥, is sufficientlylarge. Howeverthisvalue ofy; is much largahan is required
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in practicalsystems. To make a morealistic comparison, we assunieat
an error-correctingodewith ideal channel-symbol interleaving is used. For a
loosely packed,binary blockcode andhard-decisiordecodingwith a bounded-
distancedecoder, thenformation-bit error probability is (Chapter 1)

- n—1 i n—1
1Y <i_1>Ps (1-P,) (6-104)

i=t+1

wheren is the codiength, t is thenumber of symbokrrors that thelecoder
can correct, and®, is thehannel-symbokrror probability. Thesignal energy
per channel symbol g, = r&, wherer = k/n is thecode rate, k£ is the
number of information bits parodeword, and, is the energy gaformation
bit. We may evaluateP, by using thexpressions folPs(L) with 5, = r¥,,

wherey, = &a?/N, is theaverage bitSNR.

As an examplewe assumehat a BCH(63, 36) codewith n = 63, k = 36,
andt = 5 is usedFigure6.12plotsP, for amulticarriersystemwith L = 32 and
single-carriersystemswith I'; = (-4, -8, -12) dB andT'; = (-2, -3, -6) dB,
which are typical forural and urbarnvironmentsrespectively. IfP, = 1075
is required,then themulticarrier system is slightlyadvantageous in aural
environment, butrake combining provides aoughly 1.9 dBadvantage in an
urban environment characterized Dy. For thelticarrier system,y, ~ 6.7
dB and, hence,¥, ~ 4.27 dB areequired. Supposethat G; = G = 64
and#v, = 20 dB. The chip waveform isectangular s& = 2/3. Then (6-98)
indicatesthat the network apacity is 35. For amrbansingle-carriersystem,
¥, ~ 4.8 dB and, hencey, =~ 2.37 dB are required.Then (690) indicates that
the networkcapacity is55, whichillustrates the potentigbower of ideal rake
combining toovercome theletrimental effects dading. Amorepowerful code,
such as @oncatenated durbo codewould give rake combining gerformance
advantage even in @ral environment.

The preceding results imply that in a benign environmeéexpid ofpartial-
band interferencea multicarriersystemsuffers apotential performanceloss
relative to thdesscostly single-carriesystem. Theinderlyingreason ighat the
rake receiver of theingle-carrier systerharnessegnergythat wouldotherwise
be unavailable. Ircontrast, the multicarriereceiverrecoversenergythat has
beenredistributedamong theL carriers but isavailable to thesingle-carrier
systemeven without rake combining. Despite itspotential disadvantage in a
benignurbanenvironment, anulticarrier systemwill often bepreferable to a

single-carriersystem because of ismubstantiallysuperiorperformanceagainst
partial-bandnterferencd8], [9].

Multicarrier DS/CDMA System

Various multicarrier direct-sequence systems theccommodate multiple-access
interference havdeen proposedll] for CDMA networks. Themulticarrier
DS/CDMA systenis a candidate foboth the uplinksand downlinks ofourth-
generation cellular CDMAetworks. Oneversion of itstransmitter isshown in
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Figure 6.12: Information-bit error probability for multicarriesystem with
L = 32 andfor single-carrie systemswith typical rural andurban multipath
intensityvectors. Error-controlcode is BCH (63, 36).

Figure 6.13. This systenmuses aserial-to-parallelconverter toconvert astream
of data symbolsnto multiple parallel substreams. Thus, theulfticarrier mod-
ulation reduces thealata-symbokate and, hence, themultipathinterference of
the direct-sequencggnal in each sachannel. Theeceiver issimilar inform to
that ofFigure 6.9(b)except that theombiner isreplaced by a parallel-to-serial
converter. If thesubcarriers arseparated bg/T,, then the interchannehter-
ference andnultiple-accessnterference fronsubcarrier signals aminimized.
The efficientprocessing obrthogonalfrequency-division multiplexinOFDM)
may be implemented by sampliegchsubchannesignal after thespreading by
p(t) and then applying the set ofdamples in parallel to an OFDM processor
[12]. The cost ofthis efficiency is a higlpeak-to-average powenrtio for the
transmitted signal. In contrast to the systenfigure 6.12, themulticarrier
DS/CDMA system offFigure 6.B cannot exploitfrequencydiversity because
eachsubcarrier is modulated bydifferent data symbol.However, the process-
ing gain ofeachsubchannekignal is increased by thactor L, which can be
exploited in thesuppression omultiple-accessnterference. Rake combining
might be possible in the subchannelsTif < 27,.  Fynchronous communi-
cations, such as those nisanitted by abasestation in a cellulanetwork, the
spreadingsequences of theetworkusers may bedrawn from a set afrthogonal
Walsh sequences. Fasynchronous communications, Gold or Kasami sequences
are preferable because tbkir superiorcross-correlatiorcharacteristics.
Anothermulticarrierdirect-sequence system applies the spread sigtial(t)
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Figure 6.13: Multicarrier DS/CDMA transmitter.

to a serial-to-parallelconverter, whichproduces Gparallel data-modulated
chips,where G is the number ofhips perdata symbol.Each oftheseG chips

modulates daifferent subcarrier. Thus, th&preading occurs in thigequency

domain. Thissystemprovides thesame degree dfiversity gain as tle system

of Figure6.9, but thelatter islessexpensive ifL < G and providesearly the

same pgormance ifL > 32.

Frequencyhopping may beadded to almost angommunicationsystem to
strengthen itagainstinterference or fading. Thus, the set of carriesed in a
multicarrier DS/CDMA system or thesubcarriers of an OFDMystem may be
hopped in a variety aays[11].

6.4 Cellular Networks and Power Control

In a cellular network,a geographic regiois partitionedinto cells, asillustrated
in Figure6.14. A basestationthat includes atransmitter andeceiver is lo-
cated at the center ebch cell. Ideally, thecells have gual hexagonareas.
Each mobile (user or subscriber) in theetwork transmitsomnidirectionally
and communicatewith the basestationfrom which it receives thdargest av-
erage power. Typically, most of the mobiles irtedl communicatewith the
basestation at the center of tteell, and only d&ew communicatewith more
distantones. The basstations act aswitching centers for the mobiles and
communicateamongthemselves bwirelines inmostapplications. Cellulanet-
workswith DS/CDMA allow universalfrequencyreuse inthat thesamecarrier
frequency andspectral band is shared by all tbels. Distinctions among the
direct-sequenceignals arepossible becauseach signal is assigned ainique
spreadingsequence.

Cells may be divideihto sectorsby usingseveraldirectionalsectorantennas
or arrays at théasestations. Only mobiles in thedirectionscovered by &ector
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Figure 6.14: Geometry ofcellular networkwith basestation atcenter ofeach
hexagon. Twaconcentric tiers ofells surrounding aentralcell are shown.

antenna capnause multiple-accessterference on theeverse linkor uplinkfrom
a mobile to itsassociated sect@ntenna. @ly a sectorantennaserving acell
sectororiented toward a mobilean cause multiple-accesserference on the
forward link or downlink from the mobiless associatedectorantenna to the
mobile. Thus, thenumbers ofinterfering signals onboth theuplink and the
downlink arereduced approximately kg/factorequal to thenumber ofkectors.

To facilitate theidentification of abasestationcontrolling communications
with amobile, eachspreadingsequence for downlink is formed as the product
or concatenation of tweequencesften called thescrambling and channeliza-
tion codes. Ascrambling codds a sequencthat identifiesa particularbase
station when theode isacquired by mobilesssociatedvith the basestation
and its cell orsector. Along sequence ipreferable taminimize thepossibility
of a prolonged outage due to amfavorablecross-correlation. If the set of
basestations use # Global Positionindgsystem orsomeother commortiming
source,then eachscramblingcode may be &nown phaseshift of acommon
long pseudonoise sequence. If a comrionng source is not usedhen at the
cost ofincreasedacquisitiontime orcomplexity, thescramblingcodes mg com-
prise a set ofong Gold sequencethat approximaterandom binarysequences.
A channelization codés designed tallow eachmobile receiver toextract its
messagesvhile blocking messageitended for othemobileswithin the same
cell or sector. Walsh opther orthogonalsequences arsuitable aschanneliza-
tion codes forsynchronouslownlinks. For the uplinksshannelizatiorcodes are
not strictly necessary, and theeramblingcodesthat identify the mobiles may
be drawn from a set ¢dng Gol sequences.

The principaldifficulty of DS/CDMA is called thenear-far problem.If all
mobilestransmit at thesame power levelthen thereceived power at hase
station is higher fotransmittersear thereceivingantenna. There ia near-far
problembecausdransmitters that are far from theceivingantenna may be
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at a substantiabower disadvantage, and tkpread-spectrum @cessing gain
may not be enough tallow satisfactoryreception oftheir signals. Asimilar

problem mayalso result from large differences inreceived powetevels due to
differences in theshadowingexperienced by signalsaversingdifferent paths
or due toindependenfading.

In cellular communication networks, thwear-far problem isritical only
on the uplinkbecause on thdownlink, thebasestation transmits orthogonal
signalssynchronously teachmobile associated with it. Focellular networks,
the usual solution to the near-far problemupfinks ispower control,whereby
all mobilesregulatetheir powerlevels. Bythis means, powecontrol potentially
ensuresthat thepower arriving at acommon receivingantenna isalmost the
same for altransmitters.Since solving thenear-far problem igssential to the
viability of a DS/CDMA network, theccuracy of thgpower control isa crucial
issue.

In networkswith peer-to-peer communicationthere is no cellular or hier-
archical structure. Communicationsbetween twomobiles areeither direct or
are relayed bythermobiles. Sincehere is ndeasiblemethod ofpowercontrol
to preventthe near-farproblem, DS/CDMAsystems are not asttractive an
option asFH/CDMA systems in thesaetworks.

An open-loop methodf powercontrol ina cellularnetwork causes anobile
to adjust its transmitteghower to be inverselyproportional to thereceived
power of apilot signal transmitted by théasestation. Anopen-loopmethod is
used toinitiate powercontrol, but is subsequent effectivenessjuires that the
propagatiorosses on théorward andreversdinks benearly thesame. Whether
they are omot depends on théuplexingmethodused toallow simultaneous or
nearly simultaneous transmissions both links. Frequency-division duplexing
assigndifferentfrequencies to anplink andits correspondingiownlink. Time-
division duplexingassignsclosely spaced butlistinct timeslots to the twdinks.
Whenfrequency-division duplexing issed, as in théS-95 andGlobal System
for Mobile (GSM) standards, the frequensgparation igienerallywide enough
that thechanneltransfer functions of theiplink anddownlink aredifferent.
This lack of link reciprocity impliesthat power measurementsver thedownlink
do not provide reliablenformation forsubsequentiplink transmissions. When
time-division duplexing is used, theeceivedlocal-mean powetevels for the
uplink and the downlinkwill usually be nearly equal when theansmitted
powers are the same, but the Rayldiatiing may subvertink reciprocity. For
these reasons, elosed-loop methoaf power control, which is mordlexible
than anopen-loop method, isdesirable. Aclosed-loopmethod requires the
basestation totransmit power-controlinformation toeachmobile based on the
power level receivedrom themobile or thesignal-to-interferenceatio.

When closed-looppower control is usedgach basestation attempts to ei-
ther directly orindirectly track thereceived power of a desired sigrfabm
a mobile anddynamicallytransmit apower-controlsignal [13], [14]. The ef-
fect ofincreasing thecarrier frequency or thenobile speeds iso increase the
fading rate. As the fading raiacreases, théracking ability and, hence, the
power-control accuracglecline. Thisproblem isoftendismissed bynvoking the
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putativetrade-offbetween the powearontrol and the bit or symbol interleaving.
It is assertedhat thelarge fade durationgluring slow fading enableeffective
power control, whereas thémperfectpowercontrol in the presence of fast fad-
ing is compensated by thiecreasedime diversity provided by thenterleaving
and channetoding. However, this argumentignoresboth thepotentialsever-
ity of the near-far problem and thieits of compensation athe fading rate
increases. If the powearontrol breaks down completelthen closeinterfering
mobiles cancausefrequent error burstef durationlong enoughto overwhelm
the ability ofthe deinterleaver tdlisperse theerrors sothat thedecoder can
eliminatethem. Thus, somedegree of powecontrol must benaintained as the
vehiclespeeds or thearrier frequencyncreases. The degreequired when the
interleaving isperfect isquantified subsequently.

The followingperformanceanalysis of theiplink [15] beginswith thederiva-
tion of the intercelinterferencdactor,which is the ratio of thentercellinterfer-
ence power to thimtracell interferencower. Thentercellinterferencearrives
from mobiles associatedvith different basestationsthan the oneeceiving a
desired signal. Théntracell interferencearrivesfrom mobilesthat areassoci-
atedwith the same basstationreceiving adesired signal. Thperformance is
evaluatedusing twodifferent criteria: the outage and the bit error rate. The
outagecriterion has theadvantagehat it simplifies theanalysis andloes not
requirespecification of thedata modulation ochannel coding. The bit-error-
rate criterion has thadvantagehat theimpact of the channel coding can be
calculated. Foboth criteria, the fading ilat and no explicitdiversity or rake
combining isassumedSince thenterferencesignalsarrive asynchronouslyhey
cannot be suppressed bging orthogonal spreadirsgquences.

Intercell Interference of Uplink

To account for théading andinstantaneoupower control in anathematically
tractableway, theshadowing andading factors in(5-4) areapproximated16]

by a lognormarandomvariable. Thus, at gparticular time it isassumedhat
the equivalent shadowing facteyr implicitly defined by

107/10 = 10¢/1042 (6-105)

has a probabilitydensityfunction that is approximatelyGaussian.This equa-
tion, thestatisticalindependence &f and, and the fabat E[¢] = 0 imply
that

En] = %E[ln o (6-106)
Bly?) = EI¢"] + 15 El(ina)’) (6-107)

whered = (In 10)/10. Toevaluatetheseequations whem has t Nakagami-m
densityfunction of (5-29), weexpress th@xpectations amtegrals, change the
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integration variables, arapply the identitie$l7]

/00 ' e M inzdr = E(—l:—)[d)(l/) —In ] {6-108)
0 M
/0 " et (Inx)? dx = ]-—;‘LLI:)-{[’L/}(I/) —Inu®* +¢(2,v)} (6-109)

whereRe(u) > 0, Re(v) > 0, ¥(v) is the psfunction given by

v—1

MW:X%—C,C%%WZ (6-110)

i=1

when is a positivénteger, and;(2,v) is the Riemann zétmction given by

=1
C@JQ:E%W+ﬂ2,V#Q—L—Z”. (6-111)

Let af, denote thevariance ofy. Sincet[¢?] = o2, the varianceQf wefind
that

En) = 2[$(m) — In(m)] (6-112)

¢2,m)
b2

SN

o :0§+

2 (6-113)
The impact of thdading declineswith increasingm. For Rayleiglading, m
= 1 and(¢(2, 1) = 1.65, so E[y] = —-2.5 ando? = o2 + 31.0. Form = 5,
which approximateRiceanfadingwith Ricefactorx = 8.47, E[n] = —0.45 and
o2 =02+ 42.

Consider a cellulanetwork in whicheach basstation islocated at theenter
of a hexagonal area, disistrated in Figuré.14. Toanalyzeuplinkinterference,
it is assumedhat thedesired signahrrives atbasestation 0, whilethe other
basestations ardabeledl, 2, ..., Ng. Thelirectionscovered byone ofthree
sectorsassociateavith basestation 0 are indicated in tliigure. Eachmobile in
the network transmitemnidirectionally and isssociateavith the bbasestation
from which it receives thdargest averagehort-term orinstantaneous power.
This basestationestablishes thaplink powercontrol of the mobile. If a mobile
is associatewvith basestationi, then5-1), (5-4), and(6-105) indicate that the
instantaneoupower received by bassationj is

r5 \ ™1, 10 i\~
Dij=POi<E> 107 =po¢<R—o) exp(bn;) (6-114)

wherer; is thalistance tdasestationj, n; is the equivalent shadowiegtor,
poi iS the area-mean power at= Ry, and it is assuthad the attenuation
power-laws is the santroughout theetwork. Ifthepowercontrol exerted by
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basestation: ensureghat it receivesunit instantaneougowerfrom eachmobile
associatedvith it, thenD;; = 1. Consequentlypy; = (r:/Ro)? exp(—bn;), and

B
Dy = (1) exella —n.) (6-115)
J
Assuming a commoriading model for all of the{r,}, (6-106) implies that
they all have the same mean value. The forn{6ef15) then indicatesthat
this commonmean value is irrelevant to thstatistics ofD;; and hence can
be ignored withoutpenalty in thesubsequent statisticanalysis ofD;;. The
simplifying approximation igsnadethat the basstationwith which a mobile is
associated receivesoreinstantaneoupowerthan any othestation, anchence
This inequality isexact if the propagatiofosses on the uplink and

downlink are thesame.

The probabilitydistribution function ofthe interferenc@ower D;o atbase
station 0 giventhat themobile producing the interference &ssociated with
base statiori is

Fi(s) = PIDn <2 | Dy £1,0 <5 < Np] = 240 (6-116)
where
(f)l(:L‘) = P[D,;o <z;D;; <1,0<5 < Ngl. (6-117)

and P[A] denotes theprobability of theevent A [18]. Thus, Fi(z) =0 ifz <
0, andFi(z) =1 if z > 1. Let

@i(x | iy 74,0;) = P[Dyo < 2;D;5 < 1,0 < 5 < Ny | my,74,64] (6-118)

wherethis probability is conditioned ony;, theequivalentshadowingfactor
for the controlling basstation, and thepolar coordinates;,8; of thmobile
relative tobasestationi. It isassumedhateach of the(n;} istatisticallyinde-
pendentwith the common vanance?, Thereforegiveny,, D;; andD;,j # k,
are statisticalljindependent Sinceeach of the{n,} has a Gaussnambablhty
densityfunction, (6-115) impliesthat for0 < z < 1,

bz | m;, 74, 0:) = Qc<bm + Bin(ro/ri) + lnm) H Qc(bm +,Bln(rj/r¢)>

bo,

(6-119)
whereQ.(z) = 1 — Q(z), andr;, 0 < j < Np, is|afunctionof r;, §;, and the
location ofbase stationj.

The probabilityg;(z), andhence thedistribution F;(z), can be determined
by evaluating the@xpected value dB-119)with respect to theandomvariables
15, 75, andé@;. If a mobile isassociatedvith base stationi, then its location is
assumed to be uniformigiistributedwithin a circle ofradius R, surrounding
the base stationTherefore,

2m Ry rexp n’ )
¢, (z :/ dO/ dr/ dy ———"2~ ¢, (z | n,7,0) (6-120)

V2r oy, 7rR2
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Table 6.1: Interference and variance factors when var(K] = 0.

which determines thdistribution function in(6-116).

Ty dB g g1
3 0.460 0.137
4 0.486 0.143
6/v2 0.493 0.145
5 0.519 0.153
8/V2 0.544 0.162
6 0.558 0.167
7 0.598 0.183
10/v/2 0.601 0.184
8 0.634 0.189

Let 1,. denote the total interceilhterferencerelative to theunit desired-
signal powerthat eachbasestationattempts to maintain bgowercontrol. Let
K denote thenumber ofactive mobilesassociated with &asestation or sector
antenna,which may be aandomvariable because ofoice-activity detection

or the movement of mobiles among the cells. S|

varid;o)

are the

same for all mobiles associatadth basestationi, astraightforwardcalculation

yields

E|l.] = E|K] ZB E[D;o)

var{lie]

Np Np 2
E[K] Z var[Dso) + var[K] ( Z E[Di0]>
=1 i=1

(6-121)

(6-122)

In general E[I,,] andar[l,.) decrease as thatenuatiorpower lawg increases.
The intercell interference factorg = E[I:]/E[K], is the ratio of theaverage
intercell interferencepower to the average intraceéfiterferencepower. Table
6.1, calculated in[18], lists g versuss, when Ng = 60 cells infour concentric
tierssurrounding aentralcell, R, is fivetimes thedistancefrom abasestation
to the corner of itsurroundinghexagonal cell, ang = 4. The dependence of
g on the specific fading model is exertdtough (6-113), which relatese,, to
m andg,. Table 6.lalsolists thevariance factorg; = var[l;.]/E[K] assuming

that var[ = O.

The results in Table 6.Hepend onthe pessimisticassumption that the
equivalentshadowingfactorsfrom a mobile to twodifferent basestations are
independent randowariables. Supposeénstead,that eachfactor is the sum of
a common component and agqual-poweiindependent component that depends
on the receivingpasestation. Then (6-115) impliesthat thecommon component
cancels. As aesult, indeterminingg fromTable 6.1, the effectivealue of o,
is reduced bya factorof +/2 relative towhat it would bewithout thecommon

component.
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Sinceo? = 0% + 31.0 forRayleighfading andTable 6.1indicatesthat g
increases slowlyvith o, the effect of the fading isinimportant or ngligible
if s > 6 dB,which is usuallysatisfied in practicahetworks. If itis assumed,
as is tacitlydone by manyauthors, that th@ower control is based on a long-
term-averageower etimatethat averages out théading, then thepreceding
equations andable 6.1are validwith ¢, = o,.

Outage Analysis

For a DS/CDMAsystem, it isassumedhat the totapower I; of themultiple-
accessnterference after thdespreading iapproximatelyuniformly distributed
over its bandwidth, vinich is approximatelyequal tol1/7,. Forinstantaneous
powercontrol, the instantaneo&NR is defined to bek, /(Ny+1;T,), theatio
of the receivecenergy per symbaE; to thegeivalent powerspectraldensity
of the interference plusoise. An outageis said tooccur if the instantaneous
SINR islessthan aspecifiedthresholdz, which may be adjusted to account for
any diversity or rakeombining. Inthis section, thenterference isassumed to
arise fromK ...1 other active mobiles in a single cell or sector. Egt= I, T,
t=1,2,...,, K—1, denote theeceivedenergy in a symbol due toterference
signal< with power I;. Thesalefinitionsimply that anoutageoccurs if

K~-1
E,Z7' < Ny + é ; E; (6-123)
whereG = T, /T, is theprocessing gain. LeE,, denote the commouresired
energy per symbol for all theignals associatewith the basestation of a
single cellsector. When instantaneoysower control is usedE; = E;peg and
E; = Ege¢;,1=1,2, ..., K ..l whereeg and; are randomvariablesthat
account for

K-1
X=> & (6-125)
=1
€& = 10%/1° = exp(b¢;), i=0,1,2,...,K —1 (6-126)

b202
Ele;] = exp 2e ,  Ele?] = exp(2b%0?) (6-127)
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If K is a constant, then threeanX and theariances? ofX in (6-125) are

X=(K-1) exp<b2;§>, 02 = (K — 1)[exp(2b®02) — exp(b®0?)] (6-128)

The randonvariableX is the sum oK ..1 lognormallydistributedrandom
variables. Since thedistribution of X cannot be compactlgxpressed irclosed
form when K > 3, two approximate methodse adopted. The firshethod
is based on theentral limit theorem, and thesecondmethod isbased on
the assumptionthat o, issmall. SinceX is the sum oK ...1 independent,
identically distributed randonvariables,eachwith afinite mean and variance,
the central limittheoremimplies that theprobability distribution function of
X is approximatelyGaussian whelK is sufficientlylarge. Consequently, given
the values oK andeg, the conditional probabilityf outage may bealculated
from (6-124). Using (6-126) andintegratingover theGaussiardensityfunction

of &3, we then obtain theonditionalprobability of outagegiven the value of
K>> 1.

Pout(K):/_w Q[G(Z—lebe:a) }exp(\/%!Zo) & (6129)

Aso. — 0 and hence, — 0, P,.(K) approaches a stépnction.

In the secondpproximate method, it @ssumedhateo, is sufficientlysmall
andK is sufficientlylargethat o, << X. From (6-128), itis observedhat a
sufficient condition for thisasssumptioris that

b2o?
VK —1>>exp 5 = (6-130)

The assumption impliethat X is well approximated by the&onstantX given by
(6-128). Since thenly remainingrandomvariable in(6-124) isey = exp(béy),
it follows that

Pout(K) = Q{ _ In[(K — )G Zexp(t?0?/2) + Z75 ] }

b (6-131)

Variations in the Number of Active Mobiles

In the derivations o{6-129) and(6-131), thenumber ofmobiles actively trans-
mitting, K, is held constant.However, it isappropriate tanodelK as a random
variable because of the movement mibbiles into and out ofachsector and
the changing of theell or sectorantennawith which a mobile communicates.
Furthermore, gotentially active mobile may not bdransmitting; forvoice
communicationsvith voice-activity detection, energy transmissidypically is
necessarpnly roughly 40% of théime. As isshown below, a discremndom
variable K with a Poissondistributionincorporateshoth oftheseeffects.
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To simplify theanalysis, it isassumedhat theaveragenumber ofmobiles
associatedvith eachcell or sectorantenna is theame andhat thelocation of
a mobile isuniformly distributedthroughout aegion. Letg denote the prob-
ability that apotentially transmittingmobile is activelytransmitting. Then
the probability that amctive mobile isassociatedvith a particularcell or sec-
tor antenna igig/N,, wher&/,. is the number ofmobiles in the region and
is the average number ofobiles per sector. tthe N, mobiles aréndepen-
dentlylocated in the region, then the probabilityfot= & active mobilesdeing
associatedvith a sectorantenna igjiven by thebinomial distribution

P(N,, k) = <JZ) (Ni>k (1 - %)ka (6-132)

where) = pg isassumed to be eonstant. Thiequation can bexpressed as

Py, 1) = S HQ 2N (B (B R (1“Ni> (1——*—>N1‘

N,

(6-133)

As N, — oo, the initialfraction — 1/k!, (1-X/N,)~% — 1, and(1— A/N;)Nr —
exp(—A). Therefore,P(N,, k) approaches

32K

Pu(k) = ﬂ]dA—)—A— . k=0,1,2,... (6-134)
which is thePoissordistributionfunction. Since the desired mobile is assumed
to be present, it inecessary to calculate the conditional probabititst K = &
giventhat K > 1. From the definition o& conditional probability an¢b-134),
it follows that this probability is

exp(—A)A*

Fe(k) = [1 —exp(=A)]k!’

=1,2,... (6-135)

and P,(0) = 0. Usingthis equation, the probabilityf outage is

Ic
exp(
Pout, = Z[l_exp Syt Lot (F) (6-136)

whereP,(k) isgiven by (6-129)or (6-131).

The intercell interference frommobilesassociatedvith otherbasestations
introduces an additionaverage poweequal togug(Es/Ts) into agiven base
station, whergy ishe intercelinterference factorAccordingly, the impact of
the intercellinterference is modeled as equivalent t@aerage ofu additional
mobiles in a sectofl9]. When intercell interference is taken into account, the
equations oSection 3.7 for singlecell or sector arenodified. The parameter
is replacedy ©(1+g), andx becomes thequivalent number of mobiles defined
as

A= pg(l +g) (6-137)
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Figure 6.15: Probability of nooutage forinstantaneougower control, G/Z =
40,v,/G = 0.5, ande. = 0,1,2,3 dB.

Figure 6.15 illustrates the probability of noutage,1 —P,y, as &unction
of A for variousvalues ofe.. Both approximate models, whigfive (6-129) and
(6-131), areused in(6-136) tocalculate thegraphs.Equations(6-129) and (6-
131) indicatethat theoutageprobability depends on the ratids/Z and~v,/G
ratherthan onG, Z and~y, separately. Thearametewvalues forFigure6.15
are G/Z = 40 andy,/G = 0.5, whictcould correspond t&Z = 7 dB, G = 23
dB, andy, = 20 dB. The closeness of thesults for the two models indicates
that whens, < 2 dB bothmodelsgive accurate outage probabilities and the
effect ofpower-controlerrors inthe interferencesignals isunimportant. As an
example of the application of the figure, supptiset the attenuatiopower
law is 8 = 4, 0, = 8 dB, 0. = 1.0 dB, andl —P,,; = 0.95 is desiredTable
6.1 givesg = 0.63. Thdigure indicatesthat A = 23 isneeded. Iy = 0.4 due
to voice-activitydetection, theaveragenumber ofmobiles per sectothat can
be accommodated js= 35.3. Fdatacommunications, thaetworkcapacity
is lower. For example, i = 1, then theaveragenumber ofmobiles persector
that can beaccommodated i44.1.

Local-Mean Power Control

When theinstantaneousignal power cannot betracked because dhe fast
multipath fading,one mightconsidermeasuring thdéocal-meanpower, which
is a long-term-averagaowerobtained by averaging out tifi@ding component.
This measurement enables the systenmigementlocal-mean power control.
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Two differentanalyses of theffects oflocal-mean powecontrol are presented.

In the firstanalysiswhich explores thgotentialeffectiveness ofbcal-mean
power control, all receivedsignalsexperience Rayleiglfiading and thdocal-
meanpower control is prfect. Therefore, theeceivedenergylevels arepropor-
tional to the squaresf Rayleigh-distributed random variablesd, hence, are
exponentiallydistributed, ashown in AppendidD.4. Thus, E; = Ey ¢, and
E; = Eyp€;, whereeache;, 1 =0, 1, 2, ..., K — 1, isanindependent random
variablewith the exponentialprobability densityfunction:

fs(z) = exp(—z)u(z) (6-138)

and E4 is the desired value of the averagergy per symbol afteaveraging
over thefading. Theprobability distribution function of the sum of ... 1
independent randomariables,eachwith the exponentialdensity of(6-138), is
given by (D-50). ThereforeX in (6-125) has thdistribution

K-2
Fx(z) =1 ~ exp(—x) Z % , >0 (6-139)
i=0

Conditioning on thevalue ofey, using(6-139) toevaluate therobability of the

outage conditior(6-124), andhenremoving theconditioning by using6-138)
yields

00 K-2 5
Paslf) = [ et explct] Y L at (6-140)
1=0

where
o(§) = GZ7'¢ - G (6-141)

Replacing(c(¢)}* by itshinomial expansion, webtain a doublesummation of
integralsthat can beevaluatedusing thegammafunction ddined by (D-12).
After simplification, we obtain

" exp(Gyg ' NGZ 1) (-Gg ') ]
Four( ZZ z—l 1+GZ TyEH (6-142)

=0 (=0

Interchanging the two sums and changthgir limits accordingly, the inner
sum isover ageometricseries. Evaluating it, we obtain thénal result:

K~ 2

Gy Gz-1 \K-1- )
Pout(K) = exp(Gvg !) Z 70 ) [ (—l_—i—_G’_Z—‘_l) (6-143)
1=0

The probability ofoutage is determined byubstitution into(6-136). When
Yo = oo, only thel = 0 term in (6-143) isnonzero. Substitutioninto (6-136)
and evaluation of the sum yields

exp (1+—é\—17) -

Pou =1-
¢ exp(A) — 1

1
(1+G71Z), vp=00 (6-144)
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Figure 6.16: Probability of nooutage forperfectlocal-mean powercontrol,
G/Z = 40, andy,/G = 0.5, .

For perfectlocal-mean powercontrol andRayleigh fading, (6-138) gives
Ele;] = 1 andvar(e;) = 1. Therefore, a sufficient condition fof, << X s
that vK — 1 >> 1. If thiscondition is satisfiedthen X is well approximated
by X = K — 1, which is equivalent tégnoring the fading of the multiple-
access interference signals. With this approximation, the only remaining ran-
dom variable in(6-124) isexponentiallydistributed, andhence theconditional
probability ofoutagegiven K is

Pout(K) = 1 —exp[—(K —1)G™'Z — 75 Z] (6-145)

Substituting thisequationinto (6-136) andevaluating the sum, we obtain the
approximation

exp(—v5 ' Z + G Z)[exp(Aexp(—-G~1Z)) — 1]

Pou =1-
¢ exp(A) — 1

(6-146)

Figure6.16illustrates the probability of no outage afuaction ofA for G/Z
= 40 and two values y,/G usingeither theapproximation(6-146) or the more
precise (6-144)(6-143), and (6-136)lt is observedhat neglecting thefading
of the interferencsignals andising tke approximatiommakedlittle difference in
the results. The effect of = E.0/Ny ©onsiderable. Aomparison of Figures
6.15 and 6.14ndicatesthat whenRayleighfading occurs,even perfectlocal-
mean powercontrol is not asiseful as imperfecinstantaneougower control
unlesso, isvery large.
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Since accurate power measurements require a certain amount of time, whether
a power-controlscheme ignstantaneouslocal mean, orsomething intermedi-
ate depends on thfading rate. Toreduce thefading rate so that thepower
control is instantaneous and accurate, one might minimize the daedelency
or limit the size ofcells ifthese options are available.

The secondanalysis of theeffects oflocal-mean powecontrol uses thepre-
ceding results todevelop asimple approximation toalternative performance
calculations[19], [20]. This analysishas the advantagebat the fadingstatis-
tics do not havdo be explicitlydefined and theffect ofimperfectlocal-mean
power control iseasily calculated. LetE,; denotthe local-mearenergy per
symbol, which is defined as ttawerageenergy peisymbolafter averagingover
the fading. Similarly, let I;; denote theotal local-meaninterferencepower in
the receiver, and lek;; denote thdocal-meanreceivedenergy persymbol due
to interferencesignali. Thelocal-mean SINR is defined to B, /(Ng + Iy T.).
For this analysis, alocal-mean outages said tooccur if thelocal-mean SINR
is lessthan aspecifiedthresholdZ;, which may badjusted toaccount for the
fading statistics and anyiversity or rake combining. When thdocal-mean
power control isimperfect, Es; = Eqpeg andEy = Ege, i =1, 2, ..., K — 1,
whereey ande; are lognormalblistributedrandomvariableswith thecommon
variances?,. Aderivation similar to that leading to (6-131) indicatesthat if
(6-130) issatisfied,then

PonlK) = O { _In[(K —1)G"1z, ij(b%feﬂ) + zwal]} (6-147)

and P, iscalculatedby using(6-136) and(6-137). Theintercell interference
factorg can beletermined by setting,, = o, since thefading statistics do not
affect thelocal-meanSINR. Foradequate networgerformance irpractical ap-
plications, Z; must be setuch higherthan thethresholdZ in (6-131) because
the local-mean SINR changes much more slowly than the instantaneous SINR.
The following example isised tocompare the results of evaluati@r136),
(6-137), and (6-147yvith the resultobtained in a far more elaboraealysis
[20]. Consider a cellulanetwork with three sectors,Z, = 7 dB, o, = 6 dB,
andg = 3/8 due to the voicactivity. Table 6.1givesg = 0.558. A spectral
band ofbandwidthW = 1.25 MHz isoccupied by thédS/CDMA signals. The
symbol rate is1/Ts, = 8 kb/s so that th@rocessing gain i$5 = 156.5. The
local-mean SNR before the despreading is ...1 dByard20.94 dB after the
despreading.Figure 6.17 shows the local-meanutageprobability versus the
averagenumber ofmobiles per cell3 i, which istriple theaveragenumber of
mobiles persector. Theresults of[20] for outage probabilities of0~1, 10~2,
and10~2 are indicated by the opeincles. Theproximity of these points to the
graphs indicateshat thesimple equations(6-136), (6-137), and (6-147xlosely
approximate thdocal-meanoutageprobability.



340 CHAPTER 6. CODE-DIVISION MULTIPLE ACCESS

1, L——

_— e —
— e e -~
- ~
] ol = /”-,/ rs /

10-1% o 9
2 / /
3% G, =3 dB 2 dB/ J dB
2102} 5 4
3 7
(-U)
= / f
'@ / /

."’I ."f /
i
10—
(f‘) ; / /
i /
.'f .’".; .’__.r
rl’ll. _-"f. ,."!/
14 .f'f : g -'/ X L .
() 20 4 U] 80 100 120 140

Average number of mobiles per cell

Figure 6.17: Local-mean outag@robability for Z, = 7dB, g = 3/8, g = 0.558,
G = 156.5, andy, = 20.94 dB with ¢, = 0,1, 2,3 dB. Other theoreticalresults
are indicated bythe open circles.

Bit-Error-Probability Analysis

Uplink capacity is the number ofhobiles per cell that can teccommodated
over the uplink at &pecifiedinformation-bit error rate. Assuming aonven-
tional correlationreceiver and typical conditions for cellular communications,
the subsequentesultsindicate that when imperfect power control causes the
standard deviation of theeceivedpower from eachmobile to increasebeyond
2 dB, the uplinkcapacityrapidly collapses. When the instantaneousgnal
level cannot be tracked, one mighonsidermeasuring thdocal-meanpower.
Accurate local-mean power contradliminates tie near-farproblem and shad-
owing effects, but not the effects of the fading. In subsequenanalysis, it is
confirmed that tracking thical-meanpower is lesauseful than attempting to
track theinstantaneous signddvel even if thelatter results in largesrrors.
Consider a CDMAcell or sectorwith K activemobiles. Thedirect-sequence
signals use QPSHKnodulation. Equation (6-86) indicatesthat theconditional
symbol errorprobability given E;, andE; = I,T, isapproximatelygiven by

2F,
Py(Es, Et) = Q( m ) (6-148)

It is assumedhat the distribution of;, an#; and tkelues of7 = T, /7T, and
Np are such that6-85), which is used in thederivation of (6-86), is satisfied
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with high probability in the subsequenanalysis. Weconsiderthree models
for power control: perfect instantanegumwercontrol (perfect ipc),imperfect
instantaneoupowercontrol (imperfect ipc)with lognormallydistributed errors,
and perfect local-mean power control (perfect Impc).

If the power contrbis instantaneous angerfect, thenk; = E; = FEq,
i=1,2,..., K -1, andE; = (K — 1)E,. Equation(6-148) implies that the
conditionalsymbol errorprobability given K is

2 .
P(K) = Q(\/761 TVAG-I(K - 1) > (perfect ipc) (6-149)

wherey, = E,/Ng isthe energy-to-noise-densitsatio when the powecontrol
is perfect. If thepowercontrol is imperfectvith lognormallydistributed errors,
then

Es = Esp€o , By = Es0X (6-150)

and (6-125) to (6-128) arapplicable. If(6-130) issatisfied, then X >> o,
and X is well-approximated by . Sinceeg = exp(bf,) andf, has a Gaussian
density, (6-148) and anntegrationover this densityyield

oy w 2 exp(bx) .
Bk = /_oo V2no, Q<\/val + VhG=UK — 1) exp(b?02/2) ) ’

(imperfect ipc) {6-151)

Supposethat insead of theinstantaneoussignal power, tle local-mean
poweraveraged over the fast fading is trackéfthis tracking providesperfect
power control of thelocal-meanpower at aspecificlevel, then a received signal
still exhibits fastfading relative to thislevel. If thefast fading has &ayleigh
distribution butthe fading level is constantover asymbol interval,then the
receivedenergy per symbol i¥, = Esgeq, Whereey hasthe exponential prob-
ability density function given by (6-138). Therefore, (6-148) implies that the
conditional symbol erroprobability given E; is

s} 2.’13
P,(Ey) = /0 exp(—z)Q (\/’Yf{l + \/EG—lEt/ESO ) de

11 }
=5~ =(1+7' + VRG'E/Ew0)V/* (6-152)

2 2
where the integral isvaluated in thesame way ag5-125). The totainterfer-
enceenergyE; isgiven by(6-150) and (6-125Wwhereeache; is anndependent,
exponentially distributed random variablewith mean equal taunity. There-
fore, Ey/Es has agammaprobability density function given by (D-49) with
N =K .. 1, andfok > 2 tlmnditional symbol error probabilitgiven K is

1 1 [ K=2 gyp(—
Py(K)= = — —/ z exp(~2) 7% dz (perfect lmpc)
2 2 (K =21 +5" + VARG 13)
(6-153)



342 CHAPTER 6. CODE-DIVISION MULTIPLE ACCESS

Perfect symbol interleaving definedas interleavinghat causesndependent
symbol errors ina codeword.Assumingthat fast fading enablesperfectsym-
bol interleaving, the information-biérror probability P,(K) for hard-decision
decoding can be calculated bubstituting(6-149), (6-151), o6-153) into (1-
25), (1-26), and(1-27) or into (6-104)for aloosely packedinary code. Ifr is
the coderate of abinary code andE, is thenergy per bitthat is available
when the channedymbols a& uncodedthenwy, = rEy/Np in (6-149), (6-151),
and (6-153). As wasdlone previously, thenpact ofthe intercellinterference is
modeled byreplacingK with K (1 + g) in the preceding equations, whege is
obtainedfrom Table 6.1. Averagingover K by using(6-135), weobtain

k
Z i e_xsxp A)A VR (6-154)

where theequivalentnumber ofmobiles) is given by6-137).

Supposethat thefading is slow enough that thénterleaving isineffective
and, hence, therror in theinstantaneoupowercontrol isfixed over acodeword
duration. Then an approximation similar that preceding(6-151) implies that
the information-biterror probability for hard-decision decoding af blockcode
given K is

oo

Py(K) = exp(—z?/202)

. —ﬁ;——Pz,(K, P,(z)) d=z (6-155)
where P, (K, P;(z)) isgiven by (6-104with P, replaced by
B 2exp(bx) i
P,(z) —Q(\/%_l VRO(K 1)exp(bzgg/2)> (6-156)

Equations(6-154) to (6-156) give thaformation-bit error probability foslow
fading.

Graphs of thanformation-bit error probabilitwersusX forinstantaneous
powercontrol, v, = 13 dB, G = 128, arectangularchip waveformwith h = 2/3,
and various values af, in decibels dlhestrated in Figure5.18. Theblock
code is thébinary BCH(63,30) code, fowhich d,, = 21 andt = 10. Equations
(6-155) and (6-156)@re used forslow fading, and(6-149), (6-151), and (6-
104) areused for fasfading. When thdading isslow and thenterleaving is
ineffective, thecoding is,as expectedesseffective than when the fading is fast
and the interleaving iperfect, provided thats, remains theame. However,
o, increaseswith the fading rate, ashown subsequently. THegure indicates
that wheno, > 2 dB, there is aevereuplink capacityloss for slow fading
and a substantiabne for fastfading. The results for othdslock codes are
qualitatively similar.

The use of spatialiversity or, in thepresence ofrequency-selectivéading,
a rakereceiver will improve theperformance of a DS/CDMAystemduring
both slow andfast fading, but thamprovement is mut greater when the fad-
ing is slow. As thefading rateincreases, theccuracy of theestimation of
the channel parametersed in therake ordiversity combinerbecomesmore
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Figure 6.18: Information-biterror probability for instantaneougower control
and perfectlocal-meanpower control, v, = 13 dB, G =128, and the BCH
(63,30) codewith variousvalues ofr. in decibels.

difficult. When thechannel-parameter estimation errors are too large to be
accommodated, the coherentiximal-ratiocombiner must be replaced by the
suboptimalnoncoherent equal-gatombiner, whichdoes notrequire theesti-
mation ofchannelparameters.

In Figure 6.18, theinformation-bit error probability islepicted forperfect
local-mean powercontrol with thesameparametervalues andcoding as for
instantaneougpower control. It is assumedhat fast fading permits perfect
interleaving sothat (6-153) and(6-104) are pplicable. Thefigure confirms
that tracking of thelocal-mean power level is anferior strategy for obtaining
a large capacity compar@dth tracking of thanstantaneoupowerlevel unless
the inaccuracy of #n latter is substantialAnother problemwith local-mean
power control ighat it requirestime that may beinavailable forsporadicdata.

Apart from power control, instantaneousower measurements can lbsed
to facilitateadaptive coding oadaptivetransmitdiversity. Bothof thesetech-
niques require timely information about the impact of théading, and this
information isinherent inthe instantaneoysower neasurements.

Impact of Doppler Spread on Power-Control Accuracy

When thereceivedinstantaneoupower of thedesired signafrom amobile is
tracked, there are four principatror components. They are tlygantization
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It is assumedthat power variations in areceivedsignal at thebase station
are negligible during the measurement inteffig| which is a large component
of the processing dela¥,. Errors in thepower measurement occurecause
of the presence of multiple-accesgerference and white Gaussian noise. A
lower bound ono?,; can be determindyy assuminghhat the power control

is effective enoughhat thereceivedpowersfrom the mobiles in theell or
sector areapproximatelyequal. Themultiple-accessnterference isnodeled as

a Gaussian procedgbat increases the one-sided noise powpectraldensity
from Ny to

N; = No + %(K ~1)(1 +g) (6-161)

wherepg is the commosignal power obachmobile at thebasestation andB
is the bandwidth of theeceiver.

The receivd signalfrom a mobile that is to bepower-controlled has the
form /pos(t), where s(¢) hasunity power. Thus,

Tm
/ s2(t)dt =T, (6-162)
0
The received signal can lexpressed as
V/Pos(t) = exp (g—)s(t) (6-163)
wherey = Inpg. The Cramer-Rabound [21] provides alower bound on the
variance of any unbiaseéstimate or measurement lafp,. Thsund and
(6-163) give
2 T, P 2 -1
o2 > —/ —e¥/25(t)| dt 6-164
ml_{NtO 5oc" (0 (6-164)

Evaluating (6-164) and using (6-160) and (6-161), we obtain

RS 200(log e)? [J_V_g N (K -1)(1 +g)]

6-165
poTm Do B ( )

Let Ty = T, — T, denotethe part of theprocessing delay iexcess of the
measurement intervaSubstituting(6-157) and (6-159) int@6-165), weobtain

2d N -
o2 > 200(log e)? (% - =_ T1> [_.Q + W] +02+ 02402

[ Po B
(6-166)
This lower bound indicates thatr? increases withf, and, hence, theading
rate when theower estimation is ideal.

Inequality (6-166) indicatesthat an increase in thHeoppler spreadf; can be
offset by anincrease in théandwidthB. This observation clarifies why third-
generation cellular CDMAsystems such as WCDMA or cdma 20®¢hibit no
more sensitivity topower-controlerrorsthan thelS-95 systemdespite the sub-
stantialincrease in thdéading rate due to the increasearrier frequency. The
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physical reason ishat anexpansion of thébandwidth of the direct-sequence
signalsallows enoughinterferencesuppression to more thaacompensatéor the
increasedopplerspread. Furthermore, th@otential effect of power-control er-
rors onthird-generation CDMAsystems isnitigated by the use of convolutional
and turbocodesmore powerful than thdS-95 codes.

Consider anetwork of CDMA systemsthat do not expand the bandwidth
when theDoppler spreacthanges, butdjustT, sahat (6-159) provides ight
bound. Ideal powerestimation is assumed so that fbeer bound in (6-166)
approximatess2.  If thetherparameters are unchanged as the Doppler spread

changedrom f4; to fso, theno? is only affected by tHRoppler factordefined
as

_ Jao

D= J9
fa1

(6-167)

An example of thampact of the Dopplefactor is illustrated in Figure 6.19,
which shows the upper bounds d% fimstantaneoupower control and the
BCH (63,30) code. Thaetworkexperienceslow fading anda Dopplerspread
faa = 100 Hz. The Dopplerfactor isD = 1. When theDoppler factor is
D = 2, 3, or 4, perhapbecause of increasaahicularspeeds, theetwork is
assumed t@xperience fasfading. The parameteralues arex = 0.1, d = 10
km, Ty = 100 ps, B = 1/T, = 1.25 MHz, No/po = 5 ps, 02 + 02 + 05 = 0.5
(dB)?, h = 2/3, G = 128,andyq = poT,/No = (po/No)(G/B) = 20 = 13
dB. The calculationsuse (6-166),(6-151), (6-104), and(6-154) to (6-156). In
this example,D > 2.5 causes aignificant performancedegradatiordespite the
improvedtime diversity during the fast fading.

When fastfading causedarge power-controlerrors, aDS/CDMA network
exhibits a significant performanategradation,notwithstanding theexploita-
tion of timediversity by interleaving andhannel coding Adopting long-term-
averageinstead ofinstantaneougower control will not cure the problem. A
betterapproach is to increase the bandwidth of direct-sequencsignals. If
the bandwidth cannot be increasembugh, then the Dopplepreadmight be
reduced byminimizing the carrier frequency of tltrect-sequencsignals. An-
other strategys to limit thesize of cells sahat the networknust copewith the
more benigrRiceanfading rather thafRayleighfading, which is more likely to
causelarge power-controkrrors.

It follows from (6-165) andl}, = T,, +T that aspecifieds,, carbe attained

T, > M [(.&) + Ki(1+ g):l + T (6-168)

if

2
Om Po

whereK; = (K ~ 1)/B isthe number of interfering active mobiles penit

bandwidth in thecell or sector. Inequalities (6-168) aml (6-159) restrict the
range of feasible values fdf,. Combining (6-158), (6-159), and6-168) and
assumingthat K is largeenoughthat X; ~ K/B, weconcludethat to attain
oe < 2 dB for vehicles at speed dess, amapproximateupper bound on the
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Figure 6.19: Information-bit errorprobability for slow fading andfast fading
with different Doppler factors D. Instantaneopswer control and the BCH
(63,30) code aresed.

uplink capacity pemunit bandwidth in aell or sector is given by

_ a2, ac  2d Ny
K1<(1+g) 1[W<E—T_TI> - (E)jl (6—169)

For typicalparametewalues,this upper bounds approximatelyinverselypro-
portional to both the carrier frequengy  and theximumvehicle speed.

Figure6.20illustrates the upper bourah the uplinkcapacity pemegahertz
as a function ofrequencyf. fora =0.1,0,, =1.5dB, 0, =8dB, No/py =5 us,
T, = 100 us, and representativealues ofd and. Table 6.1 givey = 0.634.
The figure indicates thémitations onK; due tgower control as the carrier
frequencyincreases if,, and thether parametersemainfixed. If K; exceeds
the upper bounathen the networlperformancewill be severelydegraded. The
uplink capacityK; B can be maintaideby expanding th&andwidth.

Downlink Power Control and Outage

Along with all the signalstransmitted tomobiles associatedwvith it, a base
stationtransmits gilot signal over thelownlinks. Amobile, which is usually
associatedvith the basestationfrom which it receives the largegilot signal,
uses theilot to identify abasestation or sector, to initiateplink powercontrol,
to estimate thattenuation phaseshift, anddelay of eactsignificantmultipath
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Figure 6.20: Upper bound on uplinkapacity pemegahertz for
= 1.5 dB, g = 0.634, No/po = 5 us, and Ty = 100 ps.

component, and tassess th@ower-allocationrequirement of the mobile.

A basestation synchronouslycombines andransmits thepilot and all the
signalsdestined fomobiles associatedith it. Consequently, all theignalsfade
together, and the asof orthogonalspreadingsequencesvill preventintracell
interference andhence, a near-fggroblem on aownlink, although there will
be interferenceaused byasynchronousharriving multipath components. The
orthogonalsequences can lgeneratedrom the rows of aHadamardmatrix.
The orthogonality, the energy-savisfparing of thesamepilot at all covered
mobiles, and the coheredemodulation of alltransmittedsignals aremajor
advantages of thdownlinks. However, interferencesignalsfrom other base
stationsarrive at amobile asynchronously and fadedependently, thereby
significantlydegrading pgormance.

Although there is nmear-farproblem onthe downlinks,power control is
still desirable to enhancehe receivedpower during severefading or when a
mobile is near aell edge. Howeverthis power enhancemenincreases inter-
cell interference.Downlink power control entailpower allocation by thebase
station ina mannerthat meets therequirements of théndividual mobiles as-
sociatedwith it. Let C;; denote thetotal power received bynobile i from base
station 7. If this mobile isassociatedvith basestation 0,then theSINR at the
mobile is

B¢ Cio Ts
No+ Y87 Cy T

SINR = (6-170)





